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THE MERCEDES-BENZ 300 ClASS: 
SO TECHNOLOGICALLY ADVANCED, YOU BARELY 

NOTICE THE TECHNOLOGY 

Microcircuits silently work their millisecond 

miracles. Hydraulics, pneumatics, kinematics, 

aerodynamics and myriad other disci­

plines interact with a synergy born of 

computer design, human 

inspiration, and eight 

arduous years of development 

and testing. Yet you drive 

oblivious to 

all this tech-

nology, savoring only its results. 

Precisely as Mercedes-Benz engin­

eers intended. 

Technology that intruded into 

your driving life could never have found its way into 

the 300 Class. Because it would then run counter 

to the sole justification for technology-enhancing 

the cars ability to transport its occupants with 

maximum efficiency, pleasure and safety. 

T hus, you might never notice the five 

individual steel links that guide the movements of 

each rear wheel, comprising the most sophisti­

cated steel suspension extant, as illustrated 

above. But you do notice their effect: handling 

prowess sufficient to "challenge many high-priced 

sports and GT cars," according to one automotive 

journal. A ride on rough smfaces that is "nothing 

short of magical," in the words of anothel� 

Onboard electronics serve higher pur­

poses than orchestrating dashboard pyrotechnics: 

@ 1987 Mercedes-Benz of N.A., Inc., Montvale, N.J. 

continuously recalibrating the gasoline fuel-injec­

tion sy�tem for changing conditions and driver 

demands. Governing the ABS 

Anti-lock Braking System to 

help thwart wheel lockup 

during sudden hard stops. 

Monitoring the Mercedes-Benz 

Supplemental Restraint Sys­

tem (SRS), ready to deploy its 

driver's-side air bag and front 

seat bell emergency tensioning 

retractors within an eyeblink of a 

major frontal impact. 

Nothing that you see or hear or 

feel seems overtly "technological." And yet that 

aerodynamically immaculate body all but 

banishes wind noise from the cabin. Your seat still 

feels comfortable after hours of driving. You find 

that every control falls logically to hand. And that 

your outward vision is reassuringly clear even in a 

rainstorm. 

Advanced technology IS at work all 

around you, but you do not think of it as 

technology. You think of it as the rewards of driv­

ing a 300 Class Mercedes-Benz. 

Engineered like no other car in the world 

© 1987 SCIENTIFIC AMERICAN, INC



© 1987 SCIENTIFIC AMERICAN, INC



Established 1845 

SCIENTIFIC 
AMERICAN 

ARTICLES 

March 1987 

34 DYSLEXIA, by Frank R. Vellutino 

Volume 256 Number 3 

It does not stem from poor visual perception. Its remedy is consistent remedial practice in reading. 

42 THE STRUCTURE OF POLIOVIRUS, by James M. Hogle, Marie Chow and David J. Filman 

New understanding of it in three-dimensional detail should suggest ways to thwart other viruses. 

50 COOLING AND TRAPPING ATOMS, by William D. Phillips and Harold J. Metcalf 

Slowed by laser light and then trapped in magnetic bottles, atoms reveal basic physical principles. 

78 MONOCULTURE, by J. F. Power and R. F. Follett 

Growing one crop on the same land repeatedly has advantages, but it may not be good in the long run. 

88 OPTICAL NEURAL COMPUTERS, by Yaser S. Abu-Mostafa and Demetri Psaltis 

Optical elements connected as neurons are in the brain may allow computers to recognize patterns. 

96 THE RIFTING OF CONTINENTS, by Enrico Bonatti 

The details of the process are studied in the Red Sea, where a new ocean is being born right now. 

104 THERMOREGULATION IN WINTER MOTHS, by Bernd Heinrich 

A few moth species can fly, feed and mate at near-freezing temperatures that kill related moths. 

112 A MESOLITHIC CAMP IN DENMARK, by T. Douglas Price and Erik Brinch Petersen 

Special excavation methods reveal a sophisticated early culture along the coast of northern Europe. 

6 

10 

12 

16 

DEPARTMENTS 

LETTERS 

50 AND 100 YEARS AGO 

THE AUTHORS 

COMPUTER RECREATIONS 

EDITOR Jonathan Piel 

26 

58 

122 

128 

BOOKS 

SCIENCE AND THE CITIZEN 

THE AMATEUR SCIENTIST 

BIBLIOGRAPHY 

BOARD OF EDITORS Armand Schwab, Jr. (Managing Editor), Timothy Appenzeller (Associate Editor), Timothy M. Beardsley (Washington), 
John M. Benditt, David L. Cooke, Jr., Ari W. Epstein, Gregory R. Greenwell, John Horgan ("Science and the Citizen"), 
Robert Kunzig, Philip Morrison (Book Editor), James T. Rogers, Ricki L. Rusting, Karen Wright 

ART DEPARTMENT Samuel L. Howard (Art Director), Steven R. Black (Assistant Art Director), Edward Bell (Assistant to the Art Director), 
Johnny Johnson 

PRODUCTION DEPARTMENT Richard Sasso (Director of Production), Carol Eisler and Leo J. Petruzzi (Assistants to the Production Director), 
Carol Hansen (Electronic Composition Manager), Carol Albert, Nancy Mongelli, Jody Seward, William Sherman, 
Julio E. Xavier 

COPY DEPARTMENT Sally Porter Jenks (Copy Chief), Debra Q. Bennett, M. Knight, Dorothy R. Patterson 

PUBLISHER Harry Myers 

ADVERTISING DIRECTOR Peter B. Kennedy 

CIRCULATION MANAGER William H. Yokel 

DIRECTOR OF OPERATIONS Vin Barger 

PRESIDENT Georg-Dieter von Holtzbrinck 

EXECUTIVE COMMITTEE Claus-Gerhard Firchow, Executive Vice-President; Harry Myers, Senior Vice-President; Vin Barger, Vice-President, 
Finance; Linda Chaput, Vice-President; Jonathan Piel, Vice-President; Carol Snow, Vice-President 

CHAIRMAN OF THE BOARD Gerard Piel 

SCIENTIFIC AMERICAN (ISSN 0036·8733), PUBLISHED MONTHLY BY SCIENTIFIC AMERICAN. INC., 415 MADISON AVENUE, NEW YORK, NY 10017. COPYRIGHT @ 1987 BY SCIENTIFIC AMER­

ICAN, INC. ALL RIGHTS RESERVED. PRINTED IN THE U.S.A. NO PART OF THIS ISSUE MAY BE REPRODUCED BY ANY MECHANICAL, PHOTOGRAPHIC OR ELECTRONIC PROCESS, 

OR IN THE FORM OF A PHONOGRAPHIC RECORDING, NOR MAY IT BE STORED IN A RETRIEVAL SYSTEM, TRANSMITTED OR OTHERWISE COPIED FOR PUBLIC OR PRIVATE USE WITH­

OUT WRlnEN PERMISSION OF THE PUBLISHER. SECOND-CLASS POSTAGE PAID AT NEW YORK, N.Y., AND AT ADDITIONAL MAILING OFFICES. AUTHORIZED AS SECOND­

CLASS MAIL BY THE POST OFFICE DEPARTMENT, onAWA, CANADA, AND FOR PAYMENT OF POSTAGE IN CASH. SUBSCRIPTION RATE: $24 PER YEAR IN THE u.s. AND ITS 

POSSESSIONS; $33 PER YEAR IN ALL OTHER COUNTRIES. POSTMASTER: SEND ADDRESS CHANGES TO SCIENTIFIC AMERICAN, 415 MADISON AVENUE, NEW YORK, N.Y. 10017. 

3 © 1987 SCIENTIFIC AMERICAN, INC© 1987 SCIENTIFIC AMERICAN, INC



SCIENTIFIC 
AMERICAN 
CORRESPONDENCE 
Offprints of more than 1 ,000 selected articles 
from earlier issues of this magazine, l isted in 
a n  annua l  catalogue, are available at $1 .25 
each. Correspondence, orders and requests for 
the catalogue should be addressed to W. H. 
Freeman and Company, 4419 West 1980 
South, Salt Lake City, UT 84104. Offprints 
adopted for classroom use may be ordered di­
rect or through a college bookstore. Sets of 
1 0 or more Offprints are collated by the pub­
lisher and are delivered as sets to bookstores. 

Photocopying rights are hereby granted b y  
Scientific American, I nc.,  t o  l ibraries a n d  oth­
ers registered with the Copyright Clearance 
Center (Ccq to photocopy articles i n  this issue 
of SCIENTIFIC AMERICAN for the Aat fee of $1 .25 
per copy of each article or any part thereof. 
Such clearance does not extend to the photo­
copying of articles for promotion or other com­
mercial purposes. Correspondence and pay­
ment should be addressed to Copyright Clear­
ance Center, I nc. ,  2 1  Congress Street, Salem, 
M A  01970. Specify CCC Referel]ce N umber 
ISSN 0036-8733/86. $ 1 .25 + 0.00. 
Editorial correspondence should be ad­
dressed to The Editors, SCIENTIFIC AMERICAN, 
415 Madison Avenue, New York, NY 100 1 7 . 
Manuscripts are submitted at the authors' risk 
and will not be returned unless they are ac­
com pan ied by postage. 

Advertising correspondence should be ad­
dressed to Advertising Manager, SCIENTIFIC 
AMERICAN, 415 Madison Avenue, N ew York, 
N Y  10017 . 
Subscription correspondence should be 
addressed to Subscription Manager, SCIENTIFIC 
AMERICAN, P.O. Box 5969, New York, N Y  
10017 . The date o f  the last issue o n  your 
subscription is shown in the upper right-hand 
corner of each month's mail ing label. For 
change of address notify us at least four weeks 
in advance. Please send your old address (if 
convenient, on a mai l ing label of a recent is­
sue) as well as the new one. 

Name 

New Address 

Street 

City 

State and ZIP 

Old Address 

Street 

City 

State and ZIP 

4 

THE COVER 
The photograph on the cover depicts mirror writing. Commonly taken to 

be a symptom of dyslexia, mirror writing is often seen in young children 
who go on to develop normal reading and writing ability (see "Dyslexia," by 

Frank R. Vellutino, page 34). The drawing and its full legend ("My blanket 

I love the best") were actually produced by a four-year-old girl, whose 
progress from mirror writing toward normal writing is traced on page 35 . 
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SCIENCE/SCOPE® 

A searchlight nearly as bright as the sun helps police capture suspects at night. The Nightsun® 
searchlight is the most powerful ever developed for lightweight helicopters. With enough illumination 
to read a newspaper at 1,500 feet, it provides more than 30 times the power of previously used 
searchlights. Whereas traditional searchlights focus their light at the center of a beam, the Nightsun 
light equalizes its light across a lOO-foot circle. Even fringe areas are fully lit, so that darkness no 
longer provides cover to vandals, burglars, auto thieves, and drug traffickers. Spectrolab, a Hughes 
Aircraft Company subsidiary, has produced Nightsun systems for over 300 helicopters in 80 percent of 
US. police agencies. 

A hand-held infrared viewer helps reduce losses for a large insurer of boiler machinery. Insurance 
company engineers use Hughes ' Probeye® infrared viewer to survey plants of applicants and 
policyholders. The Probeye viewer sees heat the way a camera sees light, converting it instantly into an 
image seen through the eyepiece. Inspectors check for potential hazards in piping systems, electrical 
connections, and pressure vessels. Infrared viewers are valuable tools for paper manufacturers, too. 
Moisture in paper sheets must be monitored continually during processing, since sharp differences can 
result in serious defects. The viewers pick up temperature changes caused by varying moisture 
conditions, enabling operators to stop the process and make corrections. 

Now in "storage" in a 22,300 mile-high orbit, Mexico's second communications satellite is awaiting the 
day in about three years when it will be called into service. Morelos B, one of the Hughes HS 376 lines 
of satellites, has undergone routine testing. It will serve as a spare for several years because the first 
Morelos spacecraft now provides sufficient coverage for Mexico's communication needs. The Morelos 
satellites are the first HS 376 spacecraft with expanded capabilities of operating simultaneously in two 
frequency bands, the C- and Ku-bands. 

A new electronic" road map " will enable pilots of helicopters and small tactical fighters to fly safely 
over unfamiliar territory without the need to wrestle with flight charts. The Integrated Terrain Access 
and Retrieval System (ITARS), under development by Hughes for the US. Air Force, will display color­
coded surface features and man-made structures. By touching a button, the pilot can show terrain data 
in look-down or look-ahead views. The system will share its stored data with other systems aboard the 
aircraft to aid in navigation, terrain following and avoidance, weapon delivery, mission planning, and 
threat avoidance. 

Hughes needs engineers, scientists and programmers to forge new frontiers in aerospace radars, 
weapon control systems and avionics, airborne displays, aerovehicle data links, and airborne 
countermeasures. Current openings are for people experienced in design, development, test and 
manufacture for systems engineering, project/program management, design of circuits and 
mechanisms, and bringing these to reality through the application of advanced manufacturing 
techniques. Send your resume to Hughes Radar Systems Group, Engineering Employment, Dept. S2, 
p.o. Box 92426, Los Angeles, CA 90009. Equal opportunity employer. US. citizenship required. 

For more information write to: P.O. Box 45068, Los Angeles, CA 90045·0068 
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LETTERS 
To the Editors: 

Although the news article on AIDS 
["Science and the Citizen," SCIENTIF­
IC AMERICAN, January] was a fair 
description of AIDS in the developed 
world, it fell into the same trap as most 
commentaries do by tossing a sidelong 
glance at the disastrous situation in 
Africa. It is imperative that we realize 
what the disease means to that conti­
nent. In countries where even measles 
cannot be controlled-because of end­
less problems related to infrastruc­
tural shortfalls-the presence among 
people of childbearing age of a disease 
with a long latency period, transmit­
ted by blood and sexual contact, has 
dreadful long-term consequences. 

The World Health Organization es­
timates that a million people are al­
ready dead or dying of AIDS in Afri­
ca. Many of the people on whom the 
affected countries depend for their la­
bor force are relatively mobile, live 
in cities and have largely put aside 
tribal customs; hence they are now 
very likely to be exposed to the virus. 
As a consequence banks, hospitals, 
schools and middle-management cad­
res are being depleted of their valuable 
professionals. 

The unscreened blood supplies and 
unsanitary medical practices-in par­
ticular the use of unsterile needles­
common in these nations are transmit­
ting AIDS at a rapid rate. The cost of 
preliminary blood screening with the 
ELISA test (which may not be a good in­
dicator of infectivity because of new 
strains of the AIDS virus in Africa and 
the possibility of false positive results 
due to cross-reactivity with malaria) 
is about equal to what most African 
countries spend per year for each cit­
izen for all health services. In other 
words, these countries simply lack the 
money to prevent the transmission of 
AIDS through the blood supply. 

Present WHO efforts toward univer­
sal routine vaccination programs in 
developing countries may have to be 
put on hold until needle sterility can be 
ensured. Moreover, many thousands 
of the infants targeted for vaccination 
will doubtless be infected with the AIDS 
virus. What effect will live and attenu­
ated pathogens have on these immune­
deficient babies? 

As AIDS spreads through the coun­
tryside millions of men and women of 
childbearing age are becoming infect­
ed. One can clearly foresee the con­
seq uence if extensive health-ed uca­
tion measures are not instituted soon. 
Within 10 years the central part of Af-

6 

rica, from the Atlantic to the Indian 
Ocean, may be peopled by the elder­
ly and the very young. Access to the 
populations and the availability of 
funds will force a choice about the fo­
cus of AIDs-control efforts. As a for­
mer health educator in Africa, I sug­
gest that priority be given to school­
age children who have not yet become 
sexually active. 

Even if a vaccine and/or a curative 
treatment were found tomorrow, an­
other hurdle would remain: success in 
the delivery of health care in Africa is 
marginal at best. Ordinary childhood 
diseases kill hundreds of thousands of 
Third World children annually be­
cause it is impossible to get around 
woefully inadequate infrastructures. 
The insidious nature of AIDS and its 
long latency period, coupled with the 
fact that rural populations are largely 
illiterate and have widely varying cul­
tures and hundreds of languages, make 
the prevention of AIDS a problem of 
dumbfounding complexity. We simply 
cannot afford to view the situation in 
Africa as analogous to that in devel­
oped countries. The disease presents a 
special problem on that continent, one 
that sooner or later will heavily affect 
the entire world economy. The human 
misery created by this disease is dread­
ful to contemplate. It is as if the Sahara 
were rolling down across central Afri­
ca, sucking the life from these nations. 

ANN GIUDICI FETTNER 

Washington, D.C. 

To the Editors: 
Scientific American ["Science and 

the Citizen," December, 1986] errs 
in implying that Nobelist Dudley 
R. Herschbach was the first to use 
crossed molecular beams successfully 
to study the details of a chemical reac­
tion. That honor belongs to Ellison H. 
Taylor and Sheldon Datz of the Oak 
Ridge National Laboratory, who pub­
lished the results of the first success­
ful experiment in the field in 1955. 
Herschbach, in fact, acknowledged 
Taylor and Datz's priority in his 1961 
article in the Transactions of the Fara­
day Society with these words: "The fea­
sibility of such experiments was estab­
lished in 1955 by the work of Taylor 
and Datz on the reaction K + HBr = 

H + KBr." 
The 1955 paper is widely regarded 

as a classic and as the beginning of 
the modern study of the dynamics of 
chemical reactions. It showed that one 
could study chemical reactions under 
ideal conditions: single collisions, sep­
arate control of reactant energies and 

angular analysis of the products. It 
also indicated a class of reactions that 
were practicable to study in this way, 
and it described the new detector the 
authors had invented, which made the 
work possible. In subsequent papers 
Datz, Taylor and various colleagues 
studied other reactions, investigated 
in detail the properties of their two­
filament detector, laid out the calcu­
lations necessary for interpretation, 
reviewed the entire field of chemical 
applications of molecular beams and 
pointed out directions for further elab­
oration of the method. 

The possibilities suggested by this 
work generated intense interest and 
brought many workers into the field, 
but for more than a decade almost 
all the work was based on the original 
class of reactions and on the two-fila­
ment detector of Taylor and Datz. 

The fundamental difficulty in do­
ing chemical-beam experiments had 
always been the minute numbers of 
product molecules they produce and 
the lack of a detector combining high 
sensitivity with the ability to distin­
guish products from elastically scat­
tered reactants. Taylor and Datz orig­
inally planned to solve the difficulty 
by combining neutron activation of 
bromine with surface-ionization de­
tection of both K and KBr on the usual 
tungsten filament. That intention ex­
plained their presence at Oak Ridge, a 
nuclear laboratory, but they hoped to 
avoid the drudgery inherent in acti­
vation measurements by finding some 
modification of the Langmuir gauge 
that would provide differential capa­
bility. They discovered that a platinum 
filament was insensitive to combined 
potassium (KBr in this case) and then 
constructed the successful two-fila­
ment gauge. 

This letter is not intended to detract 
in any way from the recognition of 
the brilliant work of Herschbach and 
his fellow Nobelists, Yuan T. Lee and 
John C. Polanyi, but simply to ensure 
proper credit for earlier accomplish­
ments. In a broader context, I think 
it is important that this contribution 
from a national laboratory be widely 
understood. The funding at national 
laboratories of basic research not di­
rectly related to practical missions 
is sometimes criticized as support­
ing rather pedestrian efforts. As this 
example shows, breakthroughs can 
appear wherever imaginative scientists 
have a stimulating environment. 

ALVIN M. WEINBERG 

Institute for Energy Analysis 
Oak Ridge Associated Universities 
Oak Ridge, Tenn. 
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50 AND 100 
YEARS AGO 

SCIENTIFIC 
AMERICAN 

MARCH, 1937: "The American So­
ciety of Mechanical Engineers, the 
Institute of Aeronautical Sciences 
and the Society of Automobile Engi­
neers recently combined in organizing 
a symposium titled 'The Next Five 
Years in Aviation.' Among the opin­
ions advanced were that air-cooled 
engines will develop well over 1,000 
horsepower in the near future and that 
the fuel consumption of the gasoline 
aircraft engine will be reduced to .35 
pound per horsepower-hour as com­
pared with .5 pound today. Igor Si­
korsky spoke with his customary vigor 
and authority about aircraft weighing 
100,000 to 200,000 pounds. Cruising 
speeds will be increased to 200 miles 
an hour for flying boats and 250 miles 
an hour for land planes." 

"The peacetime applications of fly­
ing never cease to increase in scope 
and number, as a good offset to the 
dangerous functions of the airplane in 
war. The New Jersey Fish and Game 
Commission has saved the lives of 
thousands of ducks in the lower bays 
of both New Jersey and New York by 
spreading grain from the sky at a time 
when ice prevented approach to the 
starving birds by any other means." 

"The main highways of the future 
are pictured by Thomas H. MacDon­
ald, chief of the United States Bureau 
of Public Roads, as broad, unobstruct­
ed surfaces over which traffic can flow 
smoothly with safety and comfort. 'At 
the speeds we now foresee,' he said, 
'we will want a 22-foot road for two­
lane traffic. Its surface will be con­
sistently smooth and non-skid, and it 
will be so designed that at no place 
will the traveler suddenly encounter 
the unexpected. Where the traffic is 
so heavy that two lanes will not carry 
it, there will be four-lane roads con­
sisting of two lanes on each side of 
a center parkway.' " 

"Development at the Massachusetts 
Institute of Technology of a compact 
magnet capable of producing the high­
est permanent magnetic field ever at­
tained has opened the door to a new 
and significant field of exploration in 
the world of matter. The new magnet 
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was designed by Dr. Francis Bitter of 
the department of mining and metal­
lurgy. The magnetic field produced in 
its first test was 150,000 times more in­
tense than the earth's field." 

"It may sometimes be unscientific to 
be too 'scientific' about the food given 
to infants. An article in the Journal 0/ 
the American Medical Association de­
scribed experiments in which babies 
were daily surrounded with a wide va­
riety of foods, some of them not usual­
ly regarded as suitable for infants, and 
allowed to grab at will. In many cases 
the infants chose and ate immense 
amounts of some one food, and exact­
ly nothing happened. The experiments 
tended to bolster the theory that in­
fants, like other animals, instinctively 
know what is good for them and eat it 
if they can get it." 

"The addition of small amounts of 
salt, sodium sulfate or sodium phos­
phate to soap, the alkalinity of which 
has already been adjusted to give the 
best results, improves its washing ef­
fectiveness." 

MARCH, 1887: "Inventors often 
complain of the difficulty experienced 
in inducing capitalists to join them in 
their enterprises. Not infrequently the 
blame rests as much with the inventor 
as with the man of money. The capital­
ist is often blamed for not seeing into 
the advantages of an enterprise, when 
the fact is it has never been presented 
to him in the right light. Every man, 
therefore, who would seek the aid of 
capital in furthering his plans for in­
troducing an invention should first be 
prepared to show the whole state of 
the art covered by such an invention, 
and wherein the improvement lies. 
Second, he should, if possible, show 
what particular market needs to be 
supplied with such improvement, and 
something approximating to the re­
turns which reasonably may be expect­
ed. Third, he should have some well 
settled plan of introducing the new 
product or furthering the new scheme. 
If his invention is worth pushing, in 
nine cases out of ten there will be little 
trouble in procuring financial help if 
the proper methods be employed." 

"When the last census was taken, to 
wit in 1880, the census man did not 
consider the electric lighting invest­
ment of sufficient importance to war­
rant him in collecting the data. Today 
the investment is $107,000,000. And 
how long has it taken for this vast sum 

to be attracted to the electric lighting 
field? Only six years!" 

"In the house of Thomas A. Edison 
is a remarkable memento of Henry 
Ward Beecher. The inventor's phono­
graph for impressing on a soft met­
al sheet the utterances of the human 
voice, and then emitting it again by the 
turning of a crank, has never been put 
to any very valuable use. But he uti­
lized it to make a collection of famous 
voices. Edison is probably the only 
man who can revive the silenced voice 
of the great preacher." 

"At a meeting of the Caucasian 
Medical Society, Dr. A. P. Astvatza­
turoff of Tiflis drew attention to the 
danger of infection arising from the 
promiscuous use of the mouthpieces 
of public telephones. To prevent any 
accident of the kind, he recommends 
that the mouthpiece should be disin­
fected every time after or, still better, 
before it is used. In other words, some 
disinfectant fluid should be kept at ev­
ery telephone station and the speaker 
should dip the mouthpiece into it." 

"In the SCIENTIFIC AMERICAN of N 0-

vember 14, 1885, we gave some inter­
esting illustrations of sail skating as 
practiced in the vicinity of Copenha­
gen, and the enlivening sport which is 
to be had out of the ice boat, as the 
swift craft are managed by Hudson 
River ice yachtmen, has often been de­
scribed; but the illustration herewith 
represents a decidedly new phase of 
exhilarating enjoyment in diversions 
of this kind. It is a practical snow 
yacht, constructed and used during the 
past winter by Dr. H. M. Wheeler of 
Grand Forks, Dakota, our illustration 
being made from photographs he has 
furnished us." 

A snow yacht 011 the Dakota prairie 
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this aircraft is reactin� to things its pilot hasn t 
seen yet. 

Cllied 
Signal 

Technologies 

technology: Bendix 
digital flight controls, the 
first ali-digital fly-by-wire 
flight control computer 
system in a froduction 
aircraft. wil be intro­
duced on new F-16C/D. 

benefit: automated 
aircraft reaction in low 
level terrain-following 
and other demanding 
situations. better mission 
capabilities. greater 
flexibility. lower life 
cycle cost. less weight. 

future: will be basis for 
integrated avionics, flight and 
engine controls for advanced 
technology fighters. 
Allied-Signal advanced 
technologies-focused on 
aerospace, electronics, 
automotive products, and 
engineered materials. 
for facts, call 1-800-243-8160. 
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THE AUTHORS 

FRANK R. VELLUTINO ("Dys­
lexia") is professor and research psy­
chologist at the State University of 
New York at Albany, where he is also 
director of the Child Research and 
Study Center. He has been on the Al­
bany faculty since 1966; before that he 
worked for two years as a clinical psy­
chologist at the Veterans Administra­
tion Hospital in Brockton, Mass. He 
earned both his master's and his Ph.D. 
in psychology, the latter in 1964, from 
the Catholic University of America. 
Most of the research Vellutino cites in 
his article was funded by the National 
Institute of Child Health and Human 
Development. 

JAMES M. HOGLE, MARIE 
CHOW and DAVID J. FILMAN 
("The Structure of Poliovirus") were 
awarded the 1985 Newcomb Cleve­
land Prize by the American Associa­
tion for the Advancement of Science 
for the paper in which they originally 
reported their findings. Hogle, a mem­
ber of the department of molecular 
biology at the Research Institute of 
Scripps Clinic, developed an enthu­
siasm for viruses in the course of 
his doctoral research at the Universi­
ty of Wisconsin at Madison. He got 
his Ph.D. in 1978 and did postdoctor­
al work at Harvard University. Hogle 
has been at Scripps since 1982. Chow 
met Hogle six years ago while doing 
postdoctoral research at the Massa­
chusetts Institute of Technology. Cur­
rently a member of the applied bio­
logical sciences department at M.LT., 
she received her Ph.D. from Yale Uni­
versity in 1981. Before joining the uni­
versity'S faculty Chow worked at the 
Whitehead Institute for Biomedical 
Research and at the Center for Cancer 
Research. Filman, who says his "na­
tive language is Fortran," joined the 
research effort when Hogle arrived at 
Scripps. He has been programming 
computers since his high school years 
and studying crystallography since 
1975. Filman earned his PhD. from 
the University of California at San 
Diego in 1981 and did research there 
until 1983, when he moved to Scripps. 

WILLIAM D. PHILLIPS and 
HAROLD J. METCALF ("Cooling 
and Trapping Atoms") began their 
collaboration in 1981 when Metcalf 
first served as a consultant to the Na­
tional Bureau of Standards. Phillips 
had been at the bureau since 1978; 
before that he got his Ph.D. from the 
Massachusetts Institute of Technology 
in 1976 and stayed on for two years 
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of postdoctoral research as a Chaim 
Weizmann Fellow. Phillips is a fellow 
of the American Physical Society and 
an active participant in his church's 
gospel choir. Metcalf went to Brown 
University for his Ph.D. in physics, 
awarded in 1967, and spent a year at 
Brown as a research associate. In 1968 
he moved to the State University of 
New York at Stony Brook, where he is 
professor of physics. Metcalf has also 
taught outside the U.S.; he is currently 
a visiting professor at the Ecole Nor­
male Superieure in Paris. 

J. F. POWER and R. F. FOLLETT 
("Monoculture") are both veteran soil 
scientists with the Agricultural Re­
search Service of the U.S. Department 
of Agriculture. Power has worked for 
the service since receiving his Ph.D. 
from Michigan State University in 
1954. After six years at the service's 
extension in Sidney, Mont., he moved 
to its branch in Mandan, N.D., and 
then to the branch in Lincoln, Neb., in 
1979. He is still at Lincoln, as research 
leader and is also adjunct professor at 
the University of Nebraska. Power has 
been a national technical adviser for 
both soil management and land recla­
mation. Follett leads research on soil­
plant nutrients for the Agricultural 
Research Service extension at Fort 
Collins, Colo., where he has worked 
since 1981. In 1976 he joined the serv­
ice's headquarters in Beltsville, Md., 
and became a national program lead­
er, a position he retained until 1985. 
He has also had research assignments 
in Mandan, N.D., and Ithaca, N.Y. 
Follett, whose Ph.D. from Purdue 
University was granted in 1966, has 
edited two books. He received the Ag­
riculture Department's distinguished 
service award in 1984. 

YASER S. ABU-MOSTAFA and 
DEMETRI PSALTIS ("Optical Neu­
ral Computers") are both members 
of the faculty at the California Insti­
tute of Technology. Abu-Mostafa, as­
sistant professor of electrical engineer­
ing and computer science, got a B.Sc. 
in 1979 at Cairo University and an 
M.S.E.E. in 1981 from the Georgia 
Institute of Technology. He has been 
on Caltech's faculty since completing 
his Ph.D. there in 1983. Abu-Mosta­
fa's doctoral research was honored as 
the most original Caltech thesis for 
that academic year. Psaltis earned his 
B.Sc., M.Sc. and Ph.D. from Carnegie­
Mellon University. After getting his 
doctoral degree in 1977, he remained 
at the university as a research asso-

ciate and then as visiting assistant pro­
fessor. He has been in Caltech's elec­
trical engineering department since 
1980. Psaltis has published more than 
100 articles on topics such as pattern 
recognition and optical devices. 

ENRICO BONATTI ("The Rifting 
of Continents") says his years of field­
work have presented "one delightful 
problem": how to combine passive 
contemplation of the earth's beauty 
with analytical observation of its proc­
esses. Bonatti holds a [aurea, awarded 
in 1960, from the Scuola Normale Su­
periore in Pisa. In 1959 he attended 
Yale University on a Fulbright schol­
arship and in 1960 he went to the 
Scripps Institution of Oceanography. 
Four years later he moved to the Uni­
versity of Miami. Bonatti has held his 
present position as senior research 
scientist at Columbia University's 
Lamont-Doherty Geological Observa­
tory since 1976. 

BERND HEINRICH ("Thermo­
regulation in Winter Moths"), profes­
sor of zoology at the University of 
Vermont, has been studying thermo­
regulation in insects for almost 20 
years. After receiving bachelor's and 
master's degrees from the University 
of Maine, he went to the University 
of California at Los Angeles, which 
granted his Ph.D. in 1970. He spent the 
next 10 years in the entomology de­
partment of the University of Califor­
nia at Berkeley before moving back 
east to Vermont. Heinrich is now ex­
amining the foraging habits of ravens 
but maintains that he has not changed 
fields: "I simply use different organ­
isms to study the same questions." 

T. DOUGLAS PRICE and ERIK 
BRINCH PETERSEN ("A Mesolith­
ic Camp in Denmark") have been able 
to explore Scandinavia's Mesolithic 
profile together in spite of the distance 
separating their home stations. Price is 
chairman of the anthropology depart­
ment at the University of Wisconsin at 
Madison, where he has been teaching 
since 1974. He got his Ph.D. in 1975 
from the University of Michigan, and 
he has directed archaeological projects 
in the Netherlands and Denmark. 
Price is now studying bone samples for 
evidence of the prehistoric human 
diet. Petersen's investigations have 
taken him to Iran and Greenland as 
well as southern Scandinavia. He is a 
lecturer at the Institute of Prehistoric 
Archaeology at the University of Co­
penhagen, where he earned his magis­
ter in 1970. An affiliate of the National 
Museum of Denmark, Petersen has 
also been involved in designing a new 
archaeology museum in S9111er91d. 
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No matter where you are in the U. S., 
we make it easy to get to Hong Kong, 
Tokyo, Seoul, Manila, Taipei, Osaka, 
Shanghai, Guam or Okinawa. 

We offer you hassle-free, one-airline 
service to Asia from over 200 cities. 
With nonstops from New York, Chicago, 
Seattle, San Francisco, Los Angeles and 
Honolulu. 

And we'll fly you to Asia in nothing 
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short of wide-cabin 747 comfort. 
With 40 years of transpacific experience, 

we make distant lands seem a lot closer. 
Call your travel agent or call Northwest 

at (800) 447-4747 for international 
reservations. 
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COMPUTER 
RECREATIONS 

Braitenberg memoirs: vehicles for probing 
behavior roam a dark plain marked by lights 

by A. K. Dewdney 

Avast plain hums with the activi­
ty of hundreds of toy vehicles. 
Some cluster worshipfully at 

the base of giant light bulbs. Others 
seek darker places or hover uncertain­
ly between light and shade. What land 
is this? What madness? 

It could be called the land of syn­
thetic psychology, a gedanken ground 
invented by Valentino Braitenberg of 
the Max Planck Institute for Biologi­
cal Cybernetics in Ttibingen. Braiten­
berg's thesis that biological behavior is 
easier to synthesize than to analyze is 
aptly illustrated by the vehicles that in­
habit the great plain. Employing only 
elementary mechanical and electrical 
devices, even the simplest control cir­
cuits give rise to behavior that Brai­
ten berg calls love, aggression, fear 
and foresight. A complete description 
of Braitenberg's thought experiment 
can be found in his handy little book ti-

tled Vehicles: Experiments in Synthetic 
Psychology. 

Before exploring the world of Brai­
ten berg's vehicles, there is a story of 
my own that illustrates his thesis. A 
certain professor of computer science 
once brought a curious object into 
his artificial-intelligence classroom. 
He displayed a golden sphere that he 
claimed (tongue in cheek) had fallen 
from a UFO that very morning as he 
was on his way to the campus. Turning 
his back to the class, he made a few 
adjustments and the sphere began to 
buzz. When he placed the sphere on 
the smooth classroom floor, it abrupt­
ly began to roll by itself. Whenever 
it bumped into an obstacle such as a 
chair leg, it would pause for a moment 
and then roll around it. At one point 
the sphere even rolled behind the door 
that stood open against one wall. The 
sphere buzzed and bumped mysteri-

The standard vehicle 
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ously for a minute and suddenly re­
emerged from the cul-de-sac as though 
satisfied with its explorations. Read­
ers might enjoy pondering what secret 
force controls the sphere. How does 
the sphere avoid obstacles in the way I 
have described? The answer will be re­
vealed next month. 

Braitenberg's vehicles share with the 
golden ball the characteristic that only 
the initiated know how they work; oth­
ers can only shake their heads in puz­
zlement. In what follows I have taken 
some liberties in simplifying and for­
malizing Braitenberg's game so that 
readers can join the initiated and en­
gage in the adventure. 

A vehicle can be visualized as a toy­
size schematic automobile with two in­
dependent driving wheels at the back 
and two slave wheels (like casters) at 
the front [see illustration on this page]. 
The difference in turning rates of the 
back wheels determines where the ve­
hicle will go. 

The wheels are attached to the sim­
plest body possible, namely a rectan­
gular slab of material. The vehicle 
designer can fasten various sensors 
around the edge of the slab. A circuit 
that connects the sensors to the rear 
wheels completes the vehicle. The wir­
ing is mounted on the top of the slab 
somewhat in the manner of a print­
ed circuit. Only one piece of option­
al equipment is available for the ve­
hicles, a rectangular cover that can 
be placed over the circuit. The cover 
is not meant to protect the vehicular 
brain from the rain (the land of syn­
thetic psychology has no weather) but 
to shield it from the prying eyes of out­
siders; we have no wish to reveal how 
simple the little circuits actually are. 
Outsiders are therefore free to draw 
the most fantastic conclusions about 
what the vehicles are up to and just 
how they work. We do not want to 
spoil their fun. 

The standard vehicle has two wide­
angle "eyes," or photoreceptors, at­
tached to the front of the slab. Each 
receptor is aimed slightly to the out­
side of the medial line. A light source 
ahead and to the left of the vehicle will 
therefore register more strongly in the 
left receptor than in the right receptor. 

The two receptors are connected by 
wires to motors that operate the rear 
wheels. Signals in the wires consist of 
trains of discrete electric pulses: the 
more light a given receptor receives, 
the more pulses it sends along its out­
put wire. At low levels of illumination 
only a few pulses are sent per second. 
At high levels many are sent. In both 
cases we imagine the pulses to be even­
ly spaced in time. At the other end of 
the wires the pulse trains are translat­
ed into motor commands. The more 
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pulses that arrive per second at a given 
wheel, the faster its motor will drive it. 

In the simplest vehicles two wires 
connect the eyes directly to the wheels. 
Two possibilities arise: the wires may 
be crossed or uncrossed. In the latter 
case each wire connects directly to the 
motor behind it. What happens when 
such a vehicle is placed in the middle 
of an infinite, darkling plain punctuat­
ed here and there by brightly shining 
light bulbs? If the vehicle is near one 
of the bulbs, more or less facing it, the 
vehicle will rush forward but immedi­
ately begin to turn away from the light 

as though frightened by its brightness. 
The fearful vehicle will run out into 
the night, slowing as it goes. In gener­
al it will creep slowly about the plain, 
avoiding bright places. Occasionally it 
may be forced to run through a gap be­
tween two relatively close bulbs. It will 
speed up like a frightened rabbit, hop­
ing to get over the uncomfortable ex­
perience as quickly as possible. 

An outside observer might be baf­
fled by the vehicle's behavior, but the 
explanation is quite simple. If there is a 
light source ahead of the vehicle and to 
its left, for example, the left eye will re-

ceive more illumination than the right 
one. Consequently the left motor will 
run at a higher speed than the one 
on the right; the vehicle will therefore 
turn to the right, away from the source 
of light. The mirror image of this 
behavior is exhibited when the light 
source is to the right. The vehicle turns 
to the left, away from the source. Once 
the light is out of sight the vehicle im­
mediately slows down, its speed gov­
erned only by the average illumination 
of distant sources in its visual field. 

What about the vehicle with crossed 
connections? Its behavior could hard-

Vehicles roam the plain in the land of synthetic psychology 
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Direct (left) or crossed (right) connections make for different behaviors 

Iy be more different. Placed on the 
plain at a great distance from any 
light bulb, it swings slowly in the direc­
tion of the one dominating its visual 
field. As it draws near, it goes faster 
and faster. Finally, at top speed, it 
runs straight into the bulb, smashing 
it. Would an outside observer not 
conclude that the vehicle with crossed 
connections behaves aggressively? 

In the absence of any electronic 
intermediaries between receptors and 
motors, the two vehicles I have de­
scribed virtually exhaust the availa­
ble behavioral repertory. To produce 
more complicated behavior one can 
introduce a kind of abstract neuron. I 
call it a neurode to distinguish it from 
the real thing. 

A neurode is actually a formal com­
puting element that receives pulses 
from other neurodes or from recep­
tors. The pulses are conducted by 
wires. A neurode will generate pulses 
of its own under certain conditions. 
Somewhere a clock ticks at the arbi­
trary rate of 100 cycles per second. A 
neurode will fire at the end of a cycle­
and only at the end of the cycle-if the 
number of pulses it receives from oth­
er neurodes during the cycle equals 
or exceeds a preset number. (A pulse 
takes somewhat less than a complete 
cycle to travel between any two neu­
rodes that are directly connected.) The 
preset number is called the neurode's 
threshold. 

In the most general form of vehicle, 
pulses are delivered to neurodes by 
means of two kinds of wire, excitato­
ry wire and inhibitory wire. A neurode 
will fire if it receives enough pulses 
along its excitatory wires so that its 
threshold is met. The neurode will be 
stopped from firing during a cycle if it 
receives a pulse along an inhibitory 
wire during the cycle. 

The clock also governs receptors 
and motors. A receptor may send a 
pulse only at the end of a cycle. If 
it fires every cycle, it will send 100 
pulses per second, the maximum level 
of activity a receptor is capable of sus­
taining. The motors may also receive 
a maximum of 100 pulses per second 
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from the neurodes that control them. 
We assume, moreover, that each pulse 
delivered to a motor turns its wheel 
by a small angle. Such devices actual­
ly exist. They are called, appropriately 
enough, stepping motors. 

By incorporating two neurodes into 
the hitherto ultrasimple circuits, the 
behavior of the two vehicles is radical­
ly altered: the fearful vehicle becomes 
a light-bulb lover and the formerly 
aggressive vehicle becomes shy. Their 
behavior is not simply reversed, how­
ever; the change is subtler. In both 
cases a single neurode of threshold 0 
is inserted in the middle of each wire 
connecting a receptor to a motor. The 
section of ordinary wire between the 
receptors and the neurodes is then 
replaced with inhibitory wire. As 
a consequence, when the neurode re­
ceives a pulse from the receptor, it will 
send nothing to the motor attached to 
it. Conversely, when the neurode re­
ceives nothing from the receptor, it 
will fire a pulse to the motor. In other 
words, the higher the pulse rate from 
the eye is, the slower the motor runs; 
the lower the pulse rate from the eye is, 
the faster the motor runs. 

Now form a mental image of the 
first vehicle, the one with uncrossed 
connections. As it approaches a light 
source, it steers directly toward it, 
slowing as it goes. Finally it comes to a 
stop, facing the light bulb in quiet ado­
ration. The second vehicle's crossed 
connections, on the other hand, now 
cause it to turn slowly away from a 
nearby source, then to speed off into 
the darkest area it can see. 

The reasons for the two behaviors 
should be clear to anyone who knows 
the circuits. In both cases the greater 
the illumination of the eye receptors 
is, the slower the motors run. But in 
the first case the more fully illumined 
eye drives a slower motor on the same 
side. This tends to correct deviations 
from dead center. In the second case, 
however, the more fully illumined eye 
drives a slower motor on the opposite 
side. This tends to increase deviations. 

So far the response of the motors to 
receptor signals has been either direct-

ly proportional or inversely propor­
tional to the pulse rate. By means of 
a simple little circuit of four neurodes, 
a nonlinear response can be arranged. 
The behavior of the four-neurode cir­
cuit is quite ordinary as long as the 
receptor sends fewer than 50 pulses 
every second to its motor: the more 
pulses per second from the receptor 
there are, the faster the motor goes. 
Beyond 50 pulses per second, howev­
er, matters become interesting. The 
motor begins to slow down: the more 
pulses per second from the receptor 
there are, the slower the motor goes. 

To explain how the four-neurode 
circuit works, I must introduce a term 
called a pulse rate, which is the aver­
age number of pulses per cycle. A re­
ceptor that fires 50 pulses per second, 
for instance, has a pulse rate of 1/2, 
because 50 pulses per second divided 
by 100 cycles per second equals 1/2 
pulse per cycle. (Remember that the 
clock ticks at 100 cycles per second.) 
Because a receptor or a neurode can 
fire a pulse only at the end of a cycle, 
the pulse rate can never exceed 1. In 
brief, the four-neurode circuit is con­
structed so that if an eye sends pulses 
at a rate less than 1/2, all the pulses get 
through to the motor. If the pulse rate 
is greater than 1/2, however, the cir­
cuit acts as a net: the more pulses that 
are sent, the fewer that get through to 
the motor. 

The four-neurode circuit consists of 
a chain of three neurodes of threshold 
1 and an additional neurode of thresh­
old 2 [see top illustration on page 22]. 
The first two threshold-1 neurodes 
send pulses to the threshold-2 neurode, 
which in turn sends an inhibitory pulse 
to the third threshold-1 neurode in the 
chain. The net effect, so to speak, is to 
kill off all but the first pulse in any 
train of consecutive pulses that travel 
through the miniature plexus. Readers 
are encouraged to confirm this oper­
ation for themselves. The assumption 
is that for pulse rates less than 1/2 
no two pulses are consecutive. At rates 
greater than 1/2, however, clusters of 
pulses appear. 

Outside observers are invited to 
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His camera? The Pentax 67, the one camera that combines the quality of a 2)41' x 2W' 
image and the operating simplicity of 35mm SLR. WeD-positioned controls. 
Superbly accurate electronic focal plane shutter. Interchangeable viewfinders, 
including pentaprism with TTL metering. Interchangeable focusing screens. And 
a fuD complement of fine Pentax lenses - from 35mm fish eye to 800mm telephoto -
that interchange with bayonet mounting ease. The Penff.lX 67, 645 and LX. Excellence, 
for those who demand it from everything they do. 
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DE� 
The Contempora� 

At Cadillac, we believe today's 
luxury cars should reflect today's 
values. The newly styled, longer 
De Ville is as contemporary as it is 
Cadillac. This six-passenger luxury 
car remembers why you chose 
Cadillac in the first place with 
renowned comfort and conve­
nience enhanced by leading­
edge technology: De Ville also 
delivers a smooth, comfortable 
ride while answering your need 
for precise driver control. There's 
even an Anti-Lock Braking System 
available. 

The new look of luxury: 

This year, America's most suc­
cessful luxury car adds the 
further distinction of new 
Cadillac styling refinements. 
The restyled front end with a 
new bolder grille and com­
posite headlamps takes on a 
clean, aerodynamic design. The 
profile assumes a longer 
silhouette. And a new taillamp 
treatment completes the ele­

gant update. 

'See your dealer for the terms and conditions of this new powertrain limited warranty. 

The increasingly rare comfort of 
full-size room for six. 

How can a luxury car this 
effortless to maneuver in traffic 
still accommodate six adults in 
Cadillac comfort? The answer is 
a transverse-mounted V8 
engine with front-wheel drive. By 
putting the engine sideways, 
valuable room is passed along 
to the spacious Cadillac interior. 
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LLE 
Spirit of Cadillac, 

Cadillac touches that 
anticipate your every want. 

The Cadillac name is syn­
onymous with comfort and 
convenience. In addition to its 
six-way power driver seat and 
Electronic Climate Control sys­
tem with selected temperature 
display, De Ville also incorpo­
rates innovations such as the 
ability to operate the stereo 
radio, the available Astroroof 
and other conveniences up to 
10 minutes after you turn off the 
ignition or until you open a door. 

A unique blend of smooth ride 
and responsive handling. 

With specifically tuned four­
wheel independent suspension 
and Electronic Level Control, 
De Ville proves a silky ride and a 
firm feel-of-the-road are not 
mutually exclusive. This Cadillac 
is equally rewarding to driver 
and passenger. With its avail­
able Anti-Lock Braking System, 
De Ville can help take the paniC 
out of panic stops. 

De Ville's new, longer warranty. 
Another confidence-inspiring 
facet of De Ville is its new 
6-year/60,000-mile warranty* 
as well as a 6-year/100,000-
mile rust-through perforation 
warranty. 

Your Cadillac dealer invites 
you to drive the car that defines 
lUXUry for today. De Ville, the 
contemporary spirit of Cadillac. 

LET'S GET ITTOGETHER ... BUCKLE UP. II 
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CONTROL CIRCUIT 

RECEPTOR 

DRIVE WHEEL 

A nonlinear motor control circuit 

ponder the behavior of the vehicles 
when each inhibitory receptor wire is 
replaced by an excitatory wire and 
each threshold-O neurode is replaced 
by a four-neurode nonlinear network. 
Near the light source, where receptor 
pulse rates are greater than 1/2, the 
vehicle with uncrossed eye-to-motor 
connections behaves like the light­
bulb lover. Away from the light source 
it becomes fearful, shrinking from 
light of any kind. The vehicle with 
crossed connections, on the other 
hand, vacillates. Outside the pulse-rate 
boundary of 1/2 it is aggressive, head­
ing toward the nearest visible bulb 
with increased velocity. Within the 
boundary it becomes hesitant and 
turns shyly away. 

One can readily imagine the great 
plain populated by all six types of ve­
hicles [see illustration on page 17]. Each 
light bulb would have a handful of 
quiet worshipers. Farther away vacil­
lating vehicles would follow compli­
cated orbits of indecision. In the outer 
darkness, meanwhile, the shy and fear­
ful vehicles would creep quietly or 
whiz anxiously in complicated pat­
terns. Occasionally the devotions of 
the quiet vehicles would be shattered 
by the arrival of a violent vehicle. If 
the process destroyed a bulb, all the 
vehicles would race off in search of 
another light source. The instigator of 
the destruction (assuming it survived 

the crash in perfect shape) would 
move off more slowly than the wor­
shipful cars. 

For vehicles equipped with neu­
rodes the sky is the limit, behavioral­
ly speaking. Indeed, one can build a 
perfectly good computer from inter­
connecting neurodes. But what good 
is a powerful brain with such limited 
sensory inputs? To add spice, vehi­
cles could be equipped with enhanced 
vision, hearing and touch. The actu­
al senses added are largely irrelevant; 
one would only like to construct a 
reasonably interesting and varied en­
vironment. Enhanced vision involves 
not only the wide-angle receptors al­
ready used but also narrow ones that 
can be assembled into compound ar­
rays. Visual receptors could also have 
filters placed over them so that the ve­
hicles could distinguish colors and de­
tect heat (which is infrared radiation). 
Sound receptors might include prim­
itive ears tuned to various frequen­
cy ranges. For touch I visualize long, 
whiplash antennas extending well out 
in front of the vehicles. 

One could then add buzzers and 
heat sources to the plain. Vehicles 
themselves might give off heat. Some 
light bulbs might buzz. 

While I was reading Braitenberg's 
book an arresting passage caught my 
eye. In reference to the superior abili­
ties of neurode-equipped vehicles he 

NARROW-ANGLE 
RECEPTOR 

RETINAL DECISION MOTION DRIVE 
WHEELS 
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LAYER LAYER LAYER 

A predatory vehicle 

writes: "You can already guess some 
of the things that a vehicle fitted with 
this sort of brain can do, but you will 
still be surprised when you see it in 
action. The vehicle may sit there for 
hours and then suddenly stir when it 
sights an olive green vehicle that buzz­
es at a certain frequency and never 
moves faster than 5 cm/sec." 

The description set me to imagin­
ing a species of predatory vehicle that 
would attack any and all vehicles that 
happened to cross its visual field [see 
bottom illustration on this page]. I have 
designed only the portion of the preda­
tor's brain responsible for pursuit; I 
offer my design as a sample exercise. 
Readers might enjoy designing a brain 
for a behavior that intrigues them. 

The predatory brain is made up 
of three levels of interconnected neu­
rodes. The first level amounts to a reti­
na that sifts meaningful data from the 
possibilities presented by three nar­
row-angle visual receptors. The sec­
ond level decides whether prey is pres­
ent ahead. The third level consists of 
two motor neurodes that command 
the drive wheels. 

In detail, there are four retinal neu­
rodes, each of which watches for a spe­
cific pattern of light and dark falling 
on the three photoreceptors. The two 
neurodes on the left side of the circuit 
will fire if a dark object (a vehicle by 
definition) falls within the range of the 
leftmost one or two receptors. Those 
two neurodes are connected by excita­
tory wires to a single threshold-l neu­
rode positioned at the second level of 
the vehicle's brain. 

The second-level neurode fires at 
the end of a given cycle if either of the 
two retinal neurodes fired in the pre­
ceding cycle. It therefore fires if a vehi­
cle was spotted on the left side of the 
visual field. The second-level neurode 
simultaneously transmits an excitato­
ry pulse to the motor neurode com­
manding the right drive wheel and an 
inhibitory pulse to the motor neurode 
commanding the left drive wheel. The 
vehicle begins turning to the left so 
that the target will tend to be centered 
on the retina. The neurodes on the 
right side of the predatory brain func­
tion in a mirror-image fashion to those 
on the left. A central, threshold-O neu­
rode at the second level is connected 
by a single inhibitory wire to the cen­
tral retinal receptor and by an excit­
atory wire to each of the two motor 
neurodes. The threshold-O neurode 
will drive the vehicle straight ahead 
provided neither of its companions 
at the second level is also firing, since 
each of them will inhibit one of the 
motor neurodes from responding. 

Admittedly it is much easier to syn­
thesize one of Braitenberg's vehicles 
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How to live 
with someone 

who's living 
with cancer. 

When one person gets 
cancer, everyone in the family 
suffers. 

Nobody knows better than 
we do how much help and 
understanding is needed. That's 
why our service and rehabili­
tation programs emphasize 
the whole family, not just the 
cancer patient. 

Among our regular services 
we provide information and 
guidance to patients and families, 
transport patients to and from 
treatment , supply home care 
items and assist patients in their 
return to everyday life. 

Life is what concerns us. The 
life of cancer patients. The lives of 
their families. So you can see we 
are even more than the research 
organization we are so well 
known to be. 

I No one faces cancer alone. 
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than it is to analyze the inner workings 
of a living nervous system, even the 
primitive one found in the large ma­
rine snail Aplysia [see "Small Systems 
of Neurons," by Eric R. Kandel; SCI­
ENTIFIC AMERICAN, September, 1979]. 
Undoubtedly observers familiar with 
the rules of the synthetic-psychology 
game could understand many of Brai­
tenberg's vehicles simply by synthe­
sizing ones of their own. At the same 
time Braitenberg's vehicles teach us 
that even the most primitive nervous 
systems may be capable of behavior 
that seems complicated or surprising. 
In any event, neurophysiologists have 
their hands full with creatures whose 
complexity is several orders of magni­
tude greater than that of the vehicles 
described here. 

Michael A. Arbib is a computer sci­
entist and brain theorist who recently 
moved to the University of Southern 
California to help develop a program 
of studies in neural, informational and 
behavioral science. Arbib's "vehicle" 
for brain research is a computer-sim­
ulated frog called Rana computatrix. 
The frog brain is at present only par­
tially implemented: there is a crude 
retina, an advanced tectum and as yet 
little else. Already, however, the frog 
hops around barriers and distinguish­
es prey from inanimate objects. It dis­
plays simple learning. 

According to Arbib, there is some­
thing of a resurgence of interest in neu­
ral models both as simulations of liv­
ing creatures and as potential comput­
ers. In the case of the former a number 
of workers have constructed computer 
simulations of isolated neural systems 
in simple animals such as locusts, frogs 
and sea slugs. The simulations are al­
ready leading to testable predictions. 
In the case of the latter, a small num­
ber of engineers are investigating for­
mal neurons as elements in parallel 
computers. 

The gulf between synthesis and 
analysis does not imply that Braiten­
berg's vehicles should be viewed mere­
ly as frivolous playthings. Perhaps 
more germane than the current gulf 
between the two is the tendency of 
some observers to describe the actions 
of the vehicles in terms of human 
behavior, to say the vehicles love or 
hate based on behavior that appears 
complicated but really is not to those 
who understand it. Braitenberg seems 
to imply that the phenomena of love 
and hate are manifested by human sys­
tems as definite in principle as vehicu­
lar systems are; as one ascends a scale 
of complexity, passing from abstract 
to real creatures in the process, one 
might be forced to conclude that love 
and hate were present almost from the 
beginning. 

Braitenberg illuminates the topic 
in his Vehicles by carefully construct­
ing a sequence of machines ranging 
from simple to complex. At the end 
of the book he explains how each as­
sumption, behavioral or mechanical, 
is grounded in real observations. The 
ability of an array of narrow-angle vis­
ual receptors to distinguish among ob­
jects might ultimately account for how 
a fly can choose one's nose to land on 
in a crowded room. 

I have been charged with incom­
petence by William J. Slattery of 

Jamestown, R.1. Last December's col­
umn on Pixar, the California-based 
graphics computer firm, featured a 
description of programs for drawing 
mountains and plants. What appears 
to be a fractal mountain drawn by 
the method of triangular subdivision is 
shown on page 16 of that issue. Ac­
cording to Slattery, I did not have the 
wit to recognize Sherlock Holmes's 
hat when I saw it. For misleading read­
ers I may even be apprehended by the 
great detective himself. 

John McCarthy, an eminent com­
puter scientist at Stanford Univer­
sity, has a more serious comment on 
the concept of fractal mountains. He 
notes that real mountains, which are 
formed by erosion, have many well­
developed river valleys. Fractal moun­
tains, on the other hand, do not share 
such features and would, in fact, be 
full of lakes. Is the resemblance of 
fractal mountains to real mountains 
merely an optical illusion? McCarthy 
warns against the acceptance of fractal 
objects as models for real ones without 
further investigation. 

The cross-sectional object I called 
Mount Mandelbrot might not be a 
single mountain but an entire range 
of mountains. Graphic output sent to 
me by Ken Wright of Grayling, Mich., 
bears out this conclusion. One way 
back to singular orogeny is to take 
some care with the random deflection 
in the line segments that make up 
Mount Mandelbrot's profile; if the 
deflection is biased in the upward di­
rection, rather than being allowed to 
range up or down with equal probabil­
ity, one may see a more impressive 
peak develop. 

The program outlined for Mount 
Mandelbrot wasted some memory by 
requiring two arrays to hold alter­
nate generations of points constituting 
successive subdivisions of the moun­
tain's profile. Richard E. Lang of Lin­
coln Center, Mass., finds a single ar­
ray is sufficient. Essentially the same 
algorithm I suggested can be easily 
converted to make use of the single­
profile array as the basis for its own 
subdivision, so to speak. 
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BOOKS 
High culture in the caves, talking hands, 
was Einstein really right, life at the top 

by Philip Morrison 

DARK CAVES, BRIGHT VISIONS: 

LIFE IN ICE AGE EUROPE, by 
Randall White. The Ameri­

can Museum of Natural History and 
W. W. Norton & Company, Inc. ($35). 

Dark, sealed caves preserve what 
they hold, and certainly they draw the 
archaeologists. These days it becomes 
increasingly clear that the people of 
Ice Age Europe did not occupy confin­
ing natural shelters in the limestone 
for want of inventiveness. They chose 
how to live: three-fourths of all their 
sites are south-facing, 90 percent are 
near water. Open-air sites, often com­
manding a vista over the sweet green 
meadows of the Perigord, were fa­
vored by those predecessors of ours. 
The archaeologists are beginning to 
search more widely; the author'S own 
photograph persuades as it invites us 
to a living floor he found as a test of 
his topographic analysis on the rolling 
uplands of the Vezere River. Far from 
sheltering rocks, the cunningly made 
tools are in place after 20,000 years, 
buried a few feet in the mute soil. 

Another photograph shows 100 riv-

er cobblestones brought to form a 
foundation floor for a skin or wood 
shelter. Those stones were fire-heated 
before they were assembled, perhaps 
to be set hot into the frozen ground. 
Such an inlaid floor would not leave 
its builders in a messy and uncomfort­
able pool of mud once the frozen 
ground had thawed within the hearth­
warmed shelter. Flint for tools also 
was heated to a "porcelainlike sheen" 
before pressure flaking. Cobbled fire­
places and stone-filled pits for boiling 
food are shown as well. 

An even more remarkable shelter 
is shown in a color photograph made 
at Mezirich beside the Dnieper River 
in the Ukraine. The double spread dis­
plays the excavation of an impressive 
house wall formed by careful herring­
bone stacking of scores of the big low­
er jawbones of woolly mammoths. 
The builders of these grotesque dwell­
ings 15,000 years ago were a band 
of some 25 people; this shelter was 
assembled not from their own kill 
of game but from the skeletons of 
mammoths long dead, found strewn 

Bisoll that were modeled ill clay, deep ill a calle, 15,000 years ago 
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in the neighborhood [see "Mammoth­
Bone Dwellings on the Russian Plain," 
by Mikhail I. Gladkih, Ninelj L. 
Kornietz and Olga Soffer; SCIENTIFIC 
AMERICAN, November, 1984] . Such a 
bone hut could be built in a week by 
10 people working together. Another 
Ukrainian site disclosed what seems to 
be a "stone age orchestra," its pride a 
sonorous osteophone assembled from 
mammoth bones. 

The fresh and critical essay on the 
rise of Homo sapiens in Europe informs 
this beautifully illustrated survey. The 
book includes a checklist of the 200 or 
so pieces of bone and stone exhibit­
ed in New York: the splendid portable 
art of "the first of the world's great 
civilizations. " 

The chapters tell briefly of the com­
ing and survival of the people who en­
dowed southwestern France (the ma­
jority of the material here is French, 
although the view taken is never pro­
vincial) with their novel art, architec­
ture and artifacts. They came at the 
end of the long, conservative epoch of 
the Neanderthals, those earlier arti­
sans who "made beautiful tools stu­
pidly" and almost without change for 
more than 60,000 years. Now we try to 
read social organization-population, 
social divisions, trade-from the com­
plex burials and relics of the Upper 
Paleolithic, our conspecific forebears. 

There are an overwhelming number 
of wonderful objects. A limestone bas­
relief is typical. It shows a pair of wild 
cattle so carved that the back line of 
the foreground aurochs defines the 
visible parts of the other, a use of oc­
cluding perspective 20,000 years old. 
This piece, moreover, was not hidden 
among the dramatic shadows within 
any cave but "decorated the place 
where people slept, ate, and cooked. " 

The last chapter of the text, treating 
most of the splendid photographs of 
painted, engraved or carved pieces, is 
aimed at grasping symbolic meaning, 
the ideas that underlie the powerful 
art. Here are most of those enigmatic 
Venus figurines (another, the first with 
full provenance, was found a decade 
ago), elaborately carved designs, tal­
lies and counts, and the striking reliefs 
and engravings of animals, often su­
perposed and reworked as if to record 
season after season by the riverbank. 
The late Andre Leroi-Gourhan and 
some of his successors saw overarch­
ing recurrent patterns in the placement 
of animal representations on the walls 
of the great decorated caves. Perhaps, 
the investigators speculated, the sys­
tem modeled a dual male/female cos­
mology, or some other symbolic con­
struction. In the absence of enough 
data for sharp statistical and compara­
tive tests, the reader is perhaps j usti-
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fied in wondering whether such an 
ordering, at once subtle and familiar, 
may owe as much to the influence 
of Descartes as it does to the French 
thinkers of the Ice Age. 

The first images that are appropri­
ately called art are firmly dated to 
about 35,000 years ago. Those earli­
er Neanderthal artisans certainly used 
ocher and manganese pigments, but 
the skeptical remind us that ocher does 
repel vermin and preserve skins. We 
have recovered fewer than a dozen ob­
jects that bear markings from the en­
tire span of the Mousterian, although 
in the eastern Mediterranean the same 
people did bury their ochered dead 
in ceremony. Art manifestly flowers 
from the end of the Mousterian until 
the last of the Magdalenian, 1 1,000 
years ago. Yet the finds are strong­
ly discontinuous both in space and in 
time. The subsequent period, the Azil­
ian, left us numerous painted pebbles 
bearing combinations of marks that 
may be an abstract symbol system, but 
no figurative art. 

Above all, it is the images here that 
speak. They tell of a world of expres­
sive genius, of irresistible empathy 
next to truly enigmatic and alienating 
form-in short, of the world of human 
beings. White writes: "Understanding 
the meaning and behavioral context of 
Upper Paleolithic art represents one 
of the greatest challenges facing ar­
chaeologists today." The generosity of 
the lenders who made this collection 
available for a while in the New World 
and the energy and insight of the au­
thor, guest curator for the show, give 
this inexpensive, comprehensive and 
beautiful book a special value. It de­
serves, but did not gain, an index. 

EVERYONE HERE SPOKE SIGN LAN­

GUAGE: HEREDITARY DEAFNESS 

ON MARTHA'S VINEYARD, by Nora El­
len Groce. Harvard University Press 
($17.50). 

This brilliantly argued and lively 
book first examines a concrete prob­
lem that random nature coldly set hu­
man beings and then traces out an un­
expected solution devised by human 
nurture. Dr. Groce is a medical an­
thropologist at Harvard; her informa­
tion consists of the oral history she 
herself garnered from some 50 wit­
nesses, almost all more than 75 years 
old, and the documents in print and 
in manuscript that cross-check and ex­
tend their firsthand accounts. Human 
genetic theory, ethnographic counter­
parts and a clear-eyed account of so­
cial attitudes are the analytic tools that 
form her brief and telling work. 

The famous Vineyard is 100 square 
miles of moor, woodland, field, pond 
and beach five salt miles off the Mas-

sachusetts mainland. Thomas May­
hew, Sr., of Watertown near Boston 
bought the rights to the island (and 
several other islands nearby) for £40 
and a beaver hat in the year 1641. No 
Europeans were yet there at all, and 
the Indian bands assumed and remain 
in a reasonably peaceable stance to­
ward their new neighbors. For a gen­
eration or two a few families moved 
to the island each year, first from lands 
near Boston and later from the near­
by Cape Cod shore. By 1710 immigra­
tion had stopped: there were open 
lands elsewhere, whereas the island 
was settled. 

After American independence Mar­
tha's Vineyard became a small mari­
time power, like Nantucket a nursery 
for the far-flung New England whale­
men. But its westernmost township, 
Chilmark, a quiet up-island settlement 
with only a small harbor, lived by its 
subsistence farms, the sheep pastured 
among long stone walls, and one-man 
fishing dories, daring daily the pound­
ing surf off South Beach. Few men 
there signed on as whalers, and even 
a day's trip to the hustle of the down­
island seaports was a major event. 

People lived close among their kin, 
in farm neighborhoods that could be 
traced back to the first settlers. In 1850 
there were some 650 people in Chil­
mark, four-tenths of whom bore one 
of five surnames: Mayhew, Tilton, 
West, Hillman or Allen. The place was 
a genetic isolate, its lines of descent 
intricately knotted. New blood hard­
ly entered the inbred up-island com­
munity. By the 1850's the percentage 
of those who could count no ancestor 
with a Kentish surname such as Tilton, 
one of the families that had come be­
fore 17 10, was negligible. 

The founders left to their people 
more than a name. In the mid-19th 
century the number of deaf individ­
uals in Chilmark was about one in 25; 
39 individuals are known to have been 
born deaf there in the course of two 
centuries, in a town whose average 
population was only 350. That rate is 
crudely 100 times higher than the rate 
for the entire American population in 
the 19th century. 

Deaf parents did not always have 
deaf children, and hearing parents 
sometimes did. The origin of the con­
dition was then a mystery. Not until 
Mendel's concept of recessive inheri­
tance became known early in this cen­
tury did the cause become clear. A 
mutation can alter the normal devel­
opment of the complex circuitry of 
hearing, but the single mutant gene 
does not affect the one who carries 
it. It is passed at random, still hidden, 
to one of his or her children. (There 
is no sign of sex linkage, by the way; 

men and women were affected alike.) 
A great many genes induce recessive 
deafness; it is highly unlikely that a 
child can inherit deafness unless the 
parents share a common ancestry and 
each happens to donate the same hid­
den mutant gene. 

Congenital deafness is gone from 
the island now. The last person to be 
born deaf there died in 1952. Chilmark 
today is no isolate. Young people go 
off-island to work and often return 
with a spouse. Many immigrants have 
married islanders. The American Asy­
lum for the Deaf in Hartford by 1860 
was enrolling many of the deaf chil­
dren from the Vineyard. They were 
the largest group in the school. Quite 
a few married a deaf classmate. But 
there was much less chance of find­
ing a carrier of the island recessive 
gene among that group than there was 
among hearing islander relatives. 

Where did the mutant gene arise? 
The Vineyard families among whom 
deaf members were first documented 
knew each other well, but they were 
not related. They had all settled in 
Scituate south of Boston, the second­
oldest town in Plymouth colony. To­
gether they had moved to the Cape 
shore, and 25 years later on again 
to the Vineyard for new land. They 
had begun to intermarry; the birthrate 
was high and the death rate was low. 
They multiplied. 

Those families were united by the 
sufferings of civil war, depression and 
dissent. Most of them had been Puri­
tan cloth workers in the isolated poor, 
chalky lands of The Weald of Kent­
once a wild forest, the largest in Ro­
man England-40 miles southeast of 
London. The Reverend John Lothrop, 
their godly minister, led them to Bos­
ton in 1634, all migrating in a loyal 
party, most in a single ship. During the 
next years more "men of Kent" from 
nearby villages of The Weald joined 
them in Scituate. The Weald was no 
island, but its secluded villages were 
also something of a genetic isolate. 
When the Kentish folk settled at last 
on the Vineyard, among them were 
many carriers of that hidden mutant 
gene. Most of the deaf Vineyarders 
shared three early colonists as ances­
tors; probably all three of them had 
borne the gene. 

In the spring of 17 14 Judge Samuel 
Sewell of Boston engaged some island 
fishermen to guide his party to Edgar­
town after a long trip across Vineyard 
Sound. The judge was "ready to be of­
fended that [one of the men] spake not 
a word to us. But it seems he is deaf 
and dumb." He was Jonathan Lam­
bert, born in 1657 at Barnstable on 
Cape Cod of Kentish parents, the first 
recorded case of deafness on the is-
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land. There is no record of widespread 
deafness in The Weald of Kent. There 
is a hint, however, in the witness of 
Samuel Pepys himself. He noted dur­
ing the Great Fire of London that a po­
litical acquaintance of his used sign 
language with deaf people engaged in 
intelligence work. That London offi­
cial had grown up in a market town in 
The Weald around 1 63 0. 

Incomplete, the case is still compel­
ling. Vineyard deafness was certainly 
the outcome of an old mutation. The 
place of that genetic event is almost 
surely within a dozen miles of the vil­
lage of Egerton in The Weald of Kent, 
whence Lothrop and his congregants 
had come. The time remains uncer­
tain; the single error could have oc­
curred generations before the transat­
lantic migration. 

The islanders' marriages with their 
neighbors shuffled the replicated gene 
widely enough so that the gene could 
often find its. partner, and deafness, 
without other symptoms, could ap­
pear. Full expression came in the 
1 850's, after the gene had replicated 
for a dozen generations more or less 
in hiding. 

Is molecular biology, to be sure with 
a good deal of help from society, to 
be viewed as destiny after all? Some 
people, plainly, were destined by na­
ture to live without hearing. But chro-

mosomes do not and cannot make a 
handicap out of that mere disability; it 
is society that handicaps. It was nur­
ture, not nature, that fixed quite a dif­
ferent destiny for the deaf men, wom­
en and children who inhabited this en­
gaging island. 

Never were they treated as handi­
capped; never were they outcast, im­
poverished or isolated. The islanders 
instead actively adapted their society 
to the pattern of frequent hereditary 
deafness. " 'Oh, they didn't think any­
thing about them, they were just like 
everyone else . . .  everyone here spoke 
sign language. ' "  For almost three 
centuries the deaf were part of the 
whole, free to vote, free to marry any­
one, active in church affairs, legal­
ly fully responsible. They were farm­
ers, militiamen, dorymen, carpenters. 
They were on hand at every social af­
fair, all those merry chowder suppers, 
now winning and again losing at whist 
and checkers, practical jokers, once in 
a while celebrated horse traders or 
even memorable storytellers "in deaf 
and dumb," always part of the main. 
"As far as can be ascertained, deaf Is­
landers did not perceive themselves as 
a distinct social group." 

Deafness just happened to some in­
fants; it might enter any family as a mi­
nor problem of no deep importance, 
and it was best to get on with life. 

Nathaniel Mann, fisherman and dairy 
farmer, was born deaf; in 1 924 he died 
the richest man in Chilmark. Tax and 
bank records indicate that there was 
in general no financial difference be­
tween deaf and hearing people. In to­
day's America the deaf earn on the 
average about a third less than what 
hearing people earn. 

Hearing and deaf islanders learned 
sign language in childhood, as natu­
rally as the hearing learned spoken 
English. In hearing island families 
the children had no formal teaching in 
sign, but they picked it up from wide 
exposure; deaf adults and deaf chil­
dren were important all around them. 
One old man reported that his hearing 
cousin learned to sign with her deaf 
father before she could talk with her 
hearing mother. Deaf children today 
are observed to gain vocabularies in 
sign as early as and at about the same 
rate as hearing children learn words; 
bilingual learning appears to be easy­
sign and speech. Language is wider 
than speech, social communication is 
wider than language and our children 
are adept at it all. 

Signers who could hear recalled that 
the syntax and word order of island 
sign was not the same as that of En­
glish; off-island, many hearing signers 
did follow English word by word rath­
er than use the swifter forms of Amer-
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ican Sign Language. Down-islanders 
who wandered into the Chilmark gen­
eral store were often disconcerted by 
the silent general conversation passing 
around them among the locals, both 
the hearing and the deaf. The Boston 
Sunday Herald reported charmingly 
in 1895 on "singular pantomimes":  
neighborly morning gossip in sign car­
ried out through spyglasses between 
Chilmark back doors an eighth of a 
mile apart. 

It is now plain that sign languages 
are not dependent on spoken tongues. 
Most children born deaf have hearing 
parents who need to develop a home 
system of communication. Whenever 
there are enough deaf people in the 
course of time to pass along a sys­
tem, a mature sign language may de­
velop. There are recent studies of the 
use of signs by groups of deaf indi­
viduals in half a dozen villages around 
the world-in Yucatan, Surinam, Gha­
na, the Solomons ....  

The origin of signed languages was 
long held to be Enlightenment Paris, 
where the good Abbe de I'Epee invent­
ed it at his schools for the deaf, said to 
have been the first such institutions. 
The Abbe himself did not claim to 
have invented signing. He knew there 
was at least a regional sign language 
already in use among his pupils. It 
seems plain that such a sign language 

has served Vineyarders since Jonathan 
Lambert's time. It is likely to have 
come from Kent. Indeed, British sign 
language is little studied, although 
there is evidence of its use since the 
Middle Ages. It is probable that there 
were many regional dialects. 

Once the deaf children from the 
Vineyard went off to school in Hart­
ford at state expense, the Chilmark 
sign language began to merge with 
the official American Sign Language 
that had come from France. Groce's 
elderly hearing informants found it 
hard to understand deaf off-islanders, 
or the signers they saw on television; 
the Vineyarders must have signed in 
an interesting creole. 

"I was born in Chilmark," writes 
John W. M. Whiting, a distinguished 
Harvard psychologist, in an eloquent 
foreword, "and am related through my 
mother to most of the families in that 
community ....  I never learned to sign, 
but I saw sign language used ...  [at] the 
annual county fair ...  and when I went 
fishing. . .. Knowing how to use sign 
language was, like knowing French, 
something to be envied. With the in-
flux of new residents ... the incidence 
of hereditary deafness ...  declined and 
finally ceased altogether. But this ben­
efit was countered by the destruction 
of a microcommunity as a strongly 
supportive network, something that is 

sadly missing in our modern industri­
al world." 

We need to weave anew; this persua­
sive and compassionate investigation 
has uncovered a gleaming old design. 

WAS EINSTEIN RIGHT? PUTTING 

GENERAL RELATIVITY TO THE 

TEST, by Clifford M. Will. Basic 
Books, Inc., Publishers ($18.95). 

Was Einstein right? By the summer 
of 1974 a good number of pulsars were 
known. It was worthwhile to extend 
the list to catch fast ones. That might 
be done using the big radio dish at Are­
cibo, once you had a systematic means 
of searching the sky. Joseph H. Taylor 
and Russell A. Hulse of the University 
of Massachusetts had made a suitable 
computer program. Each day it would 
examine signals from a small strip of 
sky the dish scans as the earth turns. At 
the close of the day any recorded puls­
ing sources would be tested for well­
defined rhythm. All the known pulsars 
were excellent clocks, most of them 
beating very steadily in the near-sec­
ond range. 

Graduate student Hulse worked day 
by day at the dish; Taylor, a young fac­
ulty member, stayed in Amherst and 
flew regularly to Puerto Rico to see 
how things were going. In early July a 
weak, repetitive signal caught Hulse's 
attention. It was a fast pulsar, if it was 
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one at all; a pulse every six millisec­
onds meant that only the famous Crab 
spun more rapidly. That made the ob­
ject well worth a second look; pulsars 
as fast as that are still uncommon. In 
late August, Hulse took that second 
look, this time intending to check the 
period carefully. 

Genuine pulsars keep time to a mi­
crosecond a day. This object failed 
wretchedly: it slowed by tens of micro­
seconds during a two-hour run. May­
be the ragged pulses were simply too 
noise-beset to measure well. "If Hulse 
had actually . . .  dumped the candidate, 
he and Taylor would have been the 
astronomical goats of the decade. " In­
stead Hulse kept at it, to find that 
the new program he hastily wrote to 
handle such a faint source still gave 
shifting results; from time to time the 
beat even sped up. At once he saw this 
was not all artifact. The shifts of one 
day were virtually repeated the next. 
Those data from Hulse's notebook are 
graphed here. Over a few days (the 
source was in the antenna beam only 
an hour or so each day) he could watch 
the pulse rate systematically slack off 
and speed up again, by tens of micro­
seconds in a matter of an hour's run . 

Now Hulse understood. The spin­
ning pulsar-clock must itself be part of 
a double star, circling in orbit about 
an invisible companion. Orbital mo­
tion meant that the rhythm heard on 
the earth was Doppler-shifted, beating 
faster when the source was heading 
toward the earth, slower when it was 
moving away. This was the first binary 
pulsar ever seen. It was high time to 
telephone Taylor. 

The binary pulsar nourished a cot­
tage industry, generating a paper a 
week for two months and a great many 
more over the years. By now there has 
been a decade of detailed study, main­
ly led by Taylor. The pulsar that had 
appeared to be so inconstant is in fact 
one of the best clocks ever seen: its 
intrinsic pulse rate changes by only a 
fraction of a nanosecond in a year. All 
the rest of the complex rate changes 
observed reflect in detail that clock's 
orbital motion about its compact star 
companion (some small part is added 
by the earth's own motions). A circuit 
roughly the size of the circumference 
of our sun is traversed by the pulsar 
every eight hours. 

Sophisticated analyses of these su­
perbly precise measurements have by 
now mapped in complete detail the 
changing orbit of that bound pair of 
stars. Recall that there is a plethora 
of data: the huge sample of repeating 
pulses, half a billion a year, guarantees 
unprecedented accuracy. The pulsar is 
in fact a rather better timepiece than 
an atomic clock. 

A feel for the precision of this kind 
of work may grow from the mere look 
of the data: the intrinsic pulsar peri­
od as of September 1, 1974, was just 
.059029995271 second. Certainly as­
tronomers enjoy fine clocks; that is not 
the nub of the story. Rather, out of the 
security of timing that can be im­
proved and rechecked year after year 
the binary pulsar has provided the 
most stringent tests we have of Ein­
stein's general theory of relativity. It is 
a relativity laboratory far better than 
our own solar system. 

The first test of the theory was rec­
ognized by Einstein himself, a small 
but inexplicable old discrepancy from 
the best Newtonian calculations. The 
orbital ellipse of Mercury slowly shifts 
its orientation at a rate predicted by 
general relativity. The binary pulsar 
displays that very same motion, but 
now so exaggerated as to be almost 
gross. The angle turned by the planet's 
orbit amounts to a couple of parts per 
million out of a circle during an entire 
year; the test with Mercury is therefore 
quantitatively still insecure. In the case 
of the pulsar, we find a robust and un­
mistakable annual four degrees. 

The pulsar motions are now so fully 
determined by the richness of all these 
measurements that a pair of neutron 
stars 16,000 light-years away and hid­
den by dust are much better surveyed 
than any other star orbit anywhere. 
There is a final triumph for this signal­
ing cosmic clock, so suited to check­
ing by the laboratory clocks that are 
the best measuring instruments in the 
contemporary world. Year after year 
the binary-pulsar orbit is observed to 
shrink, although by only a very little. 
Those two stars as they orbit are grad­
ually falling together. Where does that 
orbital energy go? There is no sign of 
any frictional effects that are large 
enough to matter. 

The author explains the finding in 
the simplest of terms. Newton's ac­
tion at a distance, the elegant inverse­
square attraction, ignores time. Ein­
stein's theory does not. For him a grav­
itational field takes time to propagate 
through free space, the same time light 
would take (provided the field is not 
too strong). This implies that the force 
felt by each star from the other lags a 
little behind the force expected from 
the current position of the partner. The 
resulting tiny mismatch of force direc­
tion means some of the orbital energy 
is lost from the moving masses into 
gravitational waves that carry it far 
away. A similar lag among currents 
flowing in the different parts of a ra­
dio-transmission antenna leads to the 
familiar loss of electromagnetic ener­
gy that ends up as the radio signal pro­
jected into space. 
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Gravitational radiation is extremely 
weak, however. We could never find 
the energy sent to us by such a distant, 
slow and stately system as two stars, 
even in tight orbit. Maybe some formi­
dable sudden collapse can give us radi­
ant gravitational energy enough to de­
tect one day. But even without detect­
ing the radiation we can reckon the 
energy lost on the basis of the unmis­
takable orbital changes as the two ra­
diating stars circle closer. 

Taylor first reported roughly the 
effect expected, just in time for the 
centenary of Einstein's birth in 1979. 
By now, after more than a decade of 
scrutinizing the binary pulsar, he and 
his colleagues have a refined result. 
Where the theory predicts a decrease 
in orbital period of 75 microseconds 
after a year of about 1,000 star orbits, 
the data show a decrease of 76 plus or 
minus two microseconds a year. Over 
the years slight changes in the course 
of the change themselves fit the pre­
dictions, which depend on the meas­
ured star masses. This work is a signal 
tour de force of experimental mastery 
and theoretical grasp. 

Clifford Will is a physicist at Wash­
ington University who has been one of 
the most helpful of the theorists en­
gaged in asking whether Einstein was 
right. He has written this personal and 
attractive account, with many instruc­
tive thought experiments and not a sin­
gle formula, to draw the general read­
er into the exciting chronicle. For Will 
the 25 years that have elapsed since he 
was a 10th grader "convinced that ge­
netics was [his] calling" have become 
the years of the renaissance of gener­
al relativity. Quasars and their ener­
gy puzzle, new workers and new ideas 
within the theory itself, the powerful 
new tools of planetary radar, lasers, 
nuclear resonance and space probes­
even a stimulating theory or two of­
fered as competitors to Einstein-all 
amounted to a new beginning for a 
taxing discipline turned formal and in­
bred for want of novelty. 

The time delay in the motion of light 
as it passed the sun was proposed and 
found-an ingenious and brand-new 
test that became possible only when 
we could generate signals from be­
yond the sun-while planetary radar 
work was getting under way in the 
1960's. After the Martian landers and 
their orbital radio relays could be 
used, the errors dwindled, until now 
the results agree with Einstein to about 
one part in 1,000, the most accurate 
test of the theory performed so far. 

There are less orthodox proposals 
that challenge Einstein. One of these is 
the provocative idea that large masses 
and small ones would not fall in exact­
ly the same way. This is no return to 
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Aristotle, but an effect that would in­
dicate-some theories predict it-that 
the gravitational self-energy of any 
mass differs subtly from other forms 
of energy. Fifteen hundred runs of la­
ser bounces from retroreflectors set on 
the lunar surface left no room for the 
new effect; the moon and the earth fall 
as one toward the sun. Those fixes are 
good to within about six inches out 
of the distance between the earth and 
the moon. 

The sophisticated computing of the 
motions of the entire well-measured 
solar system of planets and satellites 
was input for another experiment: an 
effort to see whether the constant of 
gravitation changed over time, per­
haps somehow in response to the ex­
pansion of the universe. The major 
uncertainty lies now in the unknown 
mass of all the asteroids that wrinkle 
the orbit of Mars and the other plan­
ets. Viking data limit the change in 
gravity to less than one part in 100 bil-

lion per year, but a naive guess would 
surely suggest that the value marches 
with the age of the universe, say one 
part in 20 billion per year. The leeway 
is too small; another factor of lOis 
badly wanted. Perhaps a Mercury or­
biter could be radio-ranged for a cou­
ple of years. That might reveal the ef­
fect, or limit it below a fraction of one 
part in a trillion per year. No such mis­
sion is planned. 

Cliff Will has made his book as 
much a fresh and helpful reader's 
guide to the meaning of relativistic 
physics as it is the personal survey of 
the exciting state of theory testing here 
reviewed. The instructive part is in it­
self a useful book. Take only one in­
stance of many: a triangle of ideal rul­
ers makes pretty clear the bending of 
light by the curved nature of space. 

As for the tests themselves, the 
author says this: "Would Einstein 
be pleased with the results? I think he 
would, since his theory has passed ev-

A meetillg of two primates ill the raill-forest callopy 
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ery one of the tests with flying colors. 
Would he be impressed? I'm not so 
sure ....  He was apparently complete­
ly convinced of the validity of general 
relativity .... For better or worse, we 
of the late twentieth century have be­
come more cynical." 

A reviewer dares even harder words. 
None of these tests pushes beyond the 
domain of the cosmos where we dwell, 
far from really large compact masses, 
in weak gravity fields extending over 
small cosmic distances. The theory is 
surely not complete, for it is not yet 
a quantum theory, and in our day 
we take that ill. Albert Einstein was as 
right as a physicist can be; his theory 
will always be one cornerstone of our 
understanding of gravity. That it is fi­
nal, that he was RIGHT, remains very 
hard to believe. 

THE ENCHANTED CANOPY: A JOUR­

NEY OF DISCOVERY TO THE LAST 

UNEXPLORED FRONTIER, THE ROOF OF 

THE WORLD'S RAINFORESTS, by An­
drew W. Mitchell. Macmillan Publish­
ing Company ($29.95). LIFE ABOVE 

THE JUNGLE FLOOR, by Donald Perry. 
Simon & Schuster, Inc. ($16.95). 

We know life on two-dimensional 
surfaces, usually on land, rarely at sea. 
The daring have become reasonably 
at home even within the waters, where 
the sunlight that throws life's shuttle 
has generated an intricate living web 
below, full of wonder and beauty. We 
are more intrusive in the air; our 
mastery of flight, for instance, is not 
such that our aircraft can accompany 
the birds as easily as the scuba diver 
joins a school of dolphin or colorful 
reef fishes. 

These two attractive and readable 
books tell of new excursions into "yet 
another continent of life" that "re­
mains to be discovered, not upon the 
earth, but one or two hundred feet 
above it. ... There awaits a rich harvest 
for the naturalist who overcomes the 
obstacles-gravitation, ants, thorns, 
rotten trunks-and mounts to the sum­
mits of the jungle trees." It has been 70 
years since the peerless naturalist-writ­
er William Beebe wrote that passage, 
cited in both books. 

The rain forests of the earth are reg­
ularly studied, but once scrutiny from 
the ground up has hit that green ceiling 
our knowledge dwindles sharply. It is 
just above the ceiling that the sunlight 
generates all the life of the forest; we 
poke among the fallen debris below 
and its denizens, examining the most 
intricate of all living patterns very par­
tially indeed. It was not so for our 
ancestors; one marvelous photograph 
evokes that past. The Mitchell book 
shows "a meeting of two primates in 
the forest canopy," one a wary orang 
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clinging gracefully high on a tall trunk, 
one a filmmaker dangling just as high 
by his steel cable, just two trees away. 

Entry into the canopy is becoming 
more usual. The harvest has already 
been rich, although the season is only 
beginning. A dozen years ago a natu­
ralist raised high into the treetops a de­
vice that emitted a "fog of insecticide." 
So many unknown insects fell into 
his collecting trays below that he in­
creased the estimate of the total num­
ber of insect species from one million 
to 30 million. Indeed, half of all ani­
mal species may be residents of that 
upper canopy. 

Plant forms abound there too, epi­
phytes firmly rooted high above the 
forest floor. The leafy chalices of the 
pineapple kin, a couple of tons of wa­
tery pools commonly found on any big 
tree, are so many tiny wetlands, where 
even earthworms burrow the "aerial 
mulch," a soil fertilized by airborne 
particles, by falling leaves and by the 
unlucky little animals that live in those 
waters. There can be a frightening den­
sity of mosquitoes in the wet canopy, 
on occasion as high as 1,000 times 
the value measured on the floor. First 
found in the temperate rain forest of 
the Olympic Peninsula, a canopy root 
system now seems to be generally 
present among rain-forest trees. Wher­
ever epiphytes abound, the trees that 
host them grow a complete root sys­
tem out of their branches-roots that 
eagerly seek the nutrients held in that 
second soil overhead. 

The canopy is to be seen at land­
scape scale from hills or from aircraft. 
It usually appears enigmatically bland, 
green, studded randomly with dying 
trees. The forest understory too usu­
ally disappoints the traveler, who ex­
pects tropical blossoms, with its end­
less, unrelieved green. But high above 
the dim floor "giant trees cond uct 
their sex lives concealed within the pri­
vacy of the canopy." There is a fine 
photograph of rain-forest trees under 
the sun decked in crimson and yellow 
flower. The details of the flowering cy­
cles are mainly a mystery. 

Every half-dozen years in the rain 
forests of Malaysia and Indonesia 
many species of trees, all belonging 
to one genus, burst into near-synchro­
nous blossom. Those trees flower over 
hundreds of square kilometers. At the 
Forestry Research Institute of Kepong 
investigators determined to study the 
event, unique to that region. By clever 
rigging of an aluminum spar held by 
block and tackle to a high branch, a 
bosun's chair was sent high aloft bear­
ing an intrepid botanist. 

Contrary to expectation, the flowers 
were not meant for wind pollination. 
They opened fragrant with nectar only 

Mimicry in the canopy: a parrot snake (left) and its caterpillar double (right) 

at night. Night duty was scary but re­
vealing: the flowers were full of thrips, 
two-millimeter insects with feathery 
wings, the pollinators of the towering 
forest. The insects did not leave the 
flowers where they fed. Every morn­
ing the blossoms fell 100 feet and 
more to the forest floor, a couple of 
hundred thousand blossoms from each 
tree each day, a few thrips falling with­
in every blossom. At dusk the thrips 
flew by the million back up to fragrant 
new flowers, carrying with them the 
sticky pollen. Because the insects are 
so small, even the gentle air currents of 
the forest can divert them to neighbor­
ing trees for cross-fertilization. 

Dr. Perry is an American biologist 
now engaged in building a specialized 
canopy-research system, able to reach 
a large volume of rain forest, including 
altitudes well above the treetops [see 
"The Canopy of the Tropical Rain 
Forest," by Donald R. Perry; SCIEN­
TIFIC AMERICAN, November, 1984] . 
He and his engineering colleague, 
John Williams, have designed a kind 
of radio-controlled chair lift. Its stain­
less-steel cables will be anchored in 
high rock ridges above a small, iso­
lated valley in the virgin rain for­
est in the foothills of northern Costa 
Rica, near the forest research station 
of Finca La Selva. Two investigators 
will be able to place themselves any­
where over a 10-acre area of forest 
roof and move down to the height they 
choose, in complete safety. Small plat­
forms might be built to hang below the 
cable web as well, fitted out to support 
extended stays in the canopy. Perry's 
book is the shorter and more personal 
of the two, centered on his Costa Ri­
can experience, but with free and in­
teresting excursions into evolution­
ary reflections. 

Andrew Mitchell is an English natu­
ralist and television producer. He has 
ventured into floor and canopy around 
the world, from La Selva to Kenya, 

Papua, Borneo. His book is personal 
and nontechnical, but longer and more 
comprehensive in its survey of canopy 
biology. He includes some history of 
the way into the canopy. It was the Ox­
ford expedition to British Guiana in 
the late 1920's that first tried to enter 
the canopy systematically. Of course 
many travelers had now and again 
climbed a tree of the rain forest; the 
first English account of such an effort 
was that of Sir Francis Drake, who 
once glimpsed both oceans from a 
high forest tree in Darien, a vista that 
inspired his audacious incursion into 
"that far-off forbidden sea." 

Mitchell summarizes the efforts to 
gain cheap, safe, flexible entry into the 
canopy. There are aerial walkways, re­
sembling light suspension bridges, that 
run from tree to tree; climbing ropes 
using the clamps and ascenders of the 
mountaineers and cavers, scaffolding 
towers and Perry's automated web. 
Helicopters have been tried; they are 
costly, and the downdraft is disturbing 
to much life of the canopy. A hot-air 
balloon lofting a kind of aerial raft, a 
light inflated platform as big as a ten­
nis court, is under test in French Guia­
na. A camera-carrying hydrogen bal­
loon tethered to a truck on a forest 
road has been used in Gabon. Ultra­
light aircraft have been tried for wid­
er survey. There are dreams of small 
two-person blimps with quiet engines, 
and perhaps of still smaller tethered 
ones bearing video cameras and sam­
pling devices, rather like the remote­
viewing vehicles that have been so suc­
cessful on the sea floor. 

Beebe was right: the rewards to the 
arboreal naturalist are rich. Among 
them may be the means and motives 
for preserving the rain forests them­
selves, in particular against the short­
sighted actions of our own species, un­
grateful emigrants that we are from a 
world our forebears knew well before 
ever they walked on solid ground. 
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Dyslexia 
Mirror writing and similar problems are usually blamed on defects 
in visual perception, but in truth dyslexia seems to be a complex 
linguistic deficiency. The remedy is proper instruction in reading 

Dyslexia is a generic term that has 
come to refer to an extraordi­
nary difficulty experienced by 

otherwise normal children in learning 
to identify printed words, presumably 
as the result of constitutional deficien­
cies. The condition is commonly be­
lieved to originate in the visual-spatial 
system. Its presence is considered to be 
signaled by mirror writing and letter 
reversal. Dyslexics, it is believed, show 
uncertain hand preference. Children 
whose first language is based on al­
phabetic rather than pictographic or 
ideographic characters are said to be 
particularly susceptible to the condi­
tion. Finally, dyslexia is widely consid­
ered to be correctable by means of 
therapies aimed at "strengthening" the 
visual-spatial system. Each of these 
perceptions, contemporary research 
shows, is seriously flawed. 

It was through the work of the U.S. 
neuropsychiatrist Samuel Torrey Or­
ton in 1925 that the deficiency first 
came to be perceived as lying in the 
visual system. Orton suggested that an 
apparent dysfunction in visual percep­
tion and visual memory, characterized 
by a tendency to perceive letters and 
words in reverse (b for d or was for 
saw) , causes dyslexia. Such a disorder 
would also explain mirror writing. Or­
ton further suggested that the disorder 
is caused by a maturational lag: the 
consequence of a failure of one or the 
other hemisphere of the brain to dom­
inate the development of language. 
This last proposal, at least, was and is 
still a viable hypothesis. 

Related hypotheses, not attributable 
to Orton, are that dyslexia may some­
how be caused either by motor and vis­
ual defects or by eye-movement de-
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fects affecting binocular coordination, 
eye tracking and directional scanning. 
Both the concept of dyslexia as a vis­
ual problem and its presumed asso­
ciation with uncertain cerebral dom­
inance still underlie many therapeutic 
approaches to the condition. 

Working at the Child Research and 
Study Center of the State University of 
New York at Albany, my colleagues 
and I have begun to examine, and to 
challenge, common beliefs about dys­
lexia, including the notion that the 
condition stems primarily from visual 
deficits. Along with other researchers 
in this country and abroad, we have 
been finding that dyslexia is a subtle 
language deficiency. The deficiency 
has its roots in other areas: phonologi­
cal-coding deficits (inability to repre­
sent and access the sound of a word 
in order to help remember the word); 
deficient phonemic segmentation (in­
ability to break words into compo­
nent sounds); poor vocabulary devel­
opment, and trouble discriminating 
grammatical and syntactic differences 
among words and sentences. Far from 
being a visual problem, dyslexia ap­
pears to be the consequence of limited 
facility in using language to code other 
types of information. 

To understand this definition of the 
disorder, one can conceive of the 

mind as an extremely sophisticated 
reference library. The library model 
is appropriate because recent studies 
seem to indicate that dyslexia is as 
closely aligned with the cross-refer­
encing and retrieval of coded infor­
mation already stored in memory as 
it is with the storing and coding of new 
information. 

The library model is based on the as­
sumption that the processing of infor­
mation to be stored in memory pro­
ceeds in stages. The first stage of proc­
essing takes place in a sensory storage 
system, where a replica of a given 
stimulus is held briefly. The second 
stage is believed to take place in a 
short-term "working" memory: a lim­
ited-capacity system in which an en­
coded (transformed) version of the 
stimulus is available for no longer than 
30 seconds. In this working memory, 
physical information is transformed 
into a more abstract symbolic rep­
resentation for storage in long-term 
memory, which is thought to have an 
unlimited capacity. During the final 
stage of memory processing, the en­
coded form of the stimulus is either 
categorized and stored in long-term 
memory, discarded or inadvertently 
lost from working memory. 

In research based on this model we 
have found that dyslexia is more a 
symptom of dysfunction during stor­
age and retrieval of linguistic informa­
tion than it is a con seq uence of a defect 
in the visual system. In one experiment 
poor readers in the second through 
sixth grades, who frequently made re­
versal errors, were asked to copy de­
signs, words, scrambled letters and nu­
merals after brief visual presentation. 
Afterward they were asked to name 
the stimuli that were actual words. We 
found that the poor readers could re­
produce the letters in a stimulus word 
in the correct orientation and sequence 
even when they could not name the 
word accurately. For example, they 
typically copied was correctly but then 
often called it "saw." When asked to 
read out the letters of the words right 
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after naming the words as wholes, they 
could name the letters of most words 
in the correct order even when they 
named the words incorrectly. 

The inference from this experiment 
was clear. Errors such as calling was 
"saw" are the result of difficulties in 
storing and retrieving the names of 
printed words rather than of a dys­
function in visual-spatial processing. 

This inference was reinforced by the 
results of a series of studies of chil­
dren's ability to reproduce, from vis­
ual memory, words from an unfamil-

iar writing system. Groups of dyslex­
ic and normal readers were asked to 
print Hebrew words and letters in the 
proper sequence and orientation after 
brief exposure. Some children who 
were already learning to read and 
write Hebrew were also tested to see 
how they would compare with the first 
two groups. 

The important finding here was that 
the dyslexic readers did as well as the 
normal ones on this task-although, to 
be sure, neither group did as well as 
the children who were learning He-
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grade (top) and then in second grade, after he had a year of reading instruction (bottom). 
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brew. The result seemed to underscore 
the fact that when complex, word like 
symbols lacked any linguistic asso­
ciates-had no meaning or sound, in ef­
fect-the visual recall of those symbols 
was no less difficult for the normal 
readers than it was for the poor read­
ers. This implies that memory for visu­
al symbols representing words is me­
diated by the linguistic properties of 
those words, particularly their mean­
ings and sounds. 

We found too that both groups of 
children who were not familiar with 
Hebrew manifested identical tenden­
cies to process the Hebrew letters from 
left to right, suggesting that dyslexics 
are not inherently impaired in their 
ability to maintain left-to-right direc­
tionality. In other words, if dyslexics 
have difficulty maintaining proper di­
rectionality, it is a symptom of a read­
ing disorder rather than the cause of 
the disorder. 

A secondary inference from this 
study (one that has been document­
ed by other studies directly evaluating 
sensory storage in dyslexic and normal 
readers) is that the dyslexic readers 
were able to hold a memory trace for 
as long as the normal readers. That is 
to say, visual traces dissipated no more 
rapidly in a dyslexic's sensory memory 
than in a normal reader's: visual form 
perception seems to be comparable in 
the two groups. 

I f dyslexic readers are at least capa­
ble of perceiving and reproducing 

letters at roughly the same level of ac­
curacy as normally developing read­
ers, then the problem is again thrown 
back on linguistic rather than visual 
coding systems. Printed words can be 
identified either through whole-word 
processing based on their salient visual 
features, their meanings and the con­
text in which they appear, or through 
"part-whole" processing based on 
alphabetic mapping: breaking down 
words into letter sounds. 

Because learning to read is inherent­
ly difficult, the beginning reader must 
be able to adopt both strategies to 
identify words. If the child leans too 
heavily on a whole-word strategy-and 
does not use the sounds associated 
with alphabetic characters to help de­
code new words-visual memory is in­
ordinately taxed; errors such as was/ 
saw and lion/loin result. On the other 
hand, children who rely exclusively on 
alphabetic mapping-and do not use 
salient visual features, word meanings 
and context to facilitate word identifi­
cation-find it hard to read fluently 
and have trouble understanding what 
they read. 

The implication is clear that dys­
lexia may be caused, on the one hand, 
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by highly specific linguistic deficien­
cies (such as vocabulary weakness 
or sound-mapping deficits) affecting 
only certain of the subskills that are 
necessary components of the ability to 
read. On the other hand, it is equally 
plausible that more general language 
deficiencies are present, which affect 
all subskills. A hypothesis supporting 
the first view has been put forward by 
Isabelle Y. Liberman and Donald P. 
Shankweiler of the Haskins Laborato­
ries, Inc., in New Haven. 

According to Liberman and Shank­
weiler, poor readers are not explicitly 
aware that spoken and printed words 
can be segmented into individual pho­
nemes; this makes it hard for them to 
learn to identify words through alpha­
betic mapping and letter-sound syn­
thesis, or what is termed phonetic de­
coding. Poor phoneme segmentation is 
said to be a manifestation of a more 
general problem in phonological cod­
ing, characterized by the storage in 
memory of impoverished representa­
tions of letter sounds and word names. 

Such a dysfunction could theoreti­
cally lead to difficulty not only 

in learning the sounds associated with 
given letters and combinations of let­
ters but also in learning the names of 
printed words as whole entities. Words 
are therefore stored without complete 
phonological codes-file cards, in the 
library model. Asked to call up the 
proper word, the child finds that he or 
she has not retained enough clues to 
the name of the word. 

Results of other studies done in our 
laboratory and elsewhere support the 
concept that deficiencies in alphabetic 
mapping and phonetic decoding are 
major factors in reading difficulties. 
The studies show consistently that 
severely impaired readers are much 
less proficient than normal readers in 
learning to use letter sounds to decode 
pseudowords (meaningless wordlike 
letter assemblages used in testing) and 
words they have never seen before. 
Such deficiencies seem to be the result 
of a poor grasp of phoneme values. 
It has also been found that kindergar­
ten and first-grade children who have 
some ability to segment spoken words 
into syllables and phoneme-size units 
learn to read better than children who 
have little or no such ability. Perhaps 
the most impressive support comes 
from studies showing that children 
trained to identify phonemes have an 
increased ability to map alphabetical­
ly and therefore an enhanced capacity 
to identify printed words. 

If relative lack of awareness of pho­
nemes and deficiency in phonetic de­
coding are rooted in more basic dif­
ficulties in phonological coding, one 

TYPICAL MIRROR WRITING is displayed in a note from a five-year-old boy to 

"Grandmum." This child's development was not normal: when seen at 11, he was dyslex­

ic, according to the English investigators Macdonald Critchley and Eileen A. Critchley. 

might expect to find that poor readers 
have trouble remembering words they 
hear. This turns out to be the case. In a 
large number of studies done in our 
laboratory, at the Haskins Laborato­
ries and elsewhere, poor readers did 
less well than normal readers when 
they were asked to recall lists of words 
they had just heard. 

A number of investigators-notably 
Martha B. Denckla and the late Rita 
G. Rudel of the Columbia University 
College of Physicians and Surgeons­
have also found that dyslexics tend to 
be slower and less accurate than nor­
mal readers not only in naming letters 
and words but also in naming common 
objects, colors and numerals. The per­
formance of many dyslexics in these 
studies was often characterized by se­
vere blocking: circumlocutions, long 
hesitations and such substitution er­
rors as saying "dog" when confronted 
with a picture of a cat. 

Deficiencies in vocabulary develop­
ment and semantic ability in general 
also seem to make the identification of 
words difficult, as several studies have 
suggested. A deficiency in syntactic 
competence may be yet another fac­
tor. Studies in our laboratory and else­
where show that poor readers seem to 
be less proficient than normal readers 
in comprehending sentences, particu­
larly those that are syntactically com­
plex; in making use of inflectional 
morphemes (such as -ed and -ing) to 
specify such things as tense and num-

ber; in distinguishing between gram­
matical and ungrammatical sentences; 
in using complex sentences in a gram­
matically correct way, and in mak­
ing fine distinctions among abstract 
words, particularly such "noncontent" 
words as if. but and their. 

In fact, considerable evidence sug­
gests that poor readers are more defi­
cient (compared with normally devel­
oping readers) in their ability to identi­
fy noncontent words than they are in 
their ability to identify content words 
such as dog or cat. Poor readers also 
seem to have difficulty using sentence 
context to help them identify printed 
words. It should be pointed out, how­
ever, that a causal connection between 
reading disability and deficiencies in 
processing the semantic and syntactic 
attributes of printed words has not yet 
been established. 

The possibility that dyslexics may 
be impaired by deficiencies in lan­

guage raises the question of whether 
or not they are basically impaired in 
auditory processing. One possibility 
is that their auditory sensory, or echo­
ic, memory is deficient, which would 
mean the auditory trace is dissipated 
faster in poor readers than in normal 
readers. This possibility has been eval­
uated and dismissed by Randall W. 
Engle and his associates at the Univer­
sity of South Carolina. We have ob­
tained similar results. 

A second possibility is that poor 
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readers are generally limited in their 
ability to store acoustic information 
in permanent memory. Susan Brady 
of the Haskins Laboratories evaluat­
ed this question by comparing the abil­
ity of dyslexic readers and of normal 
readers to remember verbal and non­
verbal information (words and envi­
ronmental sounds). They found that 
dyslexics performed below the normal 
readers only on the verbal-memory 
tasks. In terms of our memory mod­
el such results indicate that poor and 
normal readers are equally capable 
in initial-stage auditory processing and 
that the poor readers do not sustain 
any generalized deficiencies in mem­
ory for material presented auditorily. 
Poor readers do, however, appear to 
be deficient in their ability to retrieve 
linguistic representations stored in 
long-term memory. Such results seem 
to be consistent with linguistic-coding 
theories of reading disability. 

Several other hypotheses propose 
that the cause of dyslexia lies in non­
linguistic functions, but none of them 
is very persuasive. One, the "attention 
deficit" hypothesis, relates difficulty 
in reading to a generalized inability to 
concentrate and pay attention. Some 
workers have found evidence associat­
ing this pattern with physiological 
abnormalities. Children exhibiting it, 
however, have difficulty with subjects 
other than reading and may not be rep­
resentative of those whose problems 
are limited to reading. 

Another theory relates dyslexia to 
deficits in "cross-modal transfer," or 
an inability to relate stimuli perceived 
through one sensory system to stim­
uli perceived through another system. 
The theory suffers both from lack of 
experimental support and from logi­
cal consistency; it would seem improb­
able that a child whose intelligence is 
average or above average (as is true 
of dyslexics) could suffer from cross­
modal-transfer deficits, given the de­
gree of cross-modal learning required 
to score in at least the average range 
on any test of intelligence. 

Some other theories deserve men-

"> SENSORY 

tion. One posits deficiencies in associa­
tive learning. Another argues that dys­
lexics have trouble detecting patterns 
and learning "invariant relationships," 
such as the rules that govern alpha­
betic mapping or number concepts. 
Again, both theories stumble on the 
unlikelihood that an individual who 
scores well on intelligence tests could 
suffer from such pervasive handicaps. 
Our own studies show that poor read­
ers who do not do well on tests of these 
abilities were limited by their linguis­
tic-coding ability. When the tests did 
not rely on linguistic coding, the poor 
readers were able to improve their per­
formance on association and rule­
learning tasks. 

For example, in one such study we 
asked a group of poor and normal 

readers to learn to associate pairs of 
novel visual symbols with two-syllable 
nonsense words; each symbol always 
represented the same nonsense sylla­
ble [see illustration on page 40]. The 
child's task was to learn to say the two­
syllable nonsense word when present­
ed with the pair of symbols represent­
ing that word. To help remember the 
whole word the child was told to try to 
remember the individual symbol that 
represented a given syllable. After 
practice on this task the symbols were 
rearranged; the child was then shown 
the rearranged set of symbols to see if 
he or she could transfer, or generalize, 
the symbol-syllable units learned ini­
tially to associate the rearranged pairs. 
This is analogous to learning letter 
sounds in cat, ran and Ian and relying 
on the sounds to decode "new" words 
such aslat , rat and can. 

A second group of poor and normal 
readers was given a similar transfer­
learning task, but instead of learning 
visual-verbal associates these subjects 
learned to associate and transfer visual 
pairs; again one of the symbols in a 
stimulus pair always represented one 
of the symbols in a response pair. One 
significant finding from this study was 
that poor readers did less well than 
normal readers on the visual-verbal 
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learning tasks. The implication was 
that they had difficulty with both ini­
tial-association and transfer learning 
because they were impaired by inabil­
ity to remember the nonsense sylla­
bles, not by inability to associate or 
generalize. This conclusion was veri­
fied by a second finding, which was 
that poor readers did as well as normal 
readers on the visual-visual associa­
tion and transfer-learning tasks. Poor 
readers, then, appear to have difficul­
ty with association and rule-learning 
tasks only when the tasks require them 
to store and retrieve the auditory rep­
resentation of words and syllables. 

I come, finally, to what might be 
called the serial-deficit theory. It holds 
that an inability to remember the se­
quence of a series of items or events 
underlies dyslexia. The theory pre­
sumes that the brain is equipped with a 
ubiquitous ordering ability, a supposi­
tion that strikes me as highly unlikely. 
I suspect instead that different cogni­
tive systems have their own rules and 
algorithms for establishing order and 
sequence. If this is the case, then such 
theories are ruled out. 

A number of investigators have tak­
en an approach somewhat different 
from the ones discussed so far. They 
suggest that reading disability may be 
associated with a number of different 
neurologic disorders, each of which 
underlies one or another of the basic 
processes involved in learning to read. 
Such a view implies that there is an 
array of neurologic disorders charac­
terized respectively by visual deficits, 
language deficits, deficiencies in cross­
modal transfer and so forth. Although 
reading disability may result from a 
number of different factors, the cause 
in an otherwise normal child would 
seem to be more circumscribed. As I 
have argued, we believe the problem 
lies in the linguistic domain. The ques­
tion remains open, however. 

Our research and the work of in­
vestigators elsewhere has called 

into question other perceptions of dys­
lexia. First, it is important to point out 

SHORT-TERM 
STORAGE 
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INFORMATION-PROCESSING MODEL of the stages of mem­
ory and their interrelations is diagrammed. A literal copy of a 

visual or auditory stimulus is held in sensory storage briefly. If 

the subject attends to the stimulus, it enters a short-term memory 

system, where it is encoded into a representation appropriate for 

storage in long-term memory; a stimulus that is not attended to is 

not encoded and is lost from memory. The long arrows suggest 

some of the interactions among the memory systems. For exam­

ple, a person is more likely to attend to a familiar stimulus be­

cause a representation of it has been filed in long-term memory. 
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that there are no well-defined reading 
behaviors that can clearly distinguish 
a dyslexic from other poor readers 
whose difficulties stem, for example, 
from limitations in experience; nor are 
there distinguishing clinical patterns. 
All poor readers have difficulty learn­
ing to identify and spell printed words, 
but not all would qualify as dyslexics­
if the term dyslexia is used to define 
a very specific reading disability in an 
otherwise normal child. Moreover, the 
reversal errors said to be characteristic 
of dyslexics account for no more than 
between 20 and 25 percent of their 
reading errors, most of which are 
generalizations promoted by an im­
perfect knowledge of linguistic associ­
ates (such as cat for jat, cat for kitty, 
bomber for bombardier). 

Moreover, reversal errors can be 
plausibly explained without invoking 
spatial confusion. If, for example, a 
child attempts to remember the words 
pot and top only as whole entities and 
does not know the sounds of the indi­
vidual letters, there is a stronger incli­
nation to reverse them. We have veri­
fied this in experiments in which two 
groups of dyslexic and normal read­
ers (in the second and sixth grades) 
learned to identify pseudowords con­
structed from a novel alphabet, which 
were designed to prompt reversal er­
rors of the was/saw type. Children 
taught to identify these pseudowords 
by a whole-word method made many 
more reversal errors than children 
who were taught to use alphabetic 
mapping, but the poor readers made 
no more reversal errors than the nor­
mal readers. It seems clear that the 
spatial-confusion interpretation of re­
versal errors is incorrect. 

The clinical significance of mirror 
writing is also commonly misunder­
stood. Some degree of mirror writing 
can be observed in normally develop­
ing readers as well as in poor ones. The 
tendency is quite likely a vestige of 
an earlier stage of development, which 
some poor readers take more time to 
transcend. It persists in these chil­
dren, I think, because they find it diffi­
cult to remember both the visual-lin­
guistic clues and the clues provided by 
sentence context that foster accurate 
judgment about the relative positions 
of words and letters and the direction 
in which they run. What causes the 
habit of mirror writing to persist is a 
lack of correct practice in writing and 
spelling that actually results from a 
child's reading problems. I suggest, in 
other words, that when mirror writing 
is observed in poor readers, it is a 
consequence of their reading difficul­
ty rather than a benchmark of visual­
spatial confusion. 

Another common misconception is 

REAL WORDS 

THREE-LETTER FOUR-LETTER FIVE-LETTER 

was loin blunt 

SCRAMBLED LETTERS 

THREE-LETTER FOUR-LETTER FIVE-LETTER 

dnv jpyc ztbrc 

NUMBERS 

THREE-DIGIT I FOUR-DIGIT FIVE-DIGIT 

382 4328 96842 

VERBAL AND NONVERBAL STIMULI were presented for half a second to poor and 

normal readers in the second and sixth grades; examples of each are given here. In one 

phase of the experiment subjects were asked to write down the words, scrambled letters 

or numbers from memory; in a second phase they were asked instead to name each char­
acter of a stimulus in the right order-in the case of the words, after pronouncing them. 

Poor readers did about as well as normal readers on the copying task but not on the 

naming; their problems seem to arise from deficiencies in verbal, not visual, processing. 

that reading problems are caused by 
perceptual deficits associated with 
motor and visual-motor defects or 
with ocular defects other than loss of 
visual acuity. If deficiencies in motor 
and visual-motor development or de­
fects in eye movements caused percep­
tual impairment and reading prob­
lems, one would be at a loss to explain 
how so many children with cerebral 
palsy and various visual-tracking de­
fects become literate. 

Still another misconception is that 
dyslexia is more prevalent in countries 
where the writing systems are based 
on an alphabet than it is in countries 
where the writing systems either are 
pictographic or are phonetically less 
complex. A study done by Harold W. 
Stevenson and his colleagues at the 
University of Michigan has yielded 
some evidence against this idea. The 
investigators evaluated schoolchildren 
in comparable cities in the U.S., Japan 
and Taiwan. The three groups were 
compared on a large battery of tests 
measuring school achievement as well 
as language and cognitive ability. The 
results yielded no evidence that the 

wntlng systems of Japan and China 
preclude reading disability. The fact 
that the Japanese and Chinese lan­
guages respectively contain characters 
representing syllables and entire words 
seemed to make no difference. 

Since dyslexia appears to be com­
monly associated with brain dys­

function and the brain's ability to store 
and retrieve information, it is neces­
sary to consider whether constitution­
al factors-genetic and/or neurolog­
ic-contribute to the condition. There 
are actually no diagnostic criteria that 
enable one to distinguish clearly be­
tween constitutionally and experien­
tially derived origins of reading dis­
ability. There is one highly suggestive 
piece of evidence, however: boys who 
are impaired in reading outnumber 
girls who are so impaired by ratios 
ranging from 4: 1 to 10: 1. 

Taken together with results from de­
velopmental studies showing that boys 
are in general less capable than girls on 
language and language-related tasks, 
such ratios could be taken as support 
for both constitutional and language-

1---1 Il_W------'? II '----P __ ;!_�___,I 
I ;I i  1 T � ! 
HEBREW WORDS in simplified block form were presented one at a time to three 

groups (second through sixth grade): poor readers and normal readers unfamiliar with 
Hebrew and children currently studying it. Three-, four- and five· letter words (sampled 

here) were shown for three, four and five seconds respectively. Subjects had to reproduce 

the words on paper from memory. Among those unfamiliar with Hebrew, poor readers did 
as well as normal readers. (Neither, of course, did as well as children studying Hebrew.) 
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deficit theories of dyslexia. Boys may 
be either genetically less well endowed 
with linguistic capabilities than girls 
are or more vulnerable to neurolog­
ic defects affecting language develop­
ment than girls are. Then, if it is true 
that reading disability is caused by 
limitations in language ability, consti­
tutionally derived language deficits 
would result in a higher incidence of 
the disorder in boys than in girls. 

Support for a genetic basis for dys­
lexia comes from a small number of 
familial and twin studies carried out 
over the years. The early studies in the 
literature were poorly controlled, but 
they consistently showed that reading 
disability occurs more often in near 
relatives than in the population at 
large, that reading disability occurs 
more often in twins than in siblings 
and that reading disability has a much 
higher concordance rate in monozy­
gotic (identical) twins than in dizygot-

ic twins. These findings have been ver­
ified recently in a more highly con­
trolled study conducted by John C. 
DeFries and his associates at the Insti­
tute for Behavioral Genetics of the 
University of Colorado at Boulder. 

Perhaps an even more exciting find­
ing, from research done by the Boul­
der group with Shelly D. Smith, is the 
tentative localization of a particular 
gene on chromosome 15 in members 
of families in which there is a history 
of reading disability. Once a gene that 
may be responsible for a specific attri­
bute has been localized on a specific 
chromosome, geneticists are in a posi­
tion to find the mechanisms whereby 
the gene gives rise to the attribute. The 
finding could be a significant break­
through in the study of dyslexia, but it 
has not yet been replicated. 

A number of investigators of brain 
function have also begun to study the 
etiology of dyslexia, and their early 

findings are promlSlng. A Boulder 
team headed by David W. Shucard 
compared dyslexic and normal readers 
on measures evaluating electrophysio­
logical responses to auditory and visu­
al stimulation. The group's major find­
ing has been that electrical activity in 
response to reading is characterized in 
dyslexics by greater amplitude in the 
left hemisphere than in the right hemi­
sphere, whereas the opposite pattern 
emerges in normal readers. 

Anovel technique recently exploited 
in this area of inquiry is "brain 

electrical activity mapping" (BEAM), 
developed by Frank H. Duffy and his 
colleagues at Children'S Hospital in 
Boston. The BEAM technique produces 
topographic maps that are based on 
brain functions, not brain structures. 
Duffy and his associates have now ob­
tained evidence that left-hemisphere 
functioning in dyslexics is qualitative-
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RULE-LEARNING TASKS were given to poor and normal read­
ers in the fourth, fifth and sixth grades. The visual-verbal task 
(left) involved novel visual symbols, each representing a syllable. 
Subjects were trained (top) to match each pair of symbols (stimu­
li) with the correct response, a two-syllable nonsense word. Then 
they were shown a transfer series (bottom), in which the symbols 
and words were reordered, and were asked to say the new words. 
In the visual-visual task (right) visual responses were substituted 
for the verbal ones. Now each stimulus-response pair was a pair of 
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two-symbol "words." The response display presented the stimulus 
(color); the subject was trained to select the correct response from 
among a series of five pairs. The colored asterisks designate the 
correct responses. Again the symbols had been reordered in the 
transfer series, but the correspondence between individual stimu­
lus and response symbols was maintained. The poor readers failed 
to perform as well as the normal readers only on the visual-verbal 
task, which suggests that they had difficulty learning rules only 
when the experiment required them to make a verbal response. 

© 1987 SCIENTIFIC AMERICAN, INC



ly different from that in normally de­
veloping readers. The differences were 
particularly prominent in adjacent re­
gions of the left parietal and temporal 
lobes, areas of the brain known to sup­
port speech, language and related lin­
guistic activities. 

Finally, I should mention the neu­
roanatomical studies conducted by Al­
bert M. Galaburda and his colleagues 
at the Harvard Medical School. Two 
types of anatomic anomalies were dis­
closed by postmortem analysis of the 
brains of several male dyslexic sub­
jects. First, there was a consistent ab­
sence of the standard pattern of brain 
asymmetry in language regions: atypi­
cally, the left-hemisphere regions were 
no more highly developed than the 
right-hemisphere regions. Second, in 
the cerebral cortex of the language-re­
lated areas there were multiple sites 
where the microarchitectural arrange­
ment and position of neurons, or nerve 
cells, was distorted, particularly in the 
left hemisphere. 

Since the absence of asymmetry re­
sulted from the excessive development 
of right-hemisphere areas that are nor­
mally smaller, Galaburda has argued 
that both the anatomical anomaly and 
the anomalous neuronal architectures 
may reflect interference with the nor­
mal developmental process whereby 
undesirable neurons and their connec­
tions are eliminated. Presumably the 
oddity in microanatomical organiza­
tion of the language areas of the brain 
would explain some linguistic deficits 
seen in the reading disorder. 

The late Norman Geschwind hy­
pothesized that the variations from the 
standard pattern of cerebral lateraliza­
tion observed by Galaburda were sig­
nificantly linked to disorders involving 
an immune dysfunction. He suggested 
that common developmental mech­
anisms acting during fetal life might 
lead to the abnormal development of 
parts of the immune system and also 
to anomalous asymmetrical develop­
ment of the brain; he proposed an im­
portant role for the male sex hormone 
testosterone in these mechanisms. Al­
though testosterone was postulated to 
interfere with the normal development 
of language areas, Geschwind also 
suggested that it may lead to the su­
perior development of certain brain 
areas involved in spatial visualization 
and visual-motor coordination. If this 
suggestion is verified, the failure of in­
vestigators to obtain evidence for visu­
al-deficit theories of dyslexia would be 
at least partly explained. 

The nonlinguistic theories of dyslex­
ia discussed here have each given 

rise to remedial techniques designed to 
correct the cognitive deficits implicat-
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PSEUDOWORDS were shown to two groups of second- and sixth-grade children (both 
poor and normal readers) who had been given a week's intensive instruction in reading by 
one of two methods: training in "alphabetic mapping," designed to make them sensitive 
to the sounds of individual letters, or training in "whole-word meaning," in which pic­
tures of imaginary animals were associated with such nonsense syllables as "zab." For the 
experiment both groups were shown pseudowords (top), made up of novel alphabetic char­
acters, representing the nonsense syllables presented in the whole-word-meaning train­
ing. Children learned to say the right nonsense word when it was presented with its pseu­
doword-just what a child learning to read new words must do. In essence, the alphabetic 

mappers had to learn to read the pseudowords without benefit of meaning; the children 
trained in whole-word meaning had to learn to read them without benefit of alphabetic 
mapping. After several learning trials, subjects were presented with the same characters 
in reverse order (bottom) and asked to learn the names of the new pseudowords. Both the 
poor and the normal readers who had been trained in alphabetic mapping made very few 
reversal errors, whereas children trained in whole-word meaning made many such errors. 

ed by the theories. For example, visu­
al-deficit theories have spawned reme­
dial approaches designed to improve 
visual perception, such as optometric 
training to facilitate binocular coor­
dination, eye tracking and so on. Sim­
ilarly, cross-modal and serial-memo­
ry theories have given birth to a vari­
ety of remedial exercises designed to 
improve these functions, presumably 
through the direct stimulation of cer­
tain brain centers. 

If the logical and empirical argu­
ments against the theories supporting 
these approaches are valid, then the 
approaches themselves must be seri­
ously questioned. The fact is that re­
search evaluating the efficacy of these 
approaches for the remediation of 
reading disabilities has produced no 
convincing evidence to support them­
and a considerable amount of evi­
dence against them. In any case, not 
enough is yet known about how the 
brain works to enable anyone to devise 
activities that would have a direct and 

positive effect on neurologic functions 
responsible for such basic processes as 
visual perception, cross-modal trans­
fer and serial memory. 

More conventional approaches to 
remedial instruction have had great­
er success, particularly in educational 
settings equipped to provide dyslexics 
with the type and amount of help they 
need. We have found that early reme­
diation of reading difficulties is indi­
cated. It should be based on intensive 
one-to-one tutoring and a balanced 
reading program-one that makes gen­
erous use of both the holistic/meaning 
and the analytic/phonetic approaches. 
The training in reading should be sup­
plemented with enrichment activities 
to foster language development. Such 
a program can help a child to devel­
op functional and independent reading 
skills and so remove him or her from 
the disabled list. A consensus is emerg­
ing among investigators that there is 
no substitute for direct remedial in­
struction in reading. 
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The Structure of Poliovirus 
The virus renowned for its devastating effects has become a model 

for in vestigating the molecular links between form and function. 

Analysis of its structure will enlarge the scope of viral research 

by James M. Hogle, Marie Chow and David J. Pilman 

F
orty years after its peak in the 
Western world, poliovirus leads 
a double life. It is still a dead­

ly threat in impoverished countries, 
where, among unvaccinated popula­
tions, paralytic polio strikes as many 
as two million people each year. Yet in 
wealthier nations the virus has become 
a valuable scientific tool. Research 
launched during vaccine development 
in the 1950's divulged many of its se­
crets: its host range, its target sites for 
infection and its life cycle are all well 
known. As a result poliovirus has be­
come a model system for understand­
ing other viruses. 

Until recently, however, it was not 
possible to study properties of the vi­
rus that were directly dependent on 
its three-dimensional structure. Even 
though its genes had been thorough­
ly described, it was difficult to deter­
mine, for example, how the simple or­
ganism attaches to and enters suscep­
tible cells, how it assembles or what 
parts of the coat of the virus alert the 
immune system. Crucial elements in 
the virus's infectious habits remained 
out of reach because no one knew 
what poliovirus looked like in detail. 

We now know the intricacies of po­
liovirus structure. Five years of data 
collection, millions of calculations and 
extensive collaboration between our 
laboratories at the Research Institute 
of Scripps Clinic and the Massachu­
setts Institute of Technology have cul­
minated in the construction at Scripps 
of a three-dimensional atomic "map" 
of the virus. The maps are based on in­
formation provided by X-ray diffrac­
tion, a powerful imaging technique we 
had to customize to accommodate the 
peculiarities of poliovirus structure. 
Models derived from these maps offer 
an unprecedented opportunity to un­
derstand the physical bases for many 
viral functions, and they have already 
helped to resolve questions raised by 
earlier investigations. 

Perhaps the most practical aspect of 
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our studies is the insight they may lend 
to research with other, still untamed 
viruses. A precise understanding of 
poliovirus structure could further vac­
cine development and antiviral thera­
py by elucidating the relation between 
the structure of a virus and its abili­
ty to cause disease. Such information 
could have direct applications within 
the poliovirus family, which includes 
the microbes that cause colds, hepati­
tis A and foot-and-mouth disease. De­
tailed structural studies have also re­
vealed intriguing similarities between 
animal viruses and plant viruses that 
are biologically different. 

O
ur research with poliovirus built 
on two disparate disciplines, vi­

rology and crystallography. Together 
these disciplines have provided a foun­
dation of knowledge regarding viruses 
in general. Viruses are very small, very 
simple organisms that invade cells and 
usurp their metabolic machinery. A 
virus directs the unwitting host cell to 
abandon its purpose and start repro­
d ucing viruses instead. The host makes 
the raw material for the next genera­
tion of virus particles and assists with 
virus assembly, and the new parti­
cles go on to infect other cells. In the 
case of poliovirus infection this ac­
tivity leads to the metabolic collapse 
and death of the host cell, but not all 
viruses kill their hosts. 

Viruses vary considerably in their 
degree of complexity. Some of them 
consist only of a protein shell or coat 
that encloses the virus genome: the full 
complement of hereditary material. 
Depending on the virus type, the shell 
can be spherical, bullet-shaped or rod­
shaped; its genome can be in the form 
of one or more segments of DNA or 
RNA. Some viruses have an envelope 
surrounding the protein coat that re­
sembles the cell membrane of higher 
organisms and usually helps the virus 
to enter and leave host cells. 

Poliovirus is among the simplest of 

small spherical viruses, built entirely 
from protein and RN A. Karl Landstei­
ner first linked the pathogen with para­
lytic polio in 1908; by the late 1940's 
the disease was crippling 20,000 peo­
ple in the U.S. every year. In 1949 
John F. Enders, Thomas H. Weller 
and Frederick C. Robbins of Chil­
dren's Hospital in Boston demonstrat­
ed that the virus could be grown in cul­
tured cells in the laboratory, thereby 
liberating poliovirus research from the 
constraints of primate studies. This 
critical development enabled two in­
dependent investigators, Jonas Salk 
and Albert Sabin, to introduce vac­
cines in 1956 and 1961. Subsequent 
advances in molecular biology en­
hanced the early characterizations, 
and poliovirus became the archetype 
for an entire family called the picorna­
viruses, or small RNA viruses. 

About the same time that the Salk 
vaccine was introduced in the U.S., 
James Watson and Francis Crick 
made a seminal proposal regarding vi­
ral structure. They pointed out that the 
limited coding capacity of the tiny vi­
rus genome would be best exploited if 
a virus coat were composed of many 
copies of just a few proteins, and that 
this construction should lead to highly 
symmetrical configurations. In 1962 
D. L. D. Caspar, then at the Children's 
Cancer Research Foundation in Bos­
ton, and Aaron Klug, then at the Med­
ical Research Council Laboratory of 
Molecular Biology in Cambridge, En­
gland, suggested that this symmetry 
would be icosahedral: a "spherical" vi­
rus would in fact have a faceted sur­
face like that of a soccer ball. Caspar 
and Klug also demonstrated how such 
icosahedral particles could be assem­
bled from certain specific multiples of 
60 subunits. 

S
peculation regarding virus structure 

could, however, be only as precise 
as the tools available for its verifica­
tion. Caspar and Klug based their as-
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sumptions on data from electron mi­
croscopy and X-ray diffraction. Of the 
two methods, electron microscopy is 
the more direct; it follows many of the 
same principles as light microscopy, 
except that a beam of electrons rath­
er than a beam of light strikes the sam­
ple, and a magnetic lens rather than a 
glass one focuses the scattered beams 
to reconstruct the image. Yet even 
with today's most sophisticated sam­
ple-preparation and image-processing 
techniq ues, electron micrographs of 
poliovirus do not attain resolutions 

powerful enough to distinguish the 
individual proteins in the virus coat, 
much less to locate the atoms that 
make up the proteins. 

In any microscopy technique the 
resolution, or clarity of detail, is limit­
ed by the wavelength of the radiation. 
Short wavelengths can generally dis­
cern more detail than long wave­
lengths. Typical laboratory sources 
generate X rays with wavelengths of 
about 1.5 angstrom units (one ang­
strom is equal to one-tenth of a bil­
lionth of a meter). These wavelengths 

are several orders of magnitude 
shorter than those of visible light, 
about the size of the space between at­
oms in organic molecules. The manner 
in which a sample causes X rays to dif­
fract, or scatter, is determined by its 
atomic structure. Hence X rays are 
ideal for distinguishing individual at­
oms in organic samples. 

Unfortunately two serious difficul­
ties impede visualization with X-ray 
microscopy in the life sciences. First, 
biological materials scatter the X rays 
weakly, making intensities difficult to 

COMPUTER-GENERATED MODEL of poliovirus displays the 

protein subunits that make up the virus shell. The shell contains 

60 copies of each of four proteins; three appear on the shell sur­

face and are indicated in blue, red and yellow. The fourth virus-

coat protein lines the inside of the shell and is not visible from the 

exterior. This image, in which poliovirus is enlarged about five 

million diameters, marks the culmination of five years of research 
and the arrival of in-depth structural investigations of the virus. 
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GEOMETRIC MODELS illustrate the underlying symmetry of poliovirus. A dodecahe­

dron (a) superposed on an icosahedron (b) creates the faceted surface evident in poliovi­

rus structure (c). Axes of fivefold symmetry occur where five red lines converge, threefold 
axes wherever three black lines meet. Projections at the threefold and fivefold axes are 

also evident in the actual virus structure, which is represented schematically in figure d. 

detect. Second, lenses for reconstruct­
ing the diffracted rays at high resolu­
tions do not exist. The scattered rays 
can be recorded on photographic film, 
where they form patterns of dots ar­
ranged in concentric circles. Without 
alternative methods to focus and am-

plify the rays, however, these diffrac­
tion patterns cannot be interpreted. 

One way to enhance a weak signal is 
to induce the sample to crystallize. If a 
trillion identical virus particles form a 
stable crystal, the repetitive array of 
atoms scatters X rays in concert, in-

ELECTRON MICROGRAPHS of poliovirus do not achieve the resolution needed for 

precise structural analyses. Yet these were the best images available before X-ray crystal­
lography disclosed virus structure. The particles here were enlarged 300,000 diameters. 

44 

creasing the intensity of each reflec­
tion to detectable levels: hence the 
"crystal" in "X-ray crystallography." 

Then a computer can step in as the 
X-ray-diffraction "lens." If a molecule 
has fewer than 100 atoms, a computer 
can reconstruct its image by analyzing 
statistical relations in the crude dif­
fraction data. (Jerome Karle and Her­
bert A. Hauptman won the 1985 No­
bel prize in chemistry for their role in 
developing this method.) These statis­
tical techniques are insufficient, how­
ever, for proteins, which have thou­
sands of atoms, or for viruses, which 
have millions of atoms. In these cas­
es "heavy atoms" such as mercury or 
gold must be introduced into the crys­
tal lattice. These atoms change the 
intensities of the diffracted X rays in 
ways that provide additional informa­
tion for the focusing process. 

Provided with the additional data, 
the computer can carry out its analy­
sis. It then constructs an "electron-den­
sity map," a three-dimensional dia­
gram of the distribution of electrons 
within the crystal and thus a high-res­
olution guide to the molecules that 
form the crystal. Interpretation of the 
electron-density map gives rise to a 
refined and recognizable three-dimen­
sional atomic model. 

C
rystallographic analysis of poliovi­
rus dates back to the mid-1950's, 

when virologists at the University of 
California at Berkeley found they had 
accidentally allowed some poliovirus 
samples to crystallize. The Berkeley 
group sent the crystals to Birkbeck 
College London for X-ray analysis. 
There Rosalind Franklin, and after her 
death Klug and his colleague John 
Finch, collected the data that would 
lead to Caspar and Klug's hypothesis 
that spherical viruses had icosahedral 
symmetry. 

Crystallography research in the late 
1950's was overwhelmed by several 
technical problems, among them the 
sheer magnitude of numbers. Where­
as structural determinations of small 
molecules require only a few hundred 
measurements, the structures of me­
dium-sized proteins (of which some 
300 have been solved to date) typical­
ly take tens of thousands; structures 
as large as viruses entail millions of 
measurements. During the 1960's and 
1970's advancements in crystallogra­
phy were limited by the power and 
cost of computing. 

The symmetry of poliovirus can 
itself serve as a powerful indepen­
dent source of information because it 
imposes considerable constraints on 
processing data to form an image. Da­
vid M. Blow and Michael G. Ross­
mann had examined ways to exploit 
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this symmetry in 1961, and their ef­
forts proved somewhat successful in 
studies using low resolutions. But at­
tempts to apply their methods at high 
resolutions faltered when the calcula­
tions themselves became unmanage­
ably large. 

In 1974 Gerard Bricogne, then at the 
Medical Research Council laborato­
ry in Cambridge, developed an elegant 
technique for including symmetry in­
formation in the imaging process. On 
the basis of this research he developed 
a simplified algorithm that enabled 
computers to solve very large symmet­
rical structures at high resolution. His 
procedure was instrumental in deter­
mining the first high-resolution struc­
ture of an intact virus, tomato bushy 
stunt virus (TBSV). The determination 
was reported in 1978 by Stephen C. 
Harrison and his colleagues at Har­
vard University. 

Several other plant-virus structures 
have been solved since then, including 
southern bean mosaic virus (SBMV), 
satellite tobacco necrosis virus (STNV) 
and turnip crinkle virus (TCV). Al­
though this research has advanced the 

X-RAY 
SOURCE 

SAMPLE 

understanding of the architecture and 
assembly of simple viruses, it has been 
less successful at linking function with 
structure because so little is known 
about the biology of plant viruses. 

I
n contrast, the wealth of information 
about the biology of the animal vi­

ruses, and of polio and other picorna­
viruses in particular, makes them very 
attractive candidates for structural 
studies. Soon after the first plant­
virus structures were reported, we 
therefore began to study a common 
laboratory strain of poliovirus called 
the Mahoney strain of type I poliovi­
rus. From this strain we obtained crys­
tals that turned out to be identical in 
appearance and crystallographic prop­
erties with those grown accidentally at 
Berkeley and characterized by Finch 
and Klug at Birkbeck more than 25 
years earlier. 

The acquisition of data from these 
crystals and the subsequent structure 
determination represented a formi­
dable undertaking. We collected and 
processed almost five million meas­
urements from a total of 84 crystals in 
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the course of our investigations. Even 
though the poliovirus is no larger than 
most plant viruses, our crystals pro­
duced more numerous and overlap­
ping X-ray reflections, creating prob­
lems that required the development of 
new techniques and novel computer 
software. 

In spite of these considerable dif­
ficulties, we eventually managed to 
reach a resolution of 2.9 angstroms­
that is, our maps could discriminate 
between objects 2.9 angstroms apart. 
Our resulting electron-density map 
was remarkably clear. We had no dif­
ficulty identifying each of four protein 
chains in the contours of the map. Ow­
ing to the work of David Baltimore 
and his colleagues at M.LT., we al­
ready knew the linear sequences of the 
linked chemical groups, called amino 
acids, that constitute these protein 
chains. We were able to match the 
mapped chains with the molecular se­
q uences by identifying characteristic 
amino acid side groups in our map. We 
now had a way to correlate our three­
dimensional structure with informa­
tion provided by years of biological 

b DISPLAY 

X-RAY CRYSTALLOGRAPHY involves several steps, rendered 

schematically in the drawing. X rays pass through a slit that elim· 

inates stray beams; the focused beam strikes a crystalline sample, 

which scatters the rays in a pattern defined by the sample's struc­
ture. Photographic film records the pattern, an example of which 

is shown at the lower left (a). By analyzing sets of these diffrac· 
tion patterns, a computer can calculate the distribution of elec­

trons, and therefore of atoms, in a sample. Part of a computer­
generated electron-density map is shown at the lower right (b). 

Such maps serve as guides for models such as the one on page 43. 
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studies. Our model gave physical sub­
stance to the chemical evidence sup­
plied by previous picornavirus inves­
tigations. Altogether determining the 
structure took almost five years. 

O
ther researchers had found that 
the poliovirus coat is composed 

of many copies of just four proteins, 
called VP1, VP2, VP3 and VP4. We 
showed that of the four, VP1, VP2 and 
VP3 are large and rather similar in 
structure. Each of these three virus 
proteins contains an eight-strand core 
called a beta barrel and can be dis­
tinguished by the characteristic loops 
and tails that decorate the barrel. The 
cores pack together to form the contin­
uous protein shell, providing a struc­
tural scaffolding for the virus; the tails 
coat the inside of the virus shell and 
the loops decorate the virus surface. 
The loops appear to play a dominant 
role in interactions with elements out­
side the virus. VP4, only a fourth the 
size of the other three molecules, is a 
kind of detached tail of VP2; it also 
lines the inside of the protein shell. 

The virus coat consists entirely of 60 

a 

copies of each of these proteins. The 
coat assembles from 12 compact ag­
gregates, called pentamers, which con­
tain five of each of the coat proteins. 
Each pentamer is shaped like a mo­
lecular mountain: VPl clusters at the 
peak, VP2 and VP3 alternate around 
the foot and VP4 provides the foun­
dation. When the pen tamers come to­
gether to form the virus coat, the VPl 
mountain peaks at the fivefold axis 
of symmetry and another smaller and 
flatter protrusion, like a mesa, occurs 
at the threefold axis, where VP2 and 
VP3 meet. Although the RNA genome 
is not visible in our experiments, calcu­
lations indicate that it must be packed 
into the central cavity very densely. 

Thus the poliovirus map has re­
vealed the exact folding patterns for 
each of the four coat proteins. Because 
folding defines the shape of each mol­
ecule and the relative placement of im­
portant chemical groups, it is inextri­
cably tied to the biological function of 
the protein. For instance, by looking 
closely at specific parts of the proteins 
that make up the virus, we were able to 
suggest how the manufacture of virus 

b 

COAT PROTEINS are the building blocks of poliovirus. Each protein consists of one 

amino acid chain folded into a characteristic shape. Three of the four proteins, VPl (a) , 
VP2 (b) and VP3 (c), are similar in size and have closely related cores (red alld yellow). 
Other parts of the proteins differ (blue). The fourth protein, VP4, is designated by the 

green chain in b. VP4 is the smallest virus protein and acts like an extension of VP2. 
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proteins in the cell is coupled with vi­
rus assembly. 

When poliovirus infects a cell, it 
quickly monopolizes the biosynthetic 
capabilities of its host: two or three 
hours after infection, its RNA is di­
recting the synthesis of virus proteins. 
All four of the coat proteins are initial­
ly contained in one long stretch of ami­
no acid chain called P 1. P I  is cleaved 
by enzymes into three proteins: VPO, 
VPl and VP3, in a step that seems to 
be intimately associated with the as­
sembly of these proteins into penta­
meric aggregates. 

The virus structure suggests how 
cleavage and the assembly of penta­
mers might be related. Our model 
shows that five of the VP3 ends freed 
by these cleavages become intertwined 
in a twisted helical network. In form­
ing this stable and compact network 
during virus assembly, these VP3 tails 
may encourage protein subunits to as­
sociate in the correct pentameric con­
figuration. Thus molecular rearrange­
ments made possible by cleavage serve 
to direct pentamer formation. 

Next the pentamers organize into a 
protein coat with 60 copies each of 
VPO, VPl and VP3. It is not known 
whether the pen tamers encapsulate 
RNA when they form the shell or 
whether they construct an empty cap­
sid that subsequently incorporates the 
RNA. These last steps can easily be re­
versed, so that the growing shell is an 
unstable structure. In the final assem­
bly step VPO splits into VP2 and VP4 
to yield a mature virus. Once this irre­
versible "maturation cleavage" has 
taken place the virus can no longer be 
disassembled except by irreparable 
disruption. 

Our structural findings have also 
contributed clues that further knowl­
edge of this final assembly step. The 
model revealed that the VP2-VP4 
cleavage site is isolated inside the virus 
coat, where it is inaccessible to exter­
nal enzymes. Therefore the cleavage is 
probably catalyzed by the virus pro­
tein itself. The spatial arrangement of 
chemical groups on the inside of the 
shell, made apparent by our studies, is 
such that they could effect such a 
cleavage in the presence of RNA. 

O
ur work also revealed some unex­
pected insights into viral evolu­

tion. We found some predictable simi­
larities between poliovirus and rhino­
virus 14, another picornavirus whose 
structure was reported by Rossmann 
and his colleagues at Purdue Universi­
ty in collaboration with Roland R. 
Rueckert of the University of Wiscon­
sin at Madison. Rossmann's group 
published its report shortly before we 
presented our findings. The similar-
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Ittes the viruses share, which occur 
both in the protein subunits and in the 
packing pattern of the shell, corre­
spond to similarities in their genomes. 

Less predictably, the coat proteins 
of the picornaviruses also resemble 
those of the icosahedral plant viruses: 
the coat proteins of the plant virus­
es have identical folding patterns and 
similar overall shapes. Moreover, the 
packing arrangement of the polio and 

CLEAVAGE 

VPO 1 

CLEAVAGE 

VP4 1 VP2 
-

rhinovirus coat proteins IS strongly 
reminiscent of (although not identi­
cal with) the way that 180 subunits 
pack in the shells of the plant viruses 
TBSV, SBMV and TCV. 

These structural similarities point to 
an evolutionary relation between the 
picornaviruses and the plant viruses. 
The concept that plant viruses and ani­
mal viruses may be related is not sur­
prising. What is surprising is that these 

P1 

CLEAVAGE 

VP3 1 VP1 

similarities have persisted even though 
the viruses belong to vastly different 
families and differ greatly in the de­
tails of their molecular biology. The 
finding raises the intriguing possibil­
ity that viruses may have evolved by 
stealing bits of genetic material from 
host cells or other viruses during brief 
encounters with the genomes of the 
other organisms. 

In addition to providing inform a-
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STEPS IN VIRUS ASSEMBLY parallel events in the cleavage of of the protein "tails" encourage five of the subunits to group to-

virus proteins. All four coat proteins originate from a single chain gether in a pentamer configuration. Then 12 pentamers aggregate 

called PI that folds into a three-dimensional subunit. When en- to form the coat. The coat structure remains unstable, however, 
zymes cut the chain to yield VPl, VP3 and VPO, rearrangements until VPO is cleaved into VP2 and VP4 in the final assembly step. 
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tion about the physical properties and 
assembly of poliovirus, the structural 
model is giving clues to the process by 
which the immune system recognizes 
and neutralizes the virus. Now that 
a three-dimensional view is available, 
it is possible for the first time to visu­
alize directly the structure of an anti­
body-recognition site on an intact vi­
rus. These sites are the "targets" for 

IMMUNIZE MOUSE 
WITH NATIVE VIRUS 
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attack by antibodies, the immune sys­
tem's army. The spatial arrangement 
of the sites might yield fundamental 
insight as to how they function. 

Antibody-recognition sites are often 
identified by isolating monoclonal 
escape mutants: genetically altered 
forms of poliovirus that escape neu­
tralization by monoclonal antibodies. 
Usually these mutants survive because 
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they contain a mutation that changes 
a recognition site, thereby preventing 
antibodies from attaching to the coat 
of the virus. By determining the posi­
tion of the mutation in the viral RNA, 
one can identify the altered amino acid 
and track down its position on the po­
liovirus coat. 

Many laboratories have been isolat­
ing these monoclonal escape mutants, 
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ISOLATION OF ESCAPE MUTANTS is a procedure critical 
to studies of the immune response to poliovirus. Mice are inject­

ed with native, or normal, poliovirus. Cells that make antibodies 

thereupon proliferate in the mice. Each antibody is designed to 
interact with a specific part of the virus coat; this specificity is 

represented in the drawing by different colors. The antibody-pro­
ducing cells are collected, fused with tumor cells and segregated 

to create immortalized cultures that synthesize monoclonal anti­

bodies. When native poliovirus and poliovirus mutants are subse­

quently exposed to these antibodies, most become inactivated by 
antibody attachment. But some mutants may exhibit changes in 
coat proteins that prevent the antibodies from attaching; these 

mutants escape. It is possible to identify the sites that antibod­

ies recognize by comparing escape mutants with native poliovirus. 
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including Geoffrey C. Schild and his 
colleagues at the National Institutes 
for Biological Standards and Control 
in London, Eckard Wimmer and his 
colleagues at the State University of 
New York at Stony Brook and Radu 
Crainic and his colleagues at the Pas­
teur Institute. We have also selected 
and characterized several variants in 
an ongoing collaboration with Anne 
Moser of the University of Wisconsin. 

We used the poliovirus model to see 
for the first time how clusters of these 
"point" mutations make up parts of 
the same antibody-recognition site on 
an intact virus. We knew that many 
recognition sites on antibodies are 
quite extensive: they measure some 30 
angstroms in diameter, which is a rela­
tively large area on the surface of the 
virus. Because the surface of a single 
amino acid side chain is only a few 
angstroms in diameter, it is clear that a 
site must be composed of several ami­
no acids. Hence we predicted that mu­
tations within 30 angstroms of one an­
other might be parts of the same site. 

We identified three such clusters of 
mutations, each consisting of protein 
segments that are distant from one an­
other in the linear seq uence of the pro­
tein but close together in the three-di­
mensional structure. Two of the clus­
ters include portions of more than one 
of the coat proteins. Recent immuno­
logical experiments have confirmed 
that these clusters of mutations do in 
fact form parts of three antigenic sites. 
Specifically, two or more mutants that 
lie in the same cluster each allow the 
virus to escape neutralization by the 
same monoclonal antibody. Thus pre­
dictions based solely on spatial distri­
bution in the virus model have now 
been empirically verified. 

T
he mutation sites identified by 
monoclonal escape variants are all 

located in conspicuous loops on the 
surface of the virus, areas that are 
readily accessible to antibody binding. 
This finding suggests that animal vi­
ruses may decorate their outer sur­
faces with loops that can easily accom­
modate mutations in order to escape 
the immune system's surveillance. 
Rhinovirus 14 exhibits a similar site 
distribution, as do antibodies raised 
against "synthetic peptides" (man­
made bits of protein that correspond 
to parts of the virus-coat proteins). 

These peptides, however, have also 
identified antigenic sites within the vi­
rus's interior. It is hard to explain how 
these buried sites could be accessible 
to antibody binding unless one postu­
lates that, at some point in its life cy­
cle, the virus undergoes large confor­
mational changes that expose the sites. 

Although we are encouraged by the 

THREE RECOGNITION SITES on poliovirus were identified, each a composite of 
many individual amino acids. The sites, which act as targets for the immune system, are 
shown here in red, dark blue and yellow. They recur throughout the virus coat owing to 

its repetitive structure. Without a three-dimensional poliovirus model, the spatial organi­
zation of many amino acids within a single recognition site would not have been apparent. 

information we have already gleaned 
from our structural studies, their im­
pact should reach beyond these pre­
liminary interpretations. For instance, 
the conformational dynamics that ap­
pear to play a part in the immunoge­
nicity of poliovirus might well be im­
portant to host-cell recognition, cell 
attachment and uncoating of the viral 
RNA inside the cell. Such involvement 
has been implied by the fact that all 60 
copies of VP4, a protein confined to 
the interior of poliovirus, are lost 
when the virus attaches to and pene­
trates susceptible cells. 

The poliovirus model might also be­
come a key to the relation between 
a virus's structure and its ability to 
cause disease. Although certain strains 
of poliovirus grow readily in the cen­
tral nervous system, others do not. 
Vincent R. Racaniello of Columbia 
University has shown that in at least 
one strain the virus's ability to cause 
paralytic disease can be intimately 
linked to the nature of the coat pro­
teins. If investigators can use the polio­
virus model to define the structural 
features that control entry of poliovi-

rus into the central nervous system, 
they might be able to apply that 
knowledge to design a new generation 
of polio vaccines and to defeat other 
pathogens that infect the central ner­
vous system. 

In fact, we hope that a better un­
derstanding of the structural aspects 
of the poliovirus life cycle will sug­
gest many ways to combat related vi­
ruses against which there is now no de­
fense. By systematically altering the 
structure of the virus with genetic­
engineering techniques, investigators 
can gain a working familiarity with 
the correspondence between struc­
tural features and functional proper­
ties. Antiviral drugs could be designed 
more effectively if the role of structure 
in viral functioning were better under­
stood. And poliovirus could become a 
vehicle for other vaccines if sites were 
found where bits of related viruses (for 
example hepatitis A) could be grafted 
onto the protein coat. Just a few dec­
ades after it brought devastation to 
the Western world, poliovirus may yet 
lead the battle against unconquered vi­
ral infections. 
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Cooling and Trapping Atoms 
Atoms are slowed and cooled by radiation pressure from laser light 

and then trapped in a bottle whose "walls" are magnetic fields. 

Cooled atoms are ideal for exploring basic questions of physics 

by William D. Phillips and Harold J. Metcalf 

A highly fruitful area of scientific 
.n. research has traditionally been 

the study of the intrinsic prop­
erties of isolated atoms. In the early 
part of this century such inquiry led to 
the formulation of quantum mechan­
ics, one of the cornerstones of modern 
physics. More recently, precise meas­
urements with atoms have also shed 
light on other fundamental physical 
theories, including relativity. 

The triumphs born from probing 
atomic systems have depended largely 
on the ability to make precise meas­
urements. A deeper understanding of 
the structure of matter at the atom­
ic level requires that measurements 
be made with even greater precision. 
Unfortunately the necessary precision 
cannot be easily achieved: in solids 
and liquids one cannot isolate individ­
ual atoms from the effects of their 
neighbors, and in gases the random 
thermal motion of atoms makes highly 
precise measurements difficult. 

The continued need for ever more 
precise measurements has led to the 
development of many techniques for 
overcoming the effects of thermal mo­
tion. Simply reducing the effects of 
thermal motion is not sufficient for the 
most demanding measurements; ulti­
mately it becomes necessary to reduce 
the thermal motion itself. Methods de­
veloped over the past few years pro­
vide the required means. Atoms can 
now be cooled by shining laser light 
directly on them. The radiation pres­
sure exerted by the laser light can be 
exploited to push on the atoms in 
order to slow them down. Once the 
atoms have been cooled, they can be 
trapped, or confined to a limited re­
gion of space. In our laboratory we 
trap atoms in a bottle whose "walls" 
are electromagnetic fields rather than 
material substances. 

Cooled or trapped atoms are ideal 
for exploring fundamental questions 
of physics. Early in 1986, for instance, 
cooling and trapping were employed 
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to observe for the first time a funda­
mental quantum-mechanical process: 
the transition of a single atom from 
one discrete energy level to another (a 
quantum jump). In this case the trap­
ping was relatively easy because the 
atom had been ionized, or stripped of 
one of its electrons. Recent techniques 
have made possible the trapping of 
even electrically neutral atoms. 

In the future, laser-cooled atoms 
will certainly facilitate spectroscopic 
measurements, perhaps leading to sub­
stantial improvements in such areas as 
atomic clocks and measurements of 
fundamental constants. Cooling and 
trapping will enable investigators to 
look at collisions between atoms in 
detail and better understand the way 
chemical bonds are formed. Laser 
cooling and electromagnetic trapping 
could also be employed to manipulate 
atoms made of antimatter. Since anti­
matter annihilates with ordinary mat­
ter on contact, ordinary material walls 
cannot contain it. 

At high enough densities certain at­
oms might even undergo a fundamen­
tal type of transition called a Bose con­
densation. Such a condensation is pre­
dicted by quantum mechanics, which 
holds that there are two types of fun­
damental particles called fermions 
and bosons. Fermions, which include 
electrons, protons and neutrons, can­
not be in the same quantum state; in 
contrast, bosons, which include some 
atoms (such as the hydrogen atom), 
can occupy the same quantum state. In 
a sufficiently cold and dense collection 
of bosons a major fraction of the parti­
cles will be in the same, lowest-energy 
quantum state. The eagerly sought ob­
servation of Bose condensation could 
well occur in traps populated by laser­
cooled atoms. 

Why are atoms always in motion? 
The kinetic theory developed 

during the past century shows that gas­
es are collections of atoms or mol-

ecules whose average kinetic energy 
(which varies directly as the square of 
the velocity) is proportional to the ab­
solute temperature. Such classical mo­
tion can never be eliminated except at 
the unattainable temperature of abso­
lute zero, or approximately -273 de­
grees Celsius. At room temperature, 
for instance, air molecules move at an 
average speed of about 500 meters per 
second, or 1, 100 miles per hour. Fur­
thermore, the atoms move at various 
speeds, mostly between zero and twice 
the average speed. 

Why does thermal motion affect 
precise measurements of atoms? Each 
atom in the gas acts like a sharply 
tuned transmitter and receiver of elec­
tromagnetic radiation; an atom can ef­
ficiently emit and absorb only certain 
frequencies of radiation. Since differ­
ent kinds of atoms emit and absorb 
different frequencies, each set of fre­
q uencies, called a spectrum, serves as 
a "signature" for a particular type of 
atom. In other words, identical atoms 
have the same spectrum and share the 
same signature. The measurement of 
spectra, called spectroscopy, allows 
one to draw conclusions about the fun­
damental structure of atoms. 

Unfortunately the observed spec­
trum of identical atoms in a gas is 
smeared out at ordinary room temper­
atures because of the thermal motion 
of the atoms. When an atom moves 
with respect to an observer, its char­
acteristic frequencies appear to shift 
from the intrinsic ones seen when the 
atom is stationary. The phenomenon 
is called the Doppler shift, after the 
19th-century Austrian physicist Chris­
tian Doppler, who explained a similar 
effect for sound. The basic phenom­
enon is familiar to anyone who has 
heard the sudden change in pitch of 
the horn of a passing train. It is also the 
Doppler shift that enables a police ra­
dar to determine the speed of a car. 

The Doppler shift also occurs when 
an atom moves with respect to a light 
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source. The atom encounters the crests 
and troughs of the radiation waves at a 
higher rate, so that the frequency ap­
pears to the atom to be shifted up, or 
higher. Conversely, if the atom moves 
away from the source, the apparent 
frequency is shifted down, or low­
er. Even in the absence of this kind 
of Doppler shift, as when the atom 
moves perpendicularly to the line con­
necting it to the source, there is always 
another apparent frequency shift ow-

ing to special relativity. (The relativis­
tic effect arises from the fact that an 
observer sees a moving clock run slow­
er than his own identical clock. One 
consequence of this is the "twin para­
dox": a twin who travels in a spaceship 
is found on his return to have aged less 
than his earthbound sibling.) 

Because of the effects of the Doppler 
shift, a gas of randomly moving 

atoms-each identical with the oth-

ers and each having an identical spec­
trum-appears to be a collection of at­
oms all of which have slightly shifted 
spectra. The spreading in frequencies, 
while it is only a millionth of the opti­
cal frequency, has profound conse­
quences. For example, for many years 
the Doppler broadening of the optical 
spectrum of hydrogen hid a small but 
important frequency shift called the 
Lamb shift. The eventual discovery of 
the Lamb shift (by nonoptical meth-

LASER COOLING brings atoms moving at speeds exceeding 
1,000 meters per second, or 2,200 miles per hour, to a virtual 
standstill. Here a laser beam shines into a collimated beam of so­
dium atoms. The sodium atoms enter from the right of the photo-

graph, the laser beam from the left. The atoms slow down from the 
radiation pressure of the laser light and come to a virtual halt 
near the center of the circular opening (which is at the end of a so­
lenoid: a long coil). The slowed atoms spread out into a "skirt." 
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ods) ultimately led to and confirmed 
the theory of quantum electrodynam­
ics, which is now thought to be a com­
plete description of the interaction of 
radiation and matter and the paradigm 
for all modern field theories. 

Yet another motional effect that 
plagues spectroscopy is transit-time 
broadening. Since atoms are moving, 
they do not stay in a region where they 
can be observed for long periods of 
time. The limited time available for 
measurement broadens the spectrum. 
The higher the atomic velocity, the 
smaller the observation time and the 
greater the broadening. 

Many methods have been developed 
to overcome the difficulties imposed 
on spectroscopy by atomic motion. 
Spectroscopy that is virtually free of 
Doppler effects can be achieved by a 
variety of schemes. Still, there are re­
sidual effects that arise from imperfec-
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tions in the apparatus; furthermore, 
these schemes do not address the prob­
lems of transit-time broadening and 
relativistic shifts, which limit spectros­
copy requiring an accuracy of one part 
in 1011 or better. 

Cooling is the most obvious way to 
reduce the motion of atoms and min­
imize such effects, thereby making 
measurements more precise. One way 
to accomplish cooling is to have the at­
oms collide with either the walls of a 
cold container or another gas of cold 
atoms. Such cooling works up to a cer­
tain point. At low enough tempera­
tures nearly any atom will condense on 
the container walls or form molecules 
or clusters with its collision partners. 
When either happens, the atom is no 
longer isolated and complicated inter­
actions with its neighbors prohibit ac­
curate measurements. 

A different kind of cooling-laser 
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ATOMS in a gas held at room temperature 

move rapidly, at varying speeds and in dif­
ferent directions (top). The atoms collide 
frequently with one another and, if they 
are held in a container, with the walls of 
that container. The distribution of veloc­
ities of individual atoms in a gas is given 
by a bell-shaped curve called a Maxwell­

Boltzmann distribution (left). The distribu­
tion actually shows the number of atoms as 
a function of the projection of their veloci­
ty along a given axis. The higher the tem­
perature of the gas is, the wider the dis­
tribution is and the harder it becomes to 
make precise measurements. One way to 
avoid such problems is to cool the atoms. 

cooling-is needed to achieve the low 
velocities associated with low temper­
atures without inducing unwanted 
condensation of atoms. In a sense the 
highly organized, monochromatic na­
ture of laser light makes the laser a 
very low temperature system through 
which atoms can give up heat by their 
interactions with it. The idea of laser 
cooling was proposed independently 
in 1975 by Theodor W. Hansch and 
Arthur L. Schawlow of Stanford Uni­
versity for a gas of atoms and by Da­
vid Wineland and Hans G. Dehmelt 
of the University of Washington for 
trapped ions. 

Taser light can be exploited to affect 
L atomic motion and cool atoms be­
cause it has momentum, and so it 
pushes against objects that absorb or 
reflect it. Momentum is a characteris­
tic of motion that can be transferred 
but not created or destroyed. Matter 
and light interact and transfer momen­
tum by exchanging discrete packets of 
light called photons. The number of 
photons necessary to cool atoms is 
enormous. In order to bring to rest a 
single sodium atom traveling 1,000 
meters per second, for instance, some 
30,000 photons must strike it head on. 

To see how laser cooling works, sup­
pose a laser beam shines into a gas of 
identical atoms at room temperature. 
Further, suppose the laser beam is 
tuned to a particular frequency that 
is lower than one of the intrinsic fre­
quencies at which the atoms emit and 
absorb radiation. Some of the atoms in 
their rapid and random motion will 
therefore have just the right velocity 
and corresponding Doppler shift to 
absorb the light strongly, but for the 
majority of atoms the light will have 
little effect. In particular, those atoms 
moving toward the light source "see" 
it Doppler-shifted closer to their in­
trinsic frequency, and therefore they 
absorb light more rapidly. Those at­
oms will slow down, because the mo­
mentum of the light opposes their mo­
tion. On the other hand, atoms moving 
away from the source are less likely to 
absorb the light, because they "see" 
the frequency of the laser Doppler­
shifted to a still lower value, further 
away from the frequency they need for 
absorption. The atoms moving away 
from the source, which are accelerated 
when they absorb light, do so much 
more slowly than the atoms moving 
toward the source. The net effect is 
that on the whole the atoms in the gas 
slow down. 

In 1978 workers at the National Bu­
reau of Standards in Boulder and at 
the University of Heidelberg indepen­
dently demonstrated laser cooling of 
trapped positive ions (atoms that have 
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lost one or more electrons and so have 
a net electric charge). Continued ex­
periments with trapped ions by these 
and other groups have produced ions 
cooled to only a few thousandths of a 
degree above absolute zero, highly ac­
curate atomic clocks and visual obser­
vations of single atoms. 

We have been working at the Na­
tional Bureau of Standards in 

Gaithersburg, Md., to extend the tech­
nique of laser cooling to neutral at­
oms. A key difficulty in cooling neu­
tral atoms is that, unlike electrically 
charged ions, they are not easily influ­
enced by electric and magnetic fields. 
Although ions held at room tempera­
ture and above are readily trapped in 
such fields, neutral atoms must first be 
cooled to temperatures on the order of 
one degree Kelvin (-272 degrees C.) 
or below before they can be trapped. 
Over the past several years our group 
and other groups at the Institute of 
Spectroscopy in Moscow, the Nation­
al Bureau of Standards in Boulder, the 
AT&T Bell Laboratories, the Universi­
ty of Colorado at Boulder, the Univer­
sity of Bonn, the Ecole Normale Su­
perieure in Paris, the State Universi­
ty of New York at Stony Brook and 
the Massachusetts Institute of Tech­
nology have successfully developed 
approaches to cooling neutral atoms 
with laser beams. 

All the approaches begin with freely 
moving neutral atoms, usually sodium 
atoms in the form of a beam. We gen­
erate the sodium beam by heating an 
oven containing sodium metal to 450 
degrees C. The metal vaporizes, and 
the atoms come out of the oven 
through a small pinhole as a diverging 
beam; we mask off all but a narrow 
fraction of the beam by positioning 
another pinhole about 10 centimeters 
away. In our apparatus a laser shines 
directly into the sodium beam. In this 
way each atom can interact with the 
light for as long as possible. 

When an atom absorbs light, it 
jumps to an excited state. The atom 
can return to the ground, or unexcited, 
state by one of two processes, stimu­
lated emission or spontaneous emis­
sion. If the emission is stimulated (in­
duced by the laser light), the emitted 
photon travels in the same direction as 
the absorbed photon and the atomic 
momentum does not change. If the 
emission is spontaneous, however, 
photons are emitted in random, sym­
metrically distributed directions. Re­
peated absorptions followed by spon­
taneous emissions result in a net decel­
eration of the atoms in the direction of 
the laser beam. The maximum decel­
eration a sodium atom can experience 
in laser cooling is about a million me-
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IDENTICAL ATOMS moving with differ­
ent velocities in a room-temperature gas 
appear different to an observer because of 
a phenomenon known as the Doppler shift 

(top). The basic effect is familiar to anyone 
who has heard the sudden change in pitch 
of the horn of a passing train. If the atoms 
were stationary, they would absorb and 
emit radiation of almost the same frequen­
cy. Atoms moving toward the observer ap­
pear to radiate at slightly higher frequen­
cies (blue), because the crests and troughs 
of their radiation waves reach the observer 
at a higher rate. Atoms moving away from 
the observer appear to radiate at slightly 
lower frequencies (red). The effect of the 
Doppler shift is to smear out what would 
otherwise be a sharply defined spectrum, 
or distribution of frequencies (left). The 
smeared-out spectrum has the same shape 
as the Maxwell-Boltzmann distribution 
in the illustration on the opposite page. 

LASER 
BEAM 

ATOMIC BEAM 

LASER COOLING of a gas takes place when atoms "see" more "head wind" than "tail 
wind." Such conditions are realized by tuning a laser beam to a frequency lower than the 
frequency strongly emitted and absorbed by the atoms. Some of the atoms moving toward 
the laser beam will then have the appropriate Doppler shift to absorb and reradiate the 
light, and they will slow down. Atoms moving with the laser beam, on the other hand, see 
the frequency of the light shifted still lower, and they are less likely to absorb the light: 
they will be speeded up very little. Consequently on the whole the atoms slow down. 
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ters per second squared, which is close 
to 100,000 times the acceleration of 
gravity at the surface of the earth. At 
such an enormous deceleration a sodi­
um atom with a velocity of 1,000 me­
ters per second would be stopped in 
one millisecond over 50 centimeters. 

As the atoms slow down, even by a 
few meters per second, their Doppler 
shift changes enough to inhibit their 
absorption of light. Eventually the at­
oms will stop decelerating and will 
continue their journey unimpeded by 
the laser beam. One way to compen­
sate for this undesirable effect is to 
sweep the laser beam to higher fre­
quencies as the atoms slow down so 
that the atoms continue to absorb the 
radiation. V. S. Letokhov and his col­
leagues at the Moscow Institute of 
Spectroscopy proposed this approach 
in 1976, and John Prodan and one of 
us (Phillips) first demonstrated it in 
1983 in our Gaithersburg laborato­
ry. Since then John L. Hall and his 
co-workers at the National Bureau of 
Standards in Boulder and a number of 
other groups have successfully em­
ployed the approach. 

Throughout most of our work, how­
ever, we have exploited a different 
technique to overcome the compli­
cation caused by the changing Dopp­
ler shifts. We hold the frequency of 
the laser beam constant and manipu­
late the energy levels of the atoms so 
that the atoms continue to absorb the 
beam. We do this by sending the at­
oms through a magnetic field whose 
strength varies along the path traveled 
by the atoms. The energy levels of an 
atom change in a well-determined way 
when the atom is placed in a magnet-

ic field, a phenomenon known as the 
Zeeman effect. We have tailored the 
magnetic field in our apparatus so that 
it is strong at the point where the at­
oms first enter it and gradually tapers 
off in strength with increasing distance 
from the point of entry. As an atom 
passes through such a magnetic field 
its energy levels continually change so 
that they compensate for the decreas­
ing Doppler shifts. As a result the 
atom continues to absorb light from 
the laser beam and to decelerate. 

With our technique we have cooled 
a beam of atoms to less than 100 milli­
kelvin and brought the average veloci­
ty of these atoms to zero. In effect we 
have produced a cold gas of nearly 
stopped atoms. 

Laser-cooling a gas of atoms, in con­
trast, is quite different from laser-cool­
ing a beam of atoms. The reason is that 
all atoms in a beam move in approx­
imately the same direction, so that 
a single laser beam suffices to oppose 
their motion. On the other hand, free 
atoms in a gas move in all directions 
and therefore require several laser 
beams to cool them. At the AT&T Bell 
Laboratories, Steven Chu and his col­
leagues, having laser-cooled a beam of 
atoms, employed multiple laser beams 
to further cool the sample to less than 
a millikelvin. Atoms at the intersection 
of the multiple beams experience a re­
tarding force in any direction in which 
they move and are therefore said to be 
in an "optical molasses." 

One of the exciting consequences of 
stopping neutral atoms is that 

they can then be held in atom traps: 
bottles for atoms whose "walls" are 
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electromagnetic fields rather than ma­
terial substances. It has long been pos­
sible to trap electrons, ions and oth­
er charged particles, because strong 
electric and magnetic fields can great­
ly affect their motion [see "The Isolat­
ed Electron," by Philip Ekstrom and 
David Wineland; SCIENTIFIC AMERI­
CAN, August, 1980]. The same electric 
and magnetic fields have little effect 
on a neutral atom, however, since it 
carries no net charge. 

A number of different traps for neu­
tral atoms have been proposed over 
the past 25 or 30 years. In the 1950's 
Wolfgang Paul of the University of 
Bonn suggested that, in principle, mag­
netic traps could be employed. An­
other alternative, laser traps, was pro­
posed in about 1970 independently 
by Letokhov and by Arthur Ashkin of 
Bell Laboratories. In 1978 Paul and 
his colleagues succeeded in trapping 
neutrons in a magnetic storage ring. 
Their experiment was a landmark one, 
because it was the first time that neu­
tral particles had been confined elec­
tromagnetically. Their work enabled 
them to make new measurements of 
the average lifetime of the neutron. 
(After about 15 minutes an isolated 
neutron decays into a proton, an elec­
tron and a particle called a neutrino.) 

Our trap for neutral atoms exploits 
the same physical principles used in 
Paul's neutron storage ring. Even 
though a neutral atom has no net elec­
tric charge, it can still have a small 
magnetic dipole: the atom can behave 
as if it were a tiny bar magnet. Now, 
if a bar magnet is immersed in an 
inhomogeneous magnetic field, the 
strength of the field at one pole differs 

AUTHORS' APPARATUS for cooling an atomic beam and mag­
netically trapping neutral atoms is shown schematically. The in­
vestigators slow a beam of sodium atoms traveling through a so­
lenoid by shining a laser beam on the atomic beam. Measurement 
of the velocity distribution of the atoms and the laser-induced 
changes to it is done by collecting and detecting the fluorescence 
from atoms excited by a second, very weak probe laser propagat­
ing nearly parallel to the atomic beam. The absorption and hence 

the intensity of this fluorescence will depend on the atomic veloci­
ty because of the Doppler shift of the probe beam. The depen· 
dence of the fluorescence on the probe-laser frequency reflects the 
velocity distribution of the atoms. Very slow atoms can be trapped 
in the magnetic field generated by the pair of "trapping coils." 
The trapped atoms move as if they had a temperature of 10 mil· 
likelvin, slightly above absolute zero. The chopper and shutters 
are used to turn the laser beams on and off at appropriate times. 
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from the strength at the other pole, 
and a force will be exerted on the mag­
net. If the bar magnet happens to be an 
atom, the force will be quite small, but 
it is nonetheless an observable quanti­
ty. The effects of an inhomogeneous 
magnetic field on a neutral atom were 
first demonstrated in 1924 by Otto 
Stern and Walther Gerlach. The Stern­
Gerlach experiment showed that a sil­
ver atom can be thought of as a bar 
magnet whose axis can have only two 
possible orientations with respect to 
the magnetic field. (An ordinary bar 
magnet, of course, can have a continu­
ous range of orientations.) 

The sodium atoms in our experi­
ments have two classes of orienta­

tions: one class in which the atoms are 
attracted to strong magnetic fields and 
one in which they are repelled by 
strong magnetic fields. In our process 
of laser cooling we optically pump all 
the atoms into the orientation repelled 
by strong magnetic fields. To trap the 
atoms we therefore constructed a pair 
of current-carrying coils arranged so 
that their magnetic fields oppose each 
other. There is zero magnetic field 
at the midpoint between them, from 
which the strength increases in any di­
rection, and so the atoms are pushed 
toward the midpoint. This kind of trap 
was one of several early proposals 
made by Paul; similar traps have been 
proposed for the confinement of ultra­
cold neutrons [see "Ultracold Neu­
trons," by R. Golub, W. Mampe, J. M. 
Pendlebury and P. Ageron; SCIENTIFIC 
AMERICAN, June, 1979]. 

In our trapping experiments we de­
celerate atoms to low velocities by la­
ser-cooling them. We then let the at­
oms drift into the space between the 
two current-carrying coils and bring 
the atoms to rest with a short pulse of 
light, a technique we developed in our 
laboratory with Prodan, Alan Mig­
dall, Jean Dalibard and Ivan So. The 
residual motion of the atoms in the 
sample is so small-the atoms travel at 
speeds of only a few meters per second 
or so-that once the atoms have en­
tered the region between the coils 
there is ample enough time to turn on 
the electric current that energizes the 
magnetic trap. 

Our trap has proved successful in 
catching and confining some of the at­
oms in the sample, as experiments we 
have done with Thomas H. Bergeman 
of Stony Brook and the above collabo­
rators have shown. The major loss of 
atoms from the trap is due to random 
collisions with background gas mol­
ecules. Since the magnetic force that 
holds the atoms in place is so very 
small, the trap is said to be "shallow." 
An atom held in the trap is a "sitting 

VELOCITY ----7 

EFFECTS OF LASER COOLING on the distribution of velocities in a beam of atoms 
are pronounced. Without laser cooling the velocity distribution is wide (colored curve). 
When the atomic beam is opposed by a laser beam and travels down a long solenoid that 
produces a uniform magnetic field, the velocity distribution is changed: some atoms near 
the center of the distribution are slowed and concentrated into a fairly narrow peak 
where all atoms have roughly the same velocity (gray curve). By tailoring the magnetic 

field so that it is strong at the point where the atoms first enter it and gradually tapers 
off in strength with increasing distance from the entry point, many more atoms are 
slowed to a much lower velocity and concentrated into a sharper velocity distribution 

(black curve). It is important to distinguish between deceleration, the reduction of veloci­
ty, and cooling, the reduction of velocity spread. The authors' method achieves both. 

duck" if it is struck by a room-temper­
ature molecule. Even though the ap­
paratus is placed in a vacuum, there 
are still enough stray atoms moving 
around to cause destructive collisions 
and impart enough energy to eject at­
oms from the shallow trap. 

The maximum speed a sodium atom 
can have and still be held in our trap is 
3.5 meters per second, which corre­
sponds to an energy in temperature 
units of about 17 millikelvin. We have 
trapped tens of thousands of atoms 
with this energy and less for periods 
longer than one second in a volume of 
about 20 cubic centimeters, which is 
roughly the volume of a golf ball. The 
limitation on the trapping time is due 
entirely to collisions with any stray 
atoms left in the vacuum. In a per­
fect vacuum the ultimate limitation 
on trapping time would be the rate at 
which an atom makes a quantum tran­
sition from a state that is repelled by 
strong magnetic fields to a state that is 
repelled by weak magnetic fields. Cal-

culations show that most atoms would 
remain trapped for many hours. 

Another method of trapping neutral 
I\. atoms relies entirely on laser 
beams and the forces they exert. In one 
version of such a trap the forces do not 
come from the simple transfer of mo­
mentum that occurs when an atom 
absorbs a photon and spontaneously 
emits another photon, as in the laser­
cooling process itself. Rather, they 
come from a subtler and potentially 
stronger process. The laser beam, 
which consists in part of an oscillating 
electric field, induces dynamic chang­
es in the atom that result in a force if 
the laser field is nonuniform (just as in 
the case of a magnetic moment in a 
nonuniform magnetic field). By con­
vention such a force is called a dipole, 
or gradient, force. 

The dipole force can be used to con­
fine atoms, as Letokhov suggested in 
1968. In 1978 Ashkin proposed a par­
ticularly simple and elegant form of 
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LASER-COOLED BEAM of sodium atoms is shown as it emerges from the solenoid in 

the authors' apparatus. The atomic beam travels from right to left; the laser beam moves 
from left to right. As the frequency of the laser is decreased, the position at which the 
sodium atoms stop moves to the left and more of the skirt comes into view (left to right, 
top to bottom). The beam is viewed through a circular port in the side of the apparatus. 

OPTICAL MOLASSES produced in the authors' laboratory by Phillip Gould and Paul 

Lett is seen as a bright spot at the intersection of six laser beams. The six laser beams 
strongly oppose and quickly damp any atomic motion in the intersection region, as if the 
atoms were in molasses. Laser-cooled sodium atoms enter the molasses from the left and 

get stuck. A cooling laser beam illuminates some of the atoms (top horizontal streak). 
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laser trap, which has just recently been 
demonstrated. In Ashkin's design a 
single laser beam is focused to a small 
spot. The focusing produces a laser 
field that is strongest at the center of 
the focus; the field decreases with in­
creasing distance in all directions away 
from the focus. When the laser fre­
quency is tuned below a frequency at 
which the atoms absorb strongly, the 
dipole force pulls the atoms into the 
strongest part of the field. Of course, 
the ordinary radiation pressure result­
ing from momentum transfer tends to 
push the atoms along the direction 
in which the laser beam travels, but 
the dipole force can overcome the un­
wanted effect if the laser beam is tight­
ly focused, is intense enough and is 
tuned far enough away from the ab­
sorbing frequency of the atoms. Still, 
the depth of a laser trap is very small, 
and Ashkin's design had to wait, along 
with the magnetic trap, for the success 
of laser-cooling techniques before it 
could be implemented. 

An additional complication of laser 
traps is that, in contrast to magnetic 
traps, the trapping field itself tends to 
heat the atoms so that they "boil" out 
of the trap. The solution to the prob­
lem is to continue to laser-cool the at­
oms while they are in the trap. The 
precise scheme for doing this, which 
involves switching rapidly between 
cooling and trapping by turning vari­
ous laser beams on and off, was pro­
posed by Dalibard, Serge Reynaud 
and Claude Cohen-Tannoudji of the 
Ecole Normale Superieure. All these 
techniques were recently combined, 
along with three-dimensional cooling 
in optical molasses, by Chu and his 
colleagues to make a tiny laser trap for 
sodium atoms in which a few hundred 
atoms are held in a volume of 10-7 cu­
bic centimeter at a temperature below 
a millikelvin. 

Even more recently a group of in­
vestigators in Cohen-Tannoudji's lab­
oratory demonstrated that an atomic 
beam can be cooled by means of di­
pole forces. Their method shows great 
promise, because the strength of the 
dipole force allows the cooling to pro­
ceed much faster than it can with ordi­
nary laser cooling. 

Although the future of laser cooling 
I\. and trapping of neutral atoms and 
ions is hard to predict, it is clear they 
are solidly established as major areas 
of research. Thermal motion, which 
has long bedeviled investigators, is in 
rapid retreat. Atomic beams and gas­
es that have millikelvin temperatures 
are now easily generated; microkelvin 
temperatures and below may soon be 
possible. A new era in atomic meas­
urement is at hand. 
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SCIENCE AND THE CITIZEN 
Hobbling High-Tech 

H igh-technology industries in the 
U.S. have long complained 
about the maze of procedures 

they must negotiate in order to obtain 
licenses to export "dual use" prod­
ucts-those having military as well as 
civilian applications. Their competi­
tors in other countries (even in U.S.-al­
lied countries) are subject to much less 
stringent export controls, and so they 
gain an advantage in selling such prod­
ucts as high-density semiconductor 
chips, automated machine tools and 
precision measuring instruments. At 
the same time the u.s. provokes re­
sentment by attempting to impose le­
gal obligations, such as guarantees 
that products will not be reexported, 
on recipients of the items. Customers 
are further deterred, critics say, by 
complex u.s. regulations that create 
delays and uncertainty in licensing. 

Critics both at home and abroad re­
cently received some influential sup­
port from a two-year study conduct­
ed by a special panel of the National 
Academy of Sciences and the National 
Academy of Engineering. The panel 
was chaired by Lew Allen, Jr., a for­
mer director of the National Secu­
rity Agency and now director of the 
Jet Propulsion Laboratory. The list 
of other members includes Melvin 
R. Laird, Secretary of Defense under 
President Nixon, Admiral Bobby R. 
Inman, a former deputy director of the 
C.LA. who now heads a fledgling in­
dustrial electronics enterprise, Joshua 
Lederberg, president of Rockefeller 
University, and G. William Miller, an 
industrialist who headed Textron, Inc., 
and served as Secretary of the Trea­
sury under President Carter. 

The impressive credentials of the 
panel did not keep the Department of 
Defense from disparaging the study. 
Assistant Secretary of Defense for in­
ternational security policy Richard N. 
Perle dismisses the report as the un­
proved work of interested parties from 
the business community. The Pen­
tagon stopped cooperating with the 
panel in February of last year and 
withheld the second of two promised 
$100,000 support payments. Accord­
ing to a Defense Department official, 
that was because the study "was not 
producing new information or practi­
cal recommendations." 

No one disputes the need to keep 
critical technologies out of the hands 
of the Soviets, the Allen panel says; 
fearsomely complex U.S. regulations, 
however, do not succeed very well be-
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cause they attempt to cover far too 
many technologies, including a large 
number widely available on interna­
tional markets. At the same time the 
regulations could be depriving U.S. in­
dustry of about $9 billion in exports­
and U.S. labor of 200,000 jobs-per 
year. Furthermore, the panel argues, 
the military strength of the U.S. and 
the North Atlantic Treaty Organiza­
tion depends entirely on a technology 
lead, which could be eroded by handi­
caps that burden manufacturers. 

The Allen panel points out that 
because the Defense, Commerce and 
State departments have together failed 
to institute a working mechanism for 
decontrolling ubiquitous technologies, 
U.S. companies face difficulties in ex­
porting even commonplace products. 
Some manufacturers have had trouble 
selling abroad products containing the 
8086 microprocessor-which, since it 
is at the heart of many personal com­
puters, is available the world over. A 
member of the study'S technical staff 
reports that in Singapore panel mem­
bers saw Soviet merchant ships an­
chored at a public quay alongside a 
street of shops that sell personal com­
puters; staff members found chips that 
are supposed to be controlled moving 
over the counter in Japan. 

To police the availability of sensi­
tive technology the Allen panel recom­
mends that the U.S. strengthen the 
international control regime adminis­
tered by the Paris-based Coordinat­
ing Committee on Multilateral Export 
Controls (CoCom). CoCom consists 
of the NATO countries (except Iceland) 
and Japan. It maintains a list of hun­
dreds of technologies that require re­
view to determine whether they can be 
exported to the Soviet bloc. 

The U.S., the panel says, should also 
concentrate on effective control of a 
small number of items that are gen­
uinely critical to security. The U.S. 
should not, except in some instances, 
impose unilateral controls beyond the 
ones exercised by CoCom, the panel 
says. Attempts should be made to get 
nations outside CoCom to fall in with 
its procedures; in exchange the U.S. 
would drop its reexport regulations. 
Allen also expresses concern about 
several recent moves by the Penta­
gon that tighten control of unclassified 
technical information from Defense­
funded research projects. 

In addition to criticizing Defense, 
Commerce and State, the panel says 
that U.S. export-control policy lacks 
"affirmative leadership at the high­
est level." To remedy the problem the 

panel recommends that the National 
Security Council be given a stronger 
role in patching up the interagency 
quarrels that have led to the present 
disarray. A far-reaching review by the 
National Security Council indicates 
that Allen's study is being taken seri­
ously in the Executive Branch, and 
there has been interest on Capitol Hill, 
where major trade legislation will be 
considered during the year. 

SDI Goes on the Offensive 

Two years after it was launched as 
a $26-billion research project the 

Strategic Defense Initiative (SDI) faces 
a potentially fractious Congress, op­
position from influential parts of the 
scientific and arms-control communi­
ties, and the certain end of the Reagan 
Administration. To cope with this du­
bious future Secretary of Defense Cas­
par W. Weinberger has followed the 
old football maxim that the best de­
fense is a good offense. He announced 
that the SDI might be taken out of the 
laboratory and actually deployed as a 
"phase 1 "  system in the early 1 990's. 

To meet this deadline the system 
would fore sake for the time being la­
ser and particle-beam technology. In­
stead it would employ chemical rock­
ets, some launched from satellites, that 
would intercept incoming warheads 
and destroy them on impact. The sys­
tem could not destroy all incoming 
missiles. Its existence would, however, 
ensure that missile defenses would be 
"in place and not tampered with by 
future administrations," as Attorney 
General Edwin Meese III has put it. 

A decision for early deployment 
would also mean the U.S. must aban­
don the 1 972 Anti-Ballistic Missile 
(ABM) Treaty within the next few 
years. The system would include dis­
persed ground- and space-based com­
ponents embodying conventional ABM 
technologies. Spurgeon M. Keeny, Jr., 
President of the Arms Control Associ­
ation, says early deployment would 
mean "deferring arms control progress 
for the foreseeable future." 

The idea of a defense based on rock­
et interceptors actually predates the 
SDI: The "High Frontier" organization 
of retired Air Force Lt. Gen. Daniel 
O. Graham made such a proposal in 
1 98 1 ,  and his vision may have influ­
enced President Reagan to launch the 
SDI. The High Frontier proposal was 
found lacking by most analysts, chief­
ly because its orbiting battle stations 
would be vulnerable to an attack by 
ground-launched rockets or by space 
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mines. Yet a similar idea was proposed 
again last December by the George C. 
Marshall Institute, a private research 
group based in Washington. The in­
stitute is home for some well-known 
proponents of missile defense, includ­
ing John L. Gardner, former director 
of systems for the SDI Organization; 
the new Pentagon view of early de­
ployment is based on a scheme similar 
to the Marshall Institute's proposal. 

The plan envisions a three-layered 
defense. Space-based kinetic-kill vehi­
cles-ll,OOO of them carried on sever­
al thousand small satellites-would at­
tack Soviet missiles during the boost 
and postboost phases. Ten thousand 
ERIS (Exoatmospheric Re-entry Vehi­
cle Interceptor Subsystem) intercep­
tors launched from the ground would 
tackle warheads in midcourse; ERIS, 
a descendant of the Homing Overlay 
Experiment, is considered the matur­
est of the technologies. Finally, 3,000 
HEDI (High Endoatmospheric Defense 
Interceptor) interceptors would mop 
up warheads that made it through the 
first two layers. Tracking would be 
done by 14 sensor satellites, as well as 
by ground- and air-based systems. 

The Marshall Institute contends its 
system would destroy at least 93 per­
cent of incoming warheads, more if 
progress is made on the difficult prob­
lem of distinguishing decoys from real 
warheads in midcourse. If a decision 
were made in 1987, the institute says 
that deployment of a system costing 
$121 billion could start by 1994. 

Those claims are disputed by at least 
two prominent defense analysts. Ash­
ton B. Carter of Harvard University 
thinks the scheme "glosses over the 
hard parts." The Marshall Institute's 
account of how satellites are to survive 
attack from the ground is "too vague 
to be believed," Carter says, and it ig­
nores the threat of space mines. Carter 
is also not convinced that the critical 
boost-phase layer is cost-effective at 
the margin, a criterion for deployment 
that has widespread support in Con­
gress. Richard L. Garwin of IBM's 
Thomas J. Watson Research Center 
argues that the institute's estimates of 
cost are too low and that effectiveness 
is exaggerated. Garwin points out that 
critical countermeasures, such as fast­
burn boosters carrying many decoys, 
are not considered. 

Why is the Pentagon suddenly con­
sidering early deployment of a rela­
tively simple kinetic-kill system look­
ing much like schemes already exam­
ined and rejected? The plan is certain 
to meet stiff resistance on Capitol Hill, 
where lawmakers have insisted that 
SDI funds go only to research. The an­
swer may be that SDI advocates have 
decided that the certainty of having a 
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system with deployed components­
and hence a political constituency­
within 10 years is worth any storm 
over abandoning the ABM Treaty. 

Veteran u.S.-Soviet-relations expert 
Marshall D. Shulman believes the at­
tention to near-term deployment is de­
signed to force the president to aban­
don his proposal made to the Soviet 
Union to honor the ABM Treaty for 
the next 10 years. Although the SDI 
budget has jumped from $1.4 billion 
in 1985 to $3.53 billion this year, the 
Department of Defense wanted much 
more. The prospect of even an imper­
fect shield against nuclear missiles, 
rather than just more research, might 
be politically unstoppable. 

The Irrational Stock Market 

On January 23 the Dow Jones in­
dustrial average surged ahead 64 

points and then plummeted 114, a 
more precipitous zigzag than on any 
previous day in the stock market's his­
tory. Asked by reporters to explain this 
volatility, some Wall Street watch­
ers blamed computerized selling pro­
grams, profit taking or the falling dol­
lar. Other observers decried the day's 
events as "absolutely absurd," "crazy" 
and "irrational." 

Exactly so. The market has always 
been somewhat irrational, according 
to Robert J. Shiller of Yale University. 
Based on his reading of more than 
a century's worth of economic data, 
Shiller maintains that the prices of 
stocks have often soared too high or 
sunk too low for no good economic 
reason. This conclusion flies in the 
face of one of the reigning theories of 
modern economics: the efficient-mar­
kets model. Proponents hold that the 
prices of stocks at any given moment 
reflect perfectly all publicly available 
information about their future value. 
The model gives a flattering picture of 
the investment community-at least in 
its sum-as an omniscient investor who 
instantaneously digests information 
and buys or sells stocks accordingly. 

A corollary of this view is the ran­
dom-walk theory, which posits that 
trying to find stocks that are "good 
buys" is futile; the omniscient investor 
has already bought them and pushed 
their price up. Because tomorrow's 
prices will change only with tomor­
row's news-by definition unpredict­
able-any change will be random. 

Shiller contends that if the stock 
market were truly efficient, the fluctu­
ations in prices should roughly paral­
lel fluctuations in indicators of stocks' 
true investment value. He tested this 
hypothesis with three generally ac­
cepted indicators: dividends, which 
provide income and reflect a compa-

ny's attitude toward its own future; in­
terest rates, which affect the relative 
value of stocks compared with no-risk, 
interest-bearing investments; and per 
capita consumption, which, as it rises 
or falls, encourages buying or selling 
of stocks, driving prices up or down. 

After plotting these indicators for 
the years from 1871 through 1986, 
Shiller found that during many peri­
ods-such as the Depression and the 
early 1970's-stock prices fell lower or 
rose higher than the efficient-markets 
model would predict. Writing in Sci­
ence, he concludes that "most of the 
volatility of stock market prices ap­
pears unexplained." 

Shiller suggests that the omniscient 
investor efficient-markets theorists de­
scribe may sometimes overreact to fi­
nancial news or succumb to "social 
optimism or pessimism, fashions or 
fads." An astute individual, Shiller 
says, can take advantage of this "fool­
ishness" by buying when stocks are too 
low or selling when they are too high. 
"I think an intelligent person can do 
better than random," he observes. 
Shiller does not play the market him­
self, however. "I may in the future," he 
says. "I'm not a rich man." 

Burton G. Malkiel, dean of the Yale 
School of Organization and Manage­
ment and author of A Random Walk 
Down Wall Street, disagrees. Stocks 
may indeed prove to have been priced 
too high or low, Malkiel concedes, but 
only in retrospect. 

In the early 1970's, for instance, 
when Watergate and Vietnam dom­
inated headlines, the stock market 
plunged because, Malkiel recollects, 
"people thought the world was going 
to hell in a hand basket. It turns out 
that they were wrong. But were they 
stupid? Was the market inefficiently 
priced, given what people knew then?" 
Absolutely not, Malkiel declares, and 
adds: "I defy Bob [Shiller] to tell you 
whether the market is too high or too 
low now." 

Shiller replies: "I think it's right in 
the middle." 

PHYSICAL SCIENCES 

Birth Announcements 

The 169th annual meeting of the 
American Astronomical Society 

heard reports of what may be the birth 
of a planetary system and the birth of a 
galaxy. The discovery of an entirely 
new kind of astronomical object was 
also indicated. 

"The strongest evidence yet" that 
a nearby star may be surrounded by 
a planetary or protoplanetary system 
was reported by Francesco Paresce 
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The United States is now 
more dangerously de­

pendent on foreign oil than 
at any time since 1980. A far 
more secure and reliable 
choice is electricity made in 
America from coal and nu­
clear energy. 

Because nuclear energy replaces 
foreign oil, it has become one of 
the major pillars of US. energy 
independence. 

Going back to the great energy 
crises of the 1970s, the price of 
foreign oil has resembled a giant, 
dizzying roller coaster ride. The 
availability of foreign oil has also 
dropped down and shot back up. 
And we don't even control the 
roller coaster-others do. 

Consider this ominous statis­
tic: even though prices were low 
in 1986, America still had to pay 
about $ 30 billion for foreign oil. 
That's a lot of dollars leaving this 
country, adding to an already huge 
trade deficit. 

Nuclear energy 
cuts oil imports 

Clearly, the more energy we use in 
the form of electricity from coal 
and nuclear energy, the less oil we 
have to import. 

Nuclear-generated electricity 
has already saved America over two 
billion barrels of oil, with billions 
more to be saved before the turn of 
the century. That's why it's so im­
portant for our energy self-reliance. 
©USCEA,1987. 

Nuclear energy 
vs. 

foreign oirs 
ups and downs 

More electricity 
for a growing economy 

Our economy needs plenty of new 
electrical energy to keep on grow­
ing. Almost all of that new energy 
is coming from coal and nuclear 
electric plants. 

The truth is that nuclear en­
ergy is an everyday fact of life in 
the US. It's been generating elec­
tricity here for nearly 30 years. 
Throughout the country are more 
than 100 nuclear plants, and they 
are our second largest source of 
electric power. As our economy 
grows, we'll need more of those 
plants to avoid even more depen­
dence on foreign oil. 

Safe energy 
for a secure future 

Most important, nuclear energy is a 
safe, clean way to generate electric-

ity. US. nuclear plants have a whole 
series of multiple backup safety 
systems to prevent accidents. Plus 
superthick containment buildings 
designed to protect the public even 
if something goes wrong. (It's a 
"Safety in Depth" system.) 

The simple fact is this: Ameri­
ca's energy independence depends 
in part on America's nuclear energy. 

For more information, write 
the US. Committee for Energy 
Awareness, P.o. Box 1537 (RC20), 
Ridgely, MD 21681. Please allow 
4-6 weeks for delivery. 

Information about energy 
America can count on 

u.s. COMMITTEE FOR ENERGY AWARENESS 
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and Christopher Burrows, astrophysi­
cists with the European Space Agency 
who are on assignment to the Nation­
al Aeronautics and Space Administra­
tion's Space Telescope Science Insti­
tute. The star is Beta Pictoris, a mere 
53 light-years from the solar system. 

Two years ago, by analyzing near­
infrared radiation emanating from 
Beta Pictoris, Bradford Smith and 
Richard Terrile discovered a disk of 
relatively cool matter encircling the 
star. Pressing further, Paresce and 
Burrows gathered a fuller optical im­
age of the star at the European South­
ern Observatory in La Silla, Chile. 

They found that the disk reflects 
equally all wavelengths of light from 
Beta Pictoris. This suggests that the 
disk incorporates particles more than 
one micrometer in diameter, or at least 
10 times larger than the dust that ordi­
narily wafts through interstellar space. 
Dust less than a micrometer in diame­
ter would reflect short-wavelenth, blue 
light, giving the disk a blue-gray cast. 
Burrows says the data place no upper 
limit on the size of the particles. "An 
agglomeration process may be occur­
ring," he says. "It may already have 
created planet-size bodies, but we have 
no evidence for that yet." 

What may be a galaxy in the throes 
of formation has been discovered by 
astronomers from the University of 
California at Berkeley, the Harvard­
Smithsonian Center for Astrophysics 
and the University of Arizona. With 
the National Radio Astronomy Obser­
vatory's Very Large Array and sever-

al optical telescopes the group located 
a luminous object three times the size 
of the Milky Way and about 12 billion 
light-years away, placing it among the 
most distant objects in the visible uni­
verse in both space and time. 

By analyzing light from the object, 
called 3C 326.1, the investigators de­
termined that the vast bulk of its ra­
diation-the equivalent of about 10 
billion suns-comes from a cloud of 
ionized hydrogen; a much smaller 
amount, equal to about 100 million 
suns, comes from stars. This lopsided 
ratio, the workers say, suggests that the 
cloud is a "young and/or forming gal­
axy." They note, however, that 3C 
326.1 emits the enormous amounts of 
radio energy usually associated with 
black holes. It was these powerful ra­
dio waves, in fact, that first drew the 
attention of the investigators. Most 
theorists believe black holes form only 
in the latter part of a galaxy's lifetime. 

An altogether new kind of cos­
mic structure may have been found by 
Vahe Petrosian of Stanford University 
and Roger Lynds of the National Opti­
cal Astronomy Observatories. Work­
ing at the Kitt Peak National Observa­
tory, they discovered three vast lumi­
nous arches partially encircling a large 
galaxy at the center of three separate 
galactic clusters. One arch appears 
to be broken into sections; the other 
two appear to be continuous, making 
them, the workers believe, the largest 
luminous structures ever observed. 

Petrosian and Lynds suggest that the 
arches, which emit the bluish light of 

DISK OF PARTICLES surrounds Beta Pictoris, a star S3 light-years from the earth. To 
obtain this image astronomers at the European Southern Observatory electronically sub· 

tracted an image of a "reference star" that resembles Beta Pictoris from the image of 

Beta Pictoris itself. White lines indicate where the image was condensed. False colors 
correspond to different intensities of light. The faintest light is violet; the strongest, red. 
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relatively young stars, might represent 
the edge of a shock wave traveling out­
ward from an explosion with the force 
of millions of supernovas; another the­
ory is that the arches consist of stars 
dragged outward from a galaxy by a 
powerful gravitational force, such as 
another galaxy or a black hole. Al­
though the arches are in different parts 
of the sky, they are all about five bil­
lion light-years from the earth. This 
coincidence, Petros ian offers, may in­
dicate that "these things existed until a 
particular epoch and then broke up." 
He adds: "I think we'll see others if we 
look farther away." 

Quantum Chaos? 

Tomorrow's weather, like the radio­
active decay of an atom, can only 

be described in terms of probabilities. 
Two very different factors contribute 
to the uncertainty that obscures the 
course of these events. The chaotic, or 
random, nature of such a macroscop­
ic system as the atmosphere derives 
largely from the innumerable over­
whelming effects that can result in 
the course of time from small fluctua­
tions in the variables of deterministic, 
mechanical equations. In contrast, 
a description of subatomic phenome­
na relies on probabilistic, quantum­
mechanical equations; the source of 
randomness here is an inherent limit 
on the precision with which certain 
variables can be measured. 

Do these two sources of randomness 
share a common ground? If they do 
not, a fundamental, discomforting gap 
may separate microscopic from mac­
roscopic phenomena in the structure 
of modern physics. Indeed, recent 
computer calculations by a team of 
Italian and Soviet physicists imply that 
the chaos so prevalent in the macro­
scopic world is absent in the quantum­
mechanical domain. Their work raises 
the question of how well the theory of 
quantum mechanics meshes with the 
theory of chaos; it even challenges the 
compatibility of quantum mechanics 
with the physics of the universe in gen­
eral, according to some physicists. 

Good testing grounds for observing 
how the two theories fit together (or do 
not) are "semiclassical" systems: inter­
actions of particles and fields that can 
be treated both classically and quan­
tum mechanically. One such system, 
the ionization of a highly excited hy­
drogen atom by microwaves, has been 
analyzed by Giulio Casati of the Uni­
versity of Milan, Boris V. Chirikov 
and Dima L. Shepelyansky of the In­
stitute of Nuclear Physics in Novosi­
birsk, and Italo Guarneri of the Uni­
versity of Pavia. It is generally accept­
ed that a hydrogen atom normally 
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DATA STORAGE 
{·M:GA 

BERNOULLI BOX 
For PC/XT/AT and most 
compatibles 
10 meg (single) .......... $1199 
20 meg (single) ........... 1599 
20 meg (10 + 10) ......... 1799 
40 meg (20 + 20) ..... , ... 2299 

Prices include non-boot interface 
IOMEGA Bernoulli cartridge 
10 meg-1 pak ............. 52 
10 meg-3 pak ............ 149 
20 meg-1 pak ...... . , .. CALL 

20 meg-3 pak . . .. .. .. . . CALL 
Dysan-Bernou/li Cartridges 
10 meg-1 pak ............. 45 
10 meg-3 pak ............ 130 
20 meg-1 pak ... .. . . . .. CALL 
20 meg-3 pak . .. . .. . .. . CALL 
BB HEAD CLEANING KIT . . .. 59 

HARD DRIVE CARDS 
Western Digital 10 MB .... , . $299 
Western Digital 20 MB .. , .... 489 
Plus Development 20 MB . .. CALL 
Western Digital 30 MB .. . .. CALL 

MUI.TI FUNCTION BOARDS 
AST 
Six pack + with 64K .. , .... $159 
Six pack + with 384K , , .... , 225 
Six pack premium with 512K .. 235 
Preview .......... , , .... , . 189 
Rampage PC ............. 310 
Rampage AT .... , ......... 465 

GENERIC 
Multi-function Board 
(clock & calendar, 2 ser, 1 par) 

OK . •  , . . . • . . . . . • . . . .  , ... 99 
384K ........ , ......... 175 

INTEL ABOVEBOARD 
All products . . , .......... CALL 

ORCHID TECHNOLOGY 
All products . . , .......... CALL 
Generic Compatibles of most of the 
above, ..... . .. . " ..... CALL 

HARD DRIVES 
SEAGATE 
Internal Hard Disk Subsystems 

20 Megabyte . ... ..... . . .. $399 
30 Megabyte V2 Heigr,t ....... 465 
Each system includes: 
• Seagate Drive • Controller 
• Documentation • 2 Cables 
• 1 yr limited warranty 
• For use in IBM PC, X T, AT&T. most 

compatibles 

40 MGB Drive (only) for AT .... 699 
80 MGB Drive (only) for AT ... 1099 

TAPE BACKUPS 
Western Digital 60 meg . ..... CALL 
Archive 60 meg . . . . , ...... CALL 
Tallgrass 20 meg .... .... . . . CALL 

MODEMS 

Model 
1200 

HAYES Internal 
(including software) 
1200B 1200 Baud .......... $349 
2400B 2400 Baud .... , . , ... , 510 

HAYES External 
(no software included) 
1200 1200 Baud ............ 380 
2400 2400 Baud ... , ... , .... 579 

OTHER MODEMS 
Internal (including software) 
Practical Peripherals 1200B .... 125 
Novation 1200B ............. 125 
Multitech 2400B ............. 209 

EPSON 
$360 

FX86 e 

Epson's FX-S6e is the industry's stan­

dard DOT MATRIX PRINTER. Features 

include SK buffer, NLQ, 321160 cps. 

OTHER EPSON PRINTERS 
FX 86E (New)200 CPS ....... $360 
FX 286E wide carriage (New) ... 499 
LX 86 120 CPS .............. 199 
EX 800 300 CPS ........ , ... 430 
EX 1000 300 CPS ........... 599 
LQ 800 NLQ (Parallel) ......... 455 
LQ 1000 NLQ (Parallel) ........ 650 
LQ 2500 NLQ 324 CPS, ..... 1050 
CR 420i NLQ 420 CPS ........ 699 

PRINT BUFFERS 
PRACTICAL PERIPHERALS 
64K parallel or serial .... , .... $129 
256K parallel or serial ......... 159 

HANZON 
64K universal ............... 250 
64K memory expansion ........ 56 

QUA DRAM 
Microfazers .. . .. . . . . . . .. .. CALL 

MONITORS 
SAKATA 
SG 2000 green composite ..... $95 
SA 1000 amber composite ..... 105 
SC 200 RGB color ...... , .... 275 
EGA ............. , .... , .. 439 

NEC 
Multisync . , ................ 575 

AMDEK 
External (no software included) 300A amber composite ....... 130 

Huge Discounts on 
TOSHIBA NEe 
OI(mTA XEROX I Diablo' 

EPSON RX·100+ $225 
100 CPS Dot Matrix 

As above wi NLQ version $280 

SPECIAL PURCHASE! 
Diablo 0-36 Daisywheel 35 CPS 

Mfr, Sugg, Ret. $1495 
Elek·Tek Price $450 

TRIPPI.ITE & PERMA POWER 
POWER PROTECTION 

Surge protector strips 
PermaPower 6 outlet ........ $28 
Isobar4-6 4 outlet. ........... 42 
Isobar8-15 8 outlet ...... , .. , .50 

Line conditioners/stabilizers 
TL1200 4 out 1200W ........ 135 
TL1800 6 out 1800W .. , ... , . 199 

Command consoles 
TLCC1812 command console . , 95 
PermaRS562 Power Commander65 

Standby power systems 
TLBC450 450 watt system .... 360 
BC675 675 watt system ...... 535 
TLBC1000 1000 watt system ... 850 

SAFE400VA 400 volt system ... 350 
SAFE1200VA 1200 volt system , 899 
SAFE1200AVA 1200 volt system1050 

DATA SWITCH BOXES 
SES25 
SES36 
SES-3P25 
SES-3P36 

25 Pin A-B 2 pos ... $35 
36 Pin A-B 2 pos. , .. 40 
25 Pin ABC 3 pos .... 40 
36 Pin ABC 3 pos .... 45 

VIDEO BOARDS 
US. Robotics 1200 baud. , , ... 199 310A ( T TL) Amber ........... 150 Hercules graphics PLUS . . . . .  CALL 

CHIPS US. Robotics 2400 baud ...... 399 410A, 410G, 410W . , ........ CALL Hercules graphics .......... $188 

$135 Practical Peripherals 1200 baud. 145 600C RGB color .. , " • . . . . . .  390 
Generic compatible ... , ....... 80 64K ram (150 or 200 NS) . . . . Novation 1200 baud ........ , . 175 722C ....... , ... , ......... 488 
H I I 59 128K ram 300 ercu es co or .............. 1 

Samsung 256K 'RAM '
1

'SO NS·.·. 260 PRINCETON Generic compatible .. , ........ 80 

Major Brand 256K 1201150 NS.29o HX9 9" RGB .... , .......... 425 Vega Deluxe, ........... , .. 369 
NEC V-20 or V-30 . . . , , ..... 1200 HX12 12" RGB ..... , ........ 449 Quadram EGA .............. 375 
Intel 8087 math chip . . .. .. . CALL HX12E 12" EGA ............. 535 Generic EGA V2 card ......... 230 
Intel 80287 math chip ... . . . CALL MAX12 12" amber ..... , ..... 175 NEC GB1 EGA Card .......... 410 

HUGE SAVINGS ON DISKETTES Call for Quantily pricing for 10 boxes or more 3M DATA CARTRIDGES 
('Packed in flip n' file) 

OO#''' ("unformatted) 
31f2" SSOO 14.00 
31f2" OSOO 20.00 
51f," SSOO 13.00 
51f." OSOO 18.00 

5%" SSOO96TPI 20.00 
51f," OSOO96TPI 22.00 

51f." OSOOHO (for IBM AT) CALL 
8" SSOO** 19.00 
8" OSOO** 23.00 
• 

",ay.e\\ �" 
14.00 14.00* 
20.00 20.00 

8.00 8.50 
10.00 10.00 
18.00 17.00 
22.00 22.00 
24.00 23.00 
21.00 20.00 
24.00 23.00 

�� 
-
-
-

9.00 
-
-

17.00 
-
-

-- -

��' S° �� 3M 1 10 
14.00 - DC100A $13.50 $13.00 
20.00 - DC300A 17.50 17.00 

- 7.00 DC300XL 20.50 20.00 
- 9.00 DC300XLlP 21.50 21.00 
- - DC600A 23.00 22.50 
- - DC1000 14.50 14.00 
- - DC2000 19.00 18.50 
- -
- -

25 
$12.00 

16.00 
19.00 
20.00 
21.50 
13.50 
18.00 
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ionizes whenever the atom's one elec­
tron absorbs a single photon whose en­
ergy is greater than a certain threshold. 
What drew the attention of the investi­
gators was experimental evidence that 
ionization could take place at frequen­
cies, or energies, muc� below the sin­
gle-photon ionization threshold. 

As the workers report in Physical 
Review Letters, the problem can be ap­
proached classically by analyzing the 
ionization as a chaotic process. Alter­
natively, the problem can be stated 
in quantum-mechanical terms. The in­
vestigators implemented both theoret­
ical approaches and discovered that 
under certain conditions both indeed 
yielded a large probability of ioniza­
tion at frequencies below the single­
photon threshold. In the quantum-me­
chanical treatment, however, the prob­
ability of ionization drops abruptly 
to zero at a frequency (still below the 
single-photon threshold) at which the 
classical probability remains greater 
than zero. 

These results, as Joseph Ford of 
the Georgia Institute of Technology 
points out in Nature, are interesting on 
three counts. First, they theoretically 
verify that ionization can occur below 
the single-photon threshold. In fact, 
the calculations of Casati and his col­
leagues show that under suitable con­
ditions this type of ionization is much 
more likely to take place than the sin­
gle-photon ionizati(ln. Ford speculates 
that such an effect, if it actually exists, 
could be applied to improve the effi­
ciency of electronic devices that cur­
rently rely on the single-photon effect. 

Second, the range of freq uencies in 
which the classical electron can ionize 
but the quantum electron cannot pro­
vides an opportunity to test the valid­
ity of the two theoretical approaches. 
If precise laboratory measurements in­
dicate that ionization can occur within 
this range, then quantum-mechanical 
equations may have to be revised. Fi­
nally, the system adds another para­
dox to the already paradoxical sub­
atomic world: an electron can be de­
scribed as being either chaotic or 
nonchaotic, depending on whether one 
views the system classically or quan­
tum mechanically. 

Other physicists agree with Ford 
that the first two points should be set­
tled by subjecting the theoretical pre­
diction to empirical observation; the 
paradox, they argue, could be resolved 
by merely clarifying semantics. Nor­
man H. Packard of the University of 
Illinois at Urbana-Champaign points 
out that the classical definition of 
chaos has to do with the way a system 
evolves in time; he notes, however, 
that "time evolution is impossible to 
follow through quantum-mechanical 
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measurements." Although the time­
dependent equations that describe a 
quantum-mechanical system are well 
defined, the corresponding physical 
state of the system is not; the equations 
define the system as essentially a su­
perimposition of all possible physi­
cal states. What is probed when one 
makes a measurement of a quantum­
mechanical system is one of the many 
possible states that has fortuitously 
frozen into reality. 

Ford, however, maintains that the 
paradox is irreconcilable. If experi­
mental evidence confirms his opinion, 
he foresees that the quantum-mechan­
ical view may have to be rejected in fa­
vor of a universal theory of chaos. 

Superconductors Heat Up 

Areport in a German physics jour­
nal has triggered a cascade of 

advances in superconductors, materi­
als that at very low temperatures car­
ry electricity with no resistance. For 
more than a decade investigators have 
searched in vain for materials that 
superconduct at temperatures above 
a chilly 23 degrees Kelvin (-250 de­
grees Celsius). Now they have found 
superconductors that work at tem­
peratures more than twice that high, 
and they are approaching a goal that a 
year ago seemed unattainable: super­
conducting at 77 degrees K, the boil­
ing point of nitrogen. 

"That's the holy grail right now," 
Robert C. Dynes of the AT&T Bell 
Laboratories in Murray Hill, N.J., ob­
serves. Achievement of this goal, re­
searchers say, could reduce by orders 
of magnitude the cost of power gener­
ators and transmission lines, magneti­
cally propelled trains, particle acceler­
ators and other technologies. 

The breakthrough came last Oc­
tober when K. A. MUller and J. G. 
Bednorz of the IBM Zurich Research 
Laboratory reported in Zeitschri/t /iir 
Physik that a mixture of lanthanum, 
barium and copper oxide began to lose 
resistance to electricity at 30 degrees 
K Most workers had focused on al­
loys of two metals, such as niobium­
germanium, the previous record hold­
er among high-temperature supercon­
ductors. Asked why he turned just 
over a year ago to metal oxides, which 
had been thought to be unpromising, 
MUller recalls: "I convinced myself we 
needed a new concept." 

Neither MUller nor any other inves­
tigator has determined exactly why the 
new materials superconduct at such 
high temperatures. In a paper in Phys­
ical Review Letters the AT&T work­
ers speculate that "ordinary electron­
phonon interaction" is responsible. 
Phonons are thermal vibrations in 

the crystal lattice of a material that, 
when they are strongly coupled with 
electrons at low temperatures, can in­
duce superconductivity. Paul C. W. 
Chu of the University of Houston, 
however, suggests that "a whole new 
physics may be involved." 

The IBM paper inspired activity at 
laboratories around the world. Within 
weeks Chu and his colleagues discov­
ered that under high pressure the mix­
ture could superconduct at over 40 de­
grees K Investigators at Bell Labora­
tories reported that a mixture in which 
barium was replaced with strontium, 
which has a smaller atomic radius, 
would superconduct at 37.5 degrees 
under normal atmospheric pressure. 
Other organizations reporting similar 
results include the Institute of Phys­
ics of the Chinese Academy of Scien­
ces, the Tokyo Institute of Technolo­
gy, the University of Alabama and the 
Argonne National Laboratory. 

Workers in the field caution that 
equating a sharp drop in resistance 
with superconductivity can lead to ex­
aggerated reports, such as an early one 
from China (since retracted) of su­
perconducting at 70 degrees K The 
problem, MUller explains, is that a 
substance may abruptly lose much of 
its resistance at one temperature but 
may not truly superconduct until it is 
cooled another 10 degrees or more. 
A more reliable sign of superconduc­
tivity is the Meissner effect: when a 
substance superconducts, it cannot be 
magnetized by an externally applied 
magnetic field. Chu says the Meissner­
effect test is difficult to carry out with 
pressurized samples; he relied on resis­
tance tests to confirm his recent find­
ing that a barium mixture supercon­
ducts under pressure at 52.2 degrees. 

Nevertheless, Chu says, recent ad­
vances "raise hope" that liq uid helium, 
which boils at four degrees K and is 
now the only superconductor cool­
ant in use, might be replaced with ni­
trogen, which constitutes about three­
fourths of the earth's atmosphere. 
Helium could be replaced now with 
liq uid hydrogen (boiling point, 20.3 
degrees K) and neon (boiling point, 
27.1 degrees K), but hydrogen is com­
bustible and considered unsafe, and 
neon is expensive. Nitrogen, with the 
next-coldest boiling point, is safe and 
cheap; it costs about as much as milk, 
whereas liquid helium costs as much 
as a fine brandy. With its high boiling 
point, nitrogen also evaporates more 
slowly than helium, hydrogen or neon. 

Dynes estimates that a cooling sys­
tem based on nitrogen could be from 
100 to 10,000 times cheaper than a 
helium-based system. He notes, how­
ever, that finding a material that can 
superconduct above 77 degrees K will 
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not be enough. The metal oxides being 
tested now are "very brittle," he notes, 
and more extensive research would 
be needed to make them suitable for 
transmission lines and magnets. MUl­
ler says substitution of other oxides for 
copper oxide and other metals for lan­
thanum, barium and strontium should 
result in steady improvement. 

BIOLOGY 

Political Animals 

The red wolf vanished from the for­
ests of America some 10 years ago, 

a victim of the destruction of its habi­
tats and of crossbreeding with coyotes. 
Fortunately the u.s. Department of 
the Interior's Fish and Wildlife Service 
had caught a few individuals and bred 
them in captivity. This spring, in what 
will be the first time that a species ex­
tinct in the wild is reintroduced into 
natural habitats, the service will re­
lease three pairs of red wolves in the 
Alligator River National Wildlife Ref­
uge in North Carolina. 

Although the red wolf's prospects 
have brightened, the future of the Fed­
eral legislation funding its recovery, 
the Endangered Species Act, is uncer­
tain. Passed in 1973, the statute pro­
tects endangered species-animals and 
plants in the U.S. and elsewhere­
against hunting, trading and any other 
activities that might harm them or 
their habitats. The act also charged the 
Fish and Wildlife Service and, to a 
lesser extent, the Department of Com­
merce with helping species to recover. 

The act's official term expired in 
1985. Congress has given it a tempo­
rary extension, but it remains in leg­
islative limbo. Even if Congress for­
mally reauthorizes the act this year 
(an attempt last year having failed), 
some observers worry that it will not 
receive critically needed increases in 
funding. For more than 10 years the 
annual budget for endangered-species 
programs has remained roughly con­
stant: the Fish and Wildlife Service has 
been allocated about $25 million and 
the Commerce Department's National 
Marine Fisheries Service about $5 mil­
lion. The consequent erosion in spend­
ing power, according to Michael J. 
Bean of the Environmental Defense 
Fund, has reduced the act's role to 
slowing the decline of species rather 
than spurring their recovery. 

There are some success stories. In 
recent years the numbers of peregrine 
falcons, bald eagles, brown pelicans, 
alligators and grizzly bears, among 
other species, have increased in certain 
regions. Bean points out, however, that 
none of these animals has recovered 

fully enough to be taken off the list of 
endangered species. In the entire term 
of the act only three species, all birds 
native to small islands in the Pacific 
Ocean, have earned that distinction. 

That leaves 928 species listed as 
of early this year: 314 mammals, 223 
birds, 142 plants, 100 reptiles, 81 fish­
es, 25 clams, 16 amphibians, 13 in­
sects, nine snails and five crustaceans. 
J. Scott Feierabend of the National 
Wildlife Federation notes that the Fish 
and Wildlife Service has developed 
recovery plans for many species but 
lacks the resources to carry them out. 
"The whole point of the act," Feier­
abend says, "is to get plants and ani­
mals off the list." 

Getting on the list is also difficult. 
There are about 4,000 candidates for 
listing, according to David C. Klinger 
of the Fish and Wildlife Service. Be­
fore a species-nominated for the list 
by scientists, environmental groups or 
the Fish and Wildlife Service itself-is 
deemed officially endangered, the ser­
vice conducts an analysis that Kling­
er calls "inherently conservative." By 
the time a species is listed it may be 
too late: the Wyoming toad, listed in 
1984, is now thought to be extinct; so 
are Henslow's sparrow and the Guam 

bridled white-eye, also recently listed. 
Conservationists would also like 

better protection of species outside the 
U. S. The act prohibits the importation 
of products, such as fur coats, made 
from endangered species; moreover, it 
authorizes the Commerce Department 
to help other countries protect desig­
nated species. "The first provision," 
Feierabend says, "is limited by its na­
ture; the second is limited by lack of 
funds." Four years ago the Govern­
ment further weakened protection of 
nonindigenous species when lawyers 
of the Department of the Interior ruled 
that U. S. agencies-such as the Depart­
ment of Defense or the Agency for In­
ternational Development-involved in 
construction projects overseas were 
not required to ask the Fish and Wild­
life Service about the potential impact 
on local wildlife. 

Indeed, the act has not received 
much support from the Reagan Ad­
ministration. Almost every year the 
White House budget proposes cuts 
in funding for the act; the recently 
released 1988 budget recommend­
ed a cut of almost 20 percent in the 
Fish and Wildlife Service's programs. 
Congress usually restores the funds, 
but its support is by no means unani-

RED WOLF, one of more than 900 species legally protected by the Endangered Species 
Act, survives now only in captivity. Six wolves will soon be reintroduced into the wild. 
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mous. Last year the House of Repre­
sentatives voted to reauthorize the act; 
in the Senate, however, a few members 
insisted that the act be amended to al­
low activities in their states, including 
a dam project in Texas that could wipe 
out the Concho water snake and strip­
mining in Alabama that threatens the 
flattened musk turtle. When the sena­
tors failed to geUhe amendments, they 
blocked reauthorization. This spring, 
as red wolves take their first steps back 
into the wilderness, the 100th Con­
gress is expected to hold hearings on 
reauthorization of the act. 

Ingrained Genes 

Genetic engineering has scored sev­
eral recent successes in plants, 

such as petunias bearing an added 
gene that enables them to tolerate a 
weed killer, and tobacco plants en­
dowed with genetically engineered im­
munity to a specific disease. Yet the 
most important food plants have re­
sisted genetic manipulation, which in 
theory could increase their yield, nu­
tritive value and hardiness. 

A taxonomic boundary defines the 
problem: the plants for which suc­
cessful methods of gene transfer have 
been devised are dicots, one subclass 
of flowering plants. Cereals, which in 
much of the world are the staple crops, 
all belong to the other subclass, the 
monocots. Work at a number of labo­
ratories suggests that the taxonomic 
restriction can be bypassed: there are 
early signs that techniques for produc­
ing a genetically altered plant can also 
succeed in agriculturally important 
monocots. 

In one of the current approaches 
protoplasts-plant cells from which 
the tough cell wall has been enzymati­
cally digested away-are stimulated to 
take up foreign DNA in the test tube. 
A complete, genetically transformed 
plant can then be regenerated from the 
protoplast. For reasons that are not 
fully understood, efforts to regenerate 
monocots from protoplasts had gener­
ally failed. Now, according to an arti­
cle in Science, groups in England and 
Japan have shown that rice plants can 
be grown from protoplasts-a result 
that should open the way to genetic 
manipulation in that grain. 

The second approach to plant genet� 
ic engineering is founded on the pe­
culiar talents of Agrobacterium tume­
jaciens, the soil bacterium that is the 
cause of crown gall disease. As it in­
fects a plant Agrobacterium transfers a 
length of its own DNA (T-DNA) into 
the cells of its host. The T-DNA is 
incorporated into the plant's chromo­
somes and the genes it carries are ex­
pressed, inducing the formation of a 
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crown gall. One can exploit this nat­
ural feat of genetic engineering by 
splicing a foreign gene into the Agro­
bacterium 's T-DNA. The passenger 
gene is then incorporated into the 
plant's chromosomes, yielding trans­
formed cells from which a complete 
plant can be regenerated. Only dicots 
are susceptible to crown gall disease, 
and so it was thought Agrobacterium 
could not transfer DNA to cereals. 

By devising a sensitive test for T­
DNA transfer, Nigel Grimsley, Thom­
as Hohn and Barbara Hohn of the 
Friedrich Miescher Institute in Basel 
and Jeffrey W. Davies of the John 
Innes Institute in Norwich, England, 
have shown otherwise. Into the T­
DNA of Agrobacterium the workers in­
serted multiple copies of the DNA 
from a plant pathogen, maize streak 
virus (MSV). The group inoculated 
maize plants with the altered bacteri­
um. Within two weeks, the investiga­
tors report in Nature, yellow streaks on 
the leaves testified to widespread MSV 
infection. Because naked DNA from 
the virus cannot infect maize cells on 
its own, T-DNA transfer must have 
taken place, carrying the viral DNA 
into the maize cells. 

The demonstration that Agrobacte­
rium can transfer DNA to maize is 
only a first step toward making the 
bacterium a vehicle for genetic engi­
neering in monocots. The investigators 
do not know, for example, whether the 
transferred DNA was integrated (as it 
is in a dicot) into the maize chromo­
somes-a necessary step if a plant is to 
be given a new heritable trait. 

Workers at the Max Planck Institute 
for Plant Breeding Research in Co­
logne have accomplished just such 
integration in rye, another monocot, 
by devising an entirely new approach 
to plant genetic engineering. They de­
scribe their strategy in Nature. In col­
laboration with other colleagues, one 
of the workers, Alicia de la Pena, had 
found that two weeks before the pre­
cursor cells of pollen begin their final 
series of cell divisions in male rye 
plants they become singularly per­
meable to certain foreign molecules. 
Hoping the cells might take up even a 
molecule as large as DNA, de la Pena, 
Horst Lorz and Josef Schell tested a 
plasmid (a circular DNA molecule) 
that included a gene conferring resis­
tance to kanamycin, an antibiotic that 
is also lethal to plant cells. They inject­
ed the plasmid into the young floral 
shoots of rye plants. 

When the floral shoots matured, the 
investigators cross-pollinated the in­
jected plants. If the injected DNA had 
transformed any of the germ cells, the 
group reasoned, at least a few seeds 
resulting from the cross-pollination 

might sprout into kanamycin-resistant 
plants. To test for kanamycin resis­
tance de la Pena and her colleagues 
germinated more than 3,000 seeds on a 
medium containing the antibiotic. Sev­
en seedlings survived. Tests for the en­
zyme encoded by the kanamycin-resis­
tance gene and for the foreign DNA 
itself indicated that in two cases the 
resistance did indeed signal a geneti­
cally transformed plant. 

The Max Planck workers point out 
that germ cells in other cereals develop 
much as they do in rye. They predict 
that their simple technique of direct­
ly injecting foreign DNA into plants 
at the appropriate stage of floral de­
velopment will also succeed in oth­
er grains. With their work and that of 
other groups the promise of plant ge­
netic engineering comes a step closer 
to reality. 

Bringing Up Baby 

F rom little eggs mighty dinosaurs 
grew-or did they? Brontosaurs, 

which at more than 25 tons were 
among the largest of all dinosaurs, did 
not hatch from football-size eggs as 
some other dinosaurs did; they entered 
the world viviparously, as big as a 
full-grown pig, according to Robert 
T. Bakker of the University of Colo­
rado at Boulder. Bakker, who has 
proposed that dinosaurs were warm­
blooded, thinks brontosaur mothers 
may have nurtured their single strap­
ping newborns instead of leaving them 
to fend for themselves, as reptiles do 
their hatchlings. 

In support of his hypothesis, Bakker 
points out that the largest dinosaur 
eggs known are only about eight inch­
es in diameter; beyond that size the 
shells would have been too thick to 
break or to allow oxygen in the air to 
pass through to the embryo. The mor­
tality rate of tiny, unattended dino­
saurs hatched from a large group of 
eggs would probably have been high, 
and indeed paleontologists have found 
mass graves of hatchlings from such 
species as the duckbill and the finback. 
But there is no fossil record of bronto­
saur hatchlings; the smallest clearly 
identified infant brontosaur skeletons 
were from animals that would have 
weighed about 300 pounds. 

Female brontosaurs had birth ca­
nals that could easily accommodate a 
fetus this size; Bakker notes that the 
pelvic cavity of fossilized females was 
nearly wide enough "to drive a Volks­
wagen bug through. " He believes a rel­
atively long gestation period followed 
by the birth of a single baby rather 
than a large brood would have led to 
"high parental investment." For this 
reason, he suggests, brontosaur moth-
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ers would have been likely to tend 
their young rather than abandoning 
them. Brontosaur "trackways" found 
in Texas and Colorado, which show 
mingled small and large footprints, 
and the lack of isolated footprints of 
juvenile brontosaurs, offer further evi­
dence of a close relation between off­
spring and parents, Bakker says. 

Other scholars are not entirely con­
vinced. Walter P. Coombs of Western 
New England College observes that 
the fact that juvenile and ad ult bronto­
saurs traveled together does not mean 
mothers and infants had a close re­
lationship. Coombs believes Bakker's 
live-birth thesis needs "smoking-gun 
evidence": a fossil of a female bronto­
saur with a large fetus inside would do. 

Bakker replies that such evidence 
may exist. In 1901 the remains of a di­
nosaur chat would have weighed about 
150 pounds were found scattered 
among the bones of an adult bronto­
saur. At the time, paleontologists cate­
gorized the small fossil as a dinosaur 
of another species, an elosaurus, but 
Bakker argues that it may have been 
an embryo carried inside the adult. 
Bakker, whose theories are propound­
ed in a new book, The Dinosaur Her-

esies, agrees with Coombs that his case 
for live birth is a tentative one. Yet he 
is confident that evidence for it will 
turn up, since brontosaur fossils are 
found every year. 

Might other large dinosaur species, 
the Tyrannosaurus rex, for example, 
also have given live birth? Probably 
not, Bakker says. Unlike the bronto­
saur, T. rex had a tiny birth canal; 
moreover, the species was apparently 
closely related to birds. "I suspect," 
Bakker muses, "that the guy had a bird 
style of reproduction." 

Sopranos of the Skies 

The effect of a whiff of helium on 
the pitch of the human voice is fa­

miliar: basso profundos become reedy 
tenors. Songbirds breathing helium, on 
the other hand, seem to a naive listener 
to be only slightly affected; the most 
audible difference in their chirps is not 
a rise in pitch but a drop in volume. 
This observation, which was made in 
experiments more than 20 years ago, 
has contributed to a belief among orni­
thologists that the physiological mech­
anisms shaping bird song are far sim­
pler than the mechanisms from which 

COMMODIOUS PELVIC CAVITY of the female brontosaur suggests that she may have 
given birth to single fetuses weighing perhaps 300 pounds rather than laying small eggs. 
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human phonation springs. Investiga­
tors thought birds merely vibrate their 
syrinx, the vocal organ, and do not 
modify this basic "source sound" by 
altering the shape of the vocal tract, as 
human beings do. 

Stephen Nowicki of Rockefeller 
University challenges that view. With 
acoustic analyzers more sensitive than 
those available to earlier investigators, 
he discovered that when chickadees, 
sparrows and other birds sing in heli­
um, high-frequency overtones emerge 
that are difficult for the casual listen­
er-and for less sensitive instruments­
to detect. Nowicki's discovery, report­
ed in Nature, suggests that, contrary 
to what has been thought, songbirds 
are in fact much like miniature opera 
singers, working hard to shape every 
utterance. 

When a soprano sings a high C, 
her vocal cords actually produce a 
broad band of frequencies. The sopra­
no, however, manipulates her vocal 
tract-which includes the trachea, lar­
ynx, throat and mouth-so that it reso­
nates at the same frequency as high C 
and thereby amplifies it; at the same 
time the vocal tract acts as a filter, ab­
sorbing other tones. 

If the soprano inhales helium, her 
voice seems to rise in pitch not because 
her vocal cords vibrate faster in the 
less dense atmosphere (they do, but 
only slightly); rather, because sound 
travels almost twice as fast through 
helium as it does through nitrogen, the 
acoustic properties of the vocal tract 
change so that it resonates with and 
amplifies higher-frequency tones. 

Nowicki's discovery of the high-fre­
quency overtones suggests that, like 
the soprano's high C, each apparently 
pure utterance of a songbird's syrinx 
actually includes several tones; birds 
emphasize one tone in preference to 
others by extending or shortening the 
trachea, by constricting the larynx or 
by flaring the throat or beak. 

There are significant differences, 
Nowicki notes, between the vocal 
physiology of songbirds and that of 
humans. Most notably, the syrinx, un­
like human vocal cords, has two parts 
that can simultaneously produce two 
distinct sounds. Nevertheless, Nowicki 
says, his helium experiments show that 
because the sounds of both songbirds 
and human beings arise from a "com­
plex, coordinated ballet of muscle ac­
tivity," they are more alike than had 
been thought. 

Nowicki points out that he under­
took his experiments at the urging of 
Peter Marler, who heads bird studies 
at Rockefeller's Millbrook field sta­
tion and is a pioneer in the field. It was 
a graduate student of Marler's who, in 
1966, first recorded the songs of birds 
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in helium and was unable to discern 
the overtones hidden in their tunes. 

MEDICINE 

''A Pothole System " 

I n a  major assessment of the state of 
national health the Reagan Admin­

istration has declared that "substantial 
progress" has been made toward 226 
national goals established at the end 
of the Carter Administration. Like its 
predecessor, the Reagan Administra­
tion has committed itself to achiev­
ing the goals by 1 990. The implication 
that all-or at least much-is well on 
the health-care scene was disputed on 
Capitol Hill. There a Senate commit­
tee heard that health care in the U. S. is 
"a pothole system because it damages 
our people and shatters their lives." 

The Administration report, issued 
by the Department of Health and Hu­
man Services, is titled The 1990 Health 
Objectives for the Nation: A Midcourse 
Review. The report foresees success 
in achieving 1 1 0 of the 226 goals. They 
include better control of high blood 
pressure, less morbidity from cardio­
vascular disease, the prevention of un­
intentional injuries, a reduction in the 
proportion of adult smokers, lower al­
cohol consumption and less cirrhosis, 
and a reduced death rate from auto­
mobile accidents. A major goal that 
seems unlikely to be reached is an in­
fant mortality rate of no more than 
nine deaths per 1,000 live births. Other 
goals that are apparently out of reach 
are a lowered rate of teen-age preg­
nancy, a reduction in the rate of sexu­
ally transmitted disease and notably 
increased public participation in nutri­
tion, fitness and exercise. 

It would be difficult to attribute 
such gains as have been made to par­
ticipation in the health-care system; 
some are clearly the result of "buck­
ling up" and other preventive meas­
ures. Furthermore, there are strong as­
sertions that the health-care system is 
deteriorating. In hearings held by the 
Senate Labor and Human Resources 
Committee, Joseph A. Califano, Jr. , 
who was Secretary of Health, Educa­
tion, and Welfare in the Carter Ad­
ministration, cited the "unprecedent­
ed" fact that "fewer people than ever 
are covered by [health] insurance." 
The explanation, he said, is the rise in 
service-industry jobs that provide little 
or no health insurance. This is one rea­
son for the "pothole system" in health 
care, he said. 

Robert M. Ball of the Center for the 
Study of Social Policy cited anoth­
er reason, telling the committee that 
Medicaid and Medicare are ina de-

quate. Medicaid, he said, "is available 
to less than 50 percent of the popula­
tion living below the rock-bottom lev­
el of officially defined poverty," which 
in 1 985 was $10,989 per year for a 
family of four. Medicare, he added, 
"now pays only a little more than 40 
percent of the total health-care costs 
of the elderly," who "are paying as 
much today as they were before Medi­
care first came in." 

The people who fall through such 
cracks in the health-care system-the 
poor, the elderly and the uninsured or 
underinsured-wind up in public hos­
pitals, according to some students of 
the system. One such hospital, the San­
ta Clara Valley Medical Center, has 
seen admissions rise 61 percent since 
1983. Robert Sillen, the executive di­
rector of the hospital, considers the 
phenomenon symptomatic of a na­
tionwide problem. "We are on the bor­
derline of a health-care crisis," he said. 
"In the next two years or so, people 
will start asking how we, the richest so­
ciety in the history of the world, can 
treat the most vulnerable segments of 
our population in a totally unaccept­
able manner." 

Arnold S. Reiman, editor of The 
New England Journal of Medicine, has 
similar views. "It is a paradox of 
health care in the U.S. ," he said, "that 
even as it is becoming ever more so­
phisticated, it is also becoming ever 
more inequitable." 

Breast Cancer: neu Clue 

Breast cancer patients whose tumor 
cells contain extra copies of a par­

ticular oncogene, or cancer gene, ap­
pear to have a dimmer prognosis than 
other patients, according to a group 
of investigators from the University of 
California at Los Angeles School of 
Medicine and the University of Texas 
Health Science Center at San Antonio. 
The news is not all bad. The discovery 
may provide a new way to identify 
patients who need the most intensive 
treatment, and it may also help to elu­
cidate how the disease develops. 

Dennis J. Siamon of the u.c.L.A. 
School of Medicine and his colleagues 
became interested in the oncogene, 
HER-2/ neu, after other investigators 
reported that it is amplified in about 
10 percent of the cell lines derived 
from human breast cancers. Work by 
another group at U.c.L.A. alerted 
Siamon to the potential role of gene 
amplification as a guide to prognosis; 
those colleagues found a correlation 
between extra copies of the oncogene 
N-myc and reduced survival time in 
children suffering from neuroblasto­
ma, a rare nerve-cell cancer. 

By examining tissue from 103 pri-

mary breast cancers, Slamon's group 
first found that patients whose disease 
had spread to three or more axillary, 
or armpit, lymph nodes were the most 
likely to have amplified HER-2/neu 
genes in their tumor cells. Because dis­
ease in the nodes is currently the most 
potent clinical indicator of relapse and 
survival times, the workers concluded 
that HER-2/neu might well serve as a 
a strong predictor of future health. 

The investigators found a direct cor­
relation between degree of amplifica­
tion and prognosis in a separate group 
of 86 patients whose cancer involved 
the lymph nodes: the greater the num­
ber of HER-2/neu copies, the shorter 
the time to relapse and the shorter the 
survival time, particularly for individ­
uals whose cells had more than five 
copies of the gene. 

Slamon and his colleagues are now 
studying the link between HER-2/neu 
amplification and prognosis in breast 
cancer patients whose lymph nodes 
are free of disease. They reason that 
individuals who have cancer in the 
lymph nodes (women with relatively 
more advanced disease) undergo radi­
ation therapy or chemotherapy rou­
tinely after the initial tumor is re­
moved; the new prognostic informa­
tion provided by gene amplification 
might not significantly alter the treat­
ment of such patients. In contrast, in­
dividuals with "clean" lymph nodes 
are generally assumed to have a good 
chance of avoiding a cancer recur­
rence and are spared such treatment. 
Unfortunately, Siamon notes, cancer 
does recur in perhaps 25 to 30 percent 
of the node-negative individuals. If 
multiple copies of HER-2/neu predict 
that a relapse is likely or that survival 
time may be shortened, physicians will 
finally have a way to pinpoint even the 
node-negative patients who need ag­
gressive treatment. Results are expect­
ed later this year. 

If overproduction of a known onco­
gene correlates with reduced life ex­
pectancy in cancer patients, the gene 
is probably contributing to the can­
cer. How might HER-2/neu, which 
is known to cause nerve-cell cancer in 
rats, lead to breast cancer in humans? 
The oncogene appears to encode a 
cell-surface receptor for an as yet un­
identified growth factor. By binding 
specific growth factors, such receptors 
direct the cell to multiply. The investi­
gators speculate that amplification of 
the HER-2/neu gene could well result 
in the production of extra receptors. 
These might bind excess growth fac­
tor, causing the affected cells to grow 
abnormally fast. Other explanations 
are also possible. In any case, if exces­
sive binding and receptor activity is a 
culprit in breast cancer, identification 
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of the putative binding factor could 
lead to the development of a substance 
that blocks its activity and, possibly, to 
a new treatment for a major killer. 

TECHNOLOGY 

Beeping the Faith 

I t is said that in Islam science is the 
handmaiden of religion. Indeed, 

many early astronomical and mathe­
matical techniques were devised spe­
cifically in order to ensure the proper 
execution (in place and time) of Mos­
lem observances. Two articles in the 
Journal of the Royal Astronomical So­
ciety of Canada show that science 
and technology continue to serve the 
changing needs of the modern, globe­
trotting observant Moslem. 

One of a traveling Moslem'S first 
needs on reaching a strange latitude 
and longitude is to find out when to 
say the five daily prayers (the times of 
prayer are based on astronomical phe­
nomena whose hours of occurrence 
vary from one locale to another) and 
what direction to face while saying 
them. Now the information is in easy 
reach, if he has brought along his 
Prayer Times Clock. 

The clock, a digital affair with a liq­
uid-crystal display and powerful mi­
croelectronic insides, is described by 
David M. Stokes of the Royal Astro­
nomical Society's Kingston Center. On 
its case, in addition to the conventional 
"set" and "alarm" buttons, are buttons 
marked (in Arabic and English) fajr 

(dawn), shuriiq (sunrise), zuhr (noon), 
'a�r (afternoon), magrib (sunset) and 
'isha (night). (Fajr and 'ishii represent 
astronomical twilight, when the sun is 
15 degrees below the horizon.) Al­
though there are five prayers, the 
clock has six buttons because the first 
prayer is said between dawn and sun­
rise. After a traveler has programmed 
the clock with his latitude and longi­
tude, pressing a button gives the time 
of the astronomical event indicated by 
that button. The clock also sounds an 
alarm five minutes before each event 
and at the time of the event, and it dis­
plays the name of the prayer to be said. 

But which way to face? The clock 
solves that problem also. Pressing 
any button twice displays the compass 
bearing of Mecca. The price of the 
clock, says Stokes, is "$30.00 to $45.00 
(Canadian) depending on your ability 
to bargain in Arabic." 

The traveler's next problem is to 
find out the day on which each new 
month begins, which is particularly 
important in determining the dates 
of holidays. The difficulty is that the 
month begins on the evening a new 
moon is first visible. This is an inher­
ently local phenomenon, and so it has 
been hard to devise an international 
lunar calendar that could be referred 
to by travelers in foreign lands. The re­
sult is confusion. 

Mohammad Ilyas of the University 
of Science of Malaysia reports prog­
ress toward a solution. The answer, ac­
cording to Ilyas, is to find an interna­
tional lunar date line: a line marking 
the easternmost point, at each latitude, 

from which the new moon is first visi­
ble in the evening. Anywhere to the 
west of the date line, the new moon 
will become visible by evening and the 
month can be said to have begun. To 
the east of the date line the month will 
not begin ' until the next solar day. As 
Ilyas points out, the position of the 
date line changes each month. 

Calculating the position and shape 
of the date line is not a simple matter. 
Ilyas first had to devise a way of find­
ing the probability that the new moon 
would be visible at a given point on the 
earth's surface. He also determined 
the shapes date lines would have in the 
lunar calendars followed by other reli­
gions. In some cases, for example, the 
month is said to begin if conj unction 
(the alignment of the sun, moon and 
earth that occurs at new moon) takes 
place before local noon or before lo­
cal sunrise. 

Ilyas' system of date lines makes it 
possible to produce a fully global cal­
endar that ensures faithfulness to lo­
cal astronomical phenomena. He thus 
solves the quandary of isolated com­
munities or travelers who do not have 
a "basic understanding of religio-sci­
entific requirements." 

Light Switch 

An inquiry into how the semiconduc­
Il. tor gallium arsenide responds to 
light has uncovered a phenomenon 
that may one day find application in 
an optical computer. Such a machine, 
in which information would be trans­
mitted by beams of light rather than by 

DATE LINES for an international lunar calendar mark, at every 
latitude, the easternmost point at which a new lunar month begins 

on a certain solar day. The shape and position of a line depend on 

the local astronomical phenomenon that determines the start of 
the lunar month. The position of the date line changes every 
month. The lines here refer to the new moon of January 1 0, 1 986. 
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electric currents, would be faster than 
its electronic counterpart; it might also 
be better suited to parallel informa­
tion-processing strategies that would 
further augment its capacity. To build 
an optical computer, however, one 
must first have the optical equivalent 
of a transistor: a device in which one 
light signal would switch another on or 
off. Research groups around the world 
are pursuing various approaches to 
this problem, and prototypes have al­
ready been designed. 

A novel approach, albeit one that 
is still far from application, is suggest­
ed by the work of Andre Mysyro­
wicz and his colleagues at the Ecole 
Poly technique in Paris. They report in 
Physical Review Letters that an ultra­
fast-pulsating laser can produce ultra­
fast shifts in the wavelength at which 
gallium arsenide absorbs light from 
another laser. Such shifts could serve 
as the equivalent of the "on" and "off" 
states of a transistor. 

A semiconducting material absorbs 
light when photons cause electrons in 
it to jump to a higher energy level. 
In making the jump the negatively 
charged electrons leave behind them 
positively charged "holes" in the crys­
tal lattice. The holes, which can be 
treated as particles, exert an electro­
static attraction on the electrons. In­
deed, the two tend to form bound 
states, called excitons, that are anal­
ogous to ordinary hydrogen atoms. 
Each exciton represents the absorption 
of one photon. 

To create excitons the laser photons 
must have enough energy to lift the 
electrons in the semiconductor across 
the "band gap" that separates one 
quantized energy level from the next. 
At the light wavelength that corre­
sponds precisely to the band-gap ener­
gy plus the binding energy of an ex­
citon (the resonance wavelength), the 
formation of excitons and hence the 
absorption of light by the semiconduc­
tor reach a sharp peak. Wavelengths 
immediately to the sides of the peak 
pass through the semiconductor and 
are detected. 

In the experiments reported by the 
French workers, two lasers, both pul­
sating at time intervals of less than a 
trillionth of a second, were shone onto 
a composite semiconductor consisting 
of alternating thin layers of gallium 
arsenide and gallium aluminum ar­
senide. The "probe" laser emitted a 
weak beam across a broad spectrum 
that included the resonance wave­
length of the semiconductor: about 
800 nanometers, in the near-infrared 
range. The "pump" laser emitted an 
intense beam at a slightly longer wave­
length at which the photons do not 
have enough energy to create excitons. 

Mysyrowicz and his colleagues re­
port that when the probe laser alone 
was on, the absorption spectrum of 
the semiconductor showed the expect­
ed peak at the resonance wavelength. 
During each pulse of the pump laser, 
however, they observed a distinct shift 
of the absorption peak to a shorter 
wavelength and a lower amplitude. At 
high pump intensities the peak was 
nearly flattened. 

To account for their results the in­
vestigators offer the following hy­
pothesis. Photons from the pump la­
ser, although unable to create excitons 
themselves, can couple with excitons 
generated by the probe laser. The ener­
gy necessary to create such a "dressed" 
exciton is greater than that necessary 
to make an ordinary exciton. As a re­
sult the absorption of probe-laser light 
by the semiconductor shifts toward the 
shorter-wavelength, higher-energy end 
of the probe band. Because fewer exci­
tons are being generated, the absorp­
tion peak is also flattened. 

Since the change in the absorption 
peak is caused by the pump photons, 
it does not last much longer than the 
pump-laser pulse: about a trillionth of 
a second. After that the absorption 
of probe light by the semiconductor 
returns to normal. Therein lies the 
technological promise of the phenom­
enon. In principal a pump laser, by 
shifting the absorption characteristics 
of a semiconductor, could serve as the 
equivalent oft he base on a transistor, 
switching the signal emitted by the 
probe laser on and off every trillionth 
of a second (many times faster than 
the switching speed of the fastest tran­
sistors). A number of obstacles, how­
ever, still stand in the way of a practi­
cal exploitation of the effect, including 
the enormous intensity required of the 
pump laser. 

Clearing the Air 

Nitrogen oxides produced by the 
combustion of hydrocarbon fuels 

are among the most troublesome of at­
mospheric pollutants. Nitric oxide and 
nitrogen dioxide (NO and N02) are 
converted into ozone, which is largely 
responsible for the smog blotting the 
skyline of such cities as Los Angeles 
and Denver, and into nitric acid, which 
contributes to acid rain. 

Catalytic converters have reduced 
emissions of nitrogen oxides from gas­
oline-fueled automobile engines, but 
until an investigator at the U. S. De­
partment of Energy's Sandia Nation­
al Laboratories in Livermore, Calif., 
addressed the problem no effective 
means seemed at hand for eliminating 
the oxides from the exhaust of two 
other major polluters: diesel engines 

and coal-burning plants. The investi­
gator, Robert A. Perry, has developed 
a process, called rapid removal of ni­
trogen oxides (RAPRENOX), that may be 
able to virtually eliminate the com­
pounds from diesel and coal exhaust. 

As Perry and a co-worker, Dennis L. 
Siebers, report in Nature, RAPRENOX 
entails routing exhaust past the com­
mon nonpoisonous compound cyanu­
ric acid, which is ordinarily used as 
a stabilizer of chlorine in swimming 
pools. When cyanuric acid crystals are 
heated to a temperature of 3 50 degrees 
Celsius or more, they release isocyanic 
acid gas. The gas reacts with nitrogen 
oxides in the exhaust, leaving nitrogen, 
carbon dioxide, carbon monoxide and 
water. According to Perry, one pound 
of cyanuric acid, at a cost of $ 1 , can 
eliminate an equivalent amount of ni­
trogen oxides. In the only test of the 
process so far, Perry and Siebers suc­
cessfully removed 99 percent of the ni­
trogen oxides in exhaust produced by a 
one-cylinder diesel engine. 

RAPRENOX has some significant ad­
vantages over other techniques for re­
moving nitrogen oxides from emis­
sions, Perry maintains. Diesel-exhaust 
scrubbers, as they reduce the oxides, 
cause levels of carbon particulates to 
increase; RAPRENOX, he says, does not. 
Methods for reducing nitrogen oxides 
from coal plants generally require ex­
tensive modification of the combus­
tion system. Perry thinks the exhaust 
system of plants could be retrofitted 
with a RAPRENox-based system more 
easily and cheaply. 

The Government, while reserving 
the option to exploit the process for its 
own purposes, has transferred the pat­
ent rights to Perry, who plans to leave 
Sandia to develop RAPRENOX for com­
mercial applications. He has found 
considerable interest in his invention, 
notably in smog-afflicted Los Angeles. 
After a briefing from Perry, Califor­
nia's South Coast Air Quality Man­
agement District Board recommended 
that state agencies help to speed the 
development of RAPRENOX. One board 
member, Thomas Heinsheimer, esti­
mates that outfitting diesel engines in 
the Los Angeles basin with RAPRENOX­
based devices could eliminate almost 
20 percent of the 900 tons of nitrogen 
oxides spewed daily into the atmos­
phere. (The rest comes from cars, in­
dustrial processes and other sources.)  

Another pollution expert is more 
cautious about RAPRENOX' potential 
for coal-burning plants. "It's one thing 
to make it work in a one-inch-diameter 
pipe," John S. Maulbetsch of the Elec­
tric Power Research Institute in Palo 
Alto, Calif., says. "It's another thing to 
make it work in a 20-foot duct filled 
with fly ash." 
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YOUR SYSTEM: a time­
consuming, futile struggle 

to keep up with the 
informanon explosion. 

The classic texts are convenient 
references- but the information they 

contain is obsolete before publication. 

Like many physicians, you probably rely on 
the texts you first used in medical school. But 
even using the most recent editions, you find 
material that no longer reflects current clini­
cal thinking-and they lack the latest informa­
tion on such topics as herpes, oncogenes, 
AIDS, and photon imaging. 

Reading stacks of journals alerts you to 
recent developments-but can't give you 
quick answers on patient management. 

Struggling through the hundreds of journal 
pages published each month- even on only 
the really significant advances in the field-is 
arduous and memory-taxing. And it's a task 
that costs physicians valuable time- their 
most precious resource.  

Review courses cover clinical advances­
but, months later, do you recall the details 

of a new procedure or unfamiliar drug? 

Seminars can also be costly and make you lose 
valuable time away from your p rac t i c e ­
expenses that may amount to several thou­
sand dollars . And, the speaker's skill often de­
termines how much you learn. 
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OUR SYSTEM: a rewarding, efficient 
way to keep yourself up-to-date-and 
save hundreds of hours of your time 
for patient care. 

A comprehensive, 2,300-page text in two loose-leaf volumes, 
incorporating the latest advances in medical practice as of the 
month you subscribe. 

This superbly designed, heavily illustrated resource, called "the best 
written of all [the internal medicine) books " by JAMA (251 :807, 1984), 
provides a practical, comprehensive description of patient care in 15 
subspecialties .  And, because the text is updated each month, the 
clinical re commendations reflect  all the current findings . A 
practice-oriented index and bibliography of recent articles further 
enhance the efficiency of the text . 

Each month, six to nine replacement chapters to update 
your text plus new references, a four- to five-page news 
bulletin, and a completely new index. 

You ' d  have to read hundreds of journal pages each month- and 
memorize the contents-to get the same information SCIENTIFIC 
AMERICAN Medicine contains.  With our updated text, you read only 
the information you really need .  Our authors, largely from Harvard 
and Stanford, sort through the literature and monitor develop­
ments, incorporating the significant advances into our chapters . 

At no additional cost, a 32-credit CME program, to save 
you valuable patient-care time and the expense of attending 
review courses. 

Earn 32 Category 1 or prescribed credits per year with our conve­
nient self-study patient management problems; each simulates a 
real-life clinical situation .  Choose either the complimentary printed 
version or, at a modest extra charge, the floppy-disk version for your 
IBM® PC/PC Jr., Macintosh T M ,  or Apple® lIe or II + (or compatible ) .  

r - - - - - - - - - - - - - - -- -
Your subscription includes: 

the two-volume , 2 ,300-page loose-leaf text 
and , each month , six to nine replacement chapters, 

a newsletter, new references , 
and a completely revised index. 

Or call toll-free: 1-800-345-8112 
(in Penn. 1-800-662-2444) 
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Monocul ture 

This practice, which entails growing the same crop 
on the same land repeatedly, has certain advantages 
for farmers but may not always be good agronomy 

I
n 1907 a typical farm in the u.s. 

Corn Belt consisted of about 65 
hectares ( 160 acres), on which the 

farmer grew corn, oats and hay, usu­
ally taking care to rotate the crops 
among his fields from year to year. He 
also kept horses, cattle, pigs and poul­
try, which contributed to the operation 
in various ways. The family grew its 
own vegetables and kept an orchard. 
Virtually all the labor was supplied by 
the farmer and his family, sometimes 
with the help of a hired man. The 
farm's sales consisted mainly of meat, 
eggs and milk. The family's purchases 
consisted mainly of wagons, harness, a 
few simple pieces of farm machinery, 
cloth and thread, and such items of 
food as flour, salt, sugar and spices. 

Today a typical Corn Belt farm has 
from 200 to 300 hectares, on which 
the farmer grows mainly corn, rotated 
every few years with soybeans. Live­
stock are either absent or few in num­
ber. Although most of the labor is still 
done by the family with occasional 
hired help, many specialized services 
are purchased. They include equip­
ment repair, soil testing, fertilizer ap­
plication and crop spraying. Sales con­
sist almost exclusively of the crops 
grown. The family's purchases have 
expanded to include large farm equip­
ment, farm chemicals, almost all the 
seed for the crops and essentially all 
the needs of the household. Indeed, the 
owner may not be a family now; it is 
likely to be a large corporation. 

When corn follows corn, this farm 
is practicing monoculture: growing the 
same crop on the same land through at 
least two crop cycles. The practice has 
become widespread in the u.S. over 
the past 80 years and is one of the ma­
jor contributors to the ability of the 

by J. F. Power and R. F. Follett 

American farm system to serve a mar­
ket that extends far beyond the na­
tion's borders. An example of mono­
culture is continuous corn, meaning 
corn grown on the same land year af­
ter year. About 21 percent of the corn 
grown in the Corn Belt follows a crop 
of corn. In many areas wheat is grown 
one year and the field is kept fallow 
the next year; that pattern too can be 
viewed as monoculture. It is estimated 
that about 50 percent of the wheat pro­
duced in the U.S. is grown as a mono­
culture; the same is true for sorghum. 
About a third, or $ 10 billion, of the 
income u.S. farmers receive from 
corn, wheat and sorghum production 
is the result of monoculture. A similar 
amount of income is derived from lim­
ited rotations such as corn-soybeans. 

The chief forces driving the shift 
toward mono culture were mechaniza­
tion, the improvement of crop varie­
ties and the development of chemicals 
to fertilize crops and control weeds 
and pests. Monoculture offers a num­
ber of advantages to the farmer, but 
one can question whether it is alto­
gether good for the land and the agri­
cultural economy. 

Reasons for the Trend 

Mechanization, the first of the three 
forces pushing farmers toward mono­
culture and limited rotation, began in 
the 19th century with the development 
of the steam engine and the steel plow. 
By 1920 they had served to plow up 
much of the native prairie in the Great 
Plains. The steam engine had its lim­
itations, however, because it was ex­
tremely slow, heavy and limited in ma­
neuverability. Gasoline tractors began 
to appear after 1900. By the end of 

MONOCULTURE OF WHEAT creates this land pattern in Wyoming. In mono culture 

the same crop is grown on the same land for at least two crop cycles. Here wheat fields 
lie side by side with fallow fields; in the next year the uses of the fields would be reversed. 

World War I they were readily avail­
able; by the end of World War II most 
of the commercial farms in North 
America had switched to them. 

This conversion had several impor­
tant effects on agriculture and crop­
ping systems. No longer was it neces­
sary to devote from 20 to 30 percent 
of a farm's cultivated land to the pro­
duction of feed for draft animals. The 
land shifted out of feed crops was con­
verted to the production of grain, 
often yielding more than could be con­
sumed by the livestock remaining on 
the farm. As a result the farm derived 
an increasing percentage of its income 
from the sale of grain. With more 
money coming in, the farmer was able 
to expand his off-farm purchases to 
include larger and costlier farm ma­
chinery, together with the fuel to run 
the equipment and repair services to 
maintain it. Finally, because one oper­
ator could cover more land in a day 
with a tractor than with horses, farms 
became larger. 

The size of tractors and other farm 
machinery has increased notably over 
the past two decades. In addition more 
specialized agricultural equipment is 
available: combines for corn, planting 
machines for fields where little or no 
tilling is done, high-clearance tillage 
equipment, center-pivot irrigation rigs 
and many others. These changes have 
further increased the size of farms be­
cause one person can farm more land 
than ever before. With a heavy in­
vestment in specialized machinery the 
farmer has a strong incentive to grow 
only the crop for which the machinery 
is designed. 

The improvement of crop varieties 
(the second force pushing farmers to­
ward monoculture and limited rota­
tion) has proceeded along two lines: 
genetic advances in existing crops and 
the introduction of new crops. The 
first efforts, which began more than 
100 years ago, consisted mainly of 
choosing and propagating plants that 

79 
© 1987 SCIENTIFIC AMERICAN, INC



STEAM TRACTOR began the trend toward mechanization on 
U.S. farms, and mechanization was one of the factors influencing 

MODERN COMBINES, harvesting wheat in Colorado, exempli­

fy the increasing specialization of farm machinery in the U.S. In 
many cases the farmer's investment in specialized machinery is a 

80 

the trend toward mono culture since 1900. The tractor served for 
plowing and also (as in this photograph) for threshing wheat. 

strong incentive for him to shift to or continue in the mono culture 
(in this case wheat) that takes advantage of the machinery's par­
ticular capabilities and exploits technology familiar to the farmer. 
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exhibited superior or desirable traits. 
As Gregor Mendel's discoveries of 
genetic principles were rediscovered 
and became widely known late in the 
19th century, the systematic crossing 
of plant varieties with desirable traits 
began in an effort to develop superior 
varieties. Theoretical and statistical 
principles of plant breeding were de­
veloped. These techniques gave rise to 
crop varieties resistant to or at least 
tolerant of many diseases and insect 
pests. Other desirable attributes of 
crops were improved also, including 
yield, grain quality and efficiency in 
the use of water. By concentrating on 
a single improved crop, the farmer 
could exploit its traits to the utmost. 

Meanwhile the increased availabil­
ity of land for crops other than live­
stock feed made it possible to intro­
duce new crops. The prime example is 
soybeans, which came to the U.S. from 
China early in this century but for a 
long time were grown on a limited 
scale, mainly for hay. Today, reflect­
ing the increased demand for vege­
table oils, 35 million hectares are de­
voted to soybeans. Sunflowers are an­
other new crop, grown on about 2.5 
million hectares. A third new oilseed 
crop, canol a, is grown on a million 
hectares in Canada. By specializing in 
such a crop the farmer could hope to 
maximize the farm's income. 

Chemicals, the third technology un­
derlying the shift toward monoculture, 
are typified by manufactured nitrogen 
fertilizer, w:hich has become promi­
nent since World War II. A parallel 
expansion of the agricultural-pesticide 
industry has taken place over the past 
40 years. Because of these develop­
ments the farmer growing a single 
crop can have confidence that the fer­
tilizers will make it flourish and the 
chemicals will protect it from pests 
and disease. 

Socioeconomic Factors 

In addition to technological changes 
as an influence on monoculture, sev­
eral social and economic forces have 
been at work. For example, farmers 
were formerly pushed toward self­
sufficiency because of limited finan­
cial resources and poor marketing and 
transportation facilities, but today the 
farmer buys almost all the goods and 
services utilized on the farm. The 
abandonment of the concept of total 
self-sufficiency means it is no longer 
imperative for each farm to diversify. 
Instead specialization toward mono­
culture is not only possible but also of­
ten dictated by economies of scale. 

The enterprise of farming has 
changed in another way. With large in­
creases in the amount of equipment 

and services to be bought and in the 
cash flow needed to run a farm, the 
farmer's call for credit has expand­
ed greatly. In 1979 the average farm 
had production costs of $87,000, com­
pared with $ 1,800 in 19 10- 14. Invest­
ments in machinery and supplies can 
be reduced somewhat by specializing 
in one crop or perhaps two. The farm­
er gains economy of scale and also 
avoids having to master the technolo­
gies needed to produce several crops at 
profitable levels. 

Another influence is the farm poli­
cy of the Federal Government. Many 

Federal programs have manipulated 
farm income through controls on both 
production and prices. Government 
policies have essentially established 
the economic framework for farming, 
including net return to the producer. 
Unfortunately the Government's pol­
icy has not always been compatible 
with other goals of a good farming en­
terprise, often resulting in damage to 
soil and water resources, environmen­
tal degradation and disruption of so­
cial structures. The individual farmer, 
whose resources are limited, is forced 
to "farm the Government program" 

DAMAGE TO LAND can result from monoculture, partly because the land is bare 
between crops and so is vulnerable to erosion (top). In a similar field (bottom) the prob­
lem was overcome by grading the gully and planting grass to reduce the erosive effect. 
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because the alternatives are seldom 
economically feasible. 

At the same time most of the Gov­
ernment's programs provide some sta­
bility of farm income. Hence the farm­
er has a reasonable idea of how vari­
ous cropping systems may affect his 
net income. Often such calculations 
lead him to the conclusion that mono­
culture or simple rotations provide the 
largest or stablest income. 

Advantages and Limitations 

A farmer who has turned toward 
monoculture can look for both finan-

cial and organizational benefits. Sup­
pose he decides on a monoculture of 
wheat. Thereafter the only equipment 
he has to buy is machinery designed 
for work with wheat. He will use the 
machines on all his land, so that the 
land area covered per year per ma­
chine is maximized. This farming pro­
gram usually results in the most ef­
ficient use of machinery, reducing 
equipment costs per unit of produc­
tion to a minimum. 

A monoculture enables the farmer 
to be a specialist in production tech­
niques. If the crop is wheat, he can 
develop the management practices for 

ALFALFA ALFALFA (PLOVVED IN) CORN 

FIELD E U 
ALFALFA (PLOVVED IN) CORN CORN 

� 
• 

* �.� � �; , .... - ... , '" ."",,:"l�' r ."'\ � 1- '� , 

FIELD F 

YEAR ONE YEAR T'NO YEAR THREE 

SIX-YEAR CROP ROTATION is an alternative to monoculture. It calls for six fields or 

groups of fields. A typical six-field rotation is shown here for its first three years. For the 
entire six-year program the pattern of rotation for each field is corn, corn, oats, alfalfa, 

alfalfa, alfalfa. In the sixth year the alfalfa is plowed under to improve the fertility of the 
soil. The rotation system has the advantage of drawing different nutrients from a field 
and, with the inclusion of alfalfa (a legume), also of increasing the field's nitrogen store. 
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fertilizer, pest control, tillage and so 
on that are best suited to his particu­
lar combination of soils, climate, la­
bor supply and economic resources. If 
the farmer chooses to grow addition­
al crops, he must apply different prac­
tices and must integrate the produc­
tion requirements of all his crops into 
a workable and economically viable 
system. The task often requires com­
promises in such matters as herbicide 
mixtures and fertilizer that may result 
in lower crop yields. 

The complexity of marketing is re­
duced with monoculture. The farmer 
need only keep up with one market­
say the corn market. Moreover, the 
volume of product generated with 
monoculture enables him to take ad­
vantage of special markets or trans­
portation discounts that may arise. 

Farms specializing in monoculture 
seldom have livestock as an integral 
part of the enterprise, although associ­
ated activities such as cattle fattening 
and range operation may be included. 
The exclusion of livestock as an essen­
tial part of the business greatly sim­
plifies farm management. Crop rota­
tions are not necessary, the need for 
much fencing is eliminated and valu­
able time is not siphoned off during 
critical planting and harvesting peri­
ods to attend to the animals. 

On the other hand, monoculture has 
certain limitations. One of them is that 
it puts the farmer at risk of economic 
instability. With one crop he is depen­
dent on a single market and a partic­
ular set of economic conditions. This 
risk has been reduced by Federal sup­
port programs and by crop insurance, 
but it is still there. 

The accounting practices in agricul­
ture may obscure the farmer's eco­
nomic picture. Usually the econom­
ic and material inputs for each crop 
grown by a farmer are considered sep­
arately. The complementary relations 
among crops, such as a legume in rota­
tion with another crop, seldom receive 
full economic recognition. 

Where monoculture is dominant, 
a supporting economic and material 
infrastructure usually develops, rein­
forcing the position of the dominant 
crop. The tobacco and cotton econ­
omies of the Southeast up to about 
World War II typify the situation. Few 
of the people caught up in that econ­
omy foresaw its devastating conse­
q uences: the degradation of soil re­
sources, particularly the loss of a ma­
jor part of the topsoil in the southern 
Piedmont Region, and the resulting 
disruption of the economy. 

The experience in the Southeast 
brought home the fact that erosion is 
usually accelerated by cultivation and 
is often likely to be severest when a 
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single crop is grown repetitively. Mul­
tiple cropping can protect the soil, 
thereby maintaining its productivity, 

WINTER WHEAT PLANTED 

by increasing the amount of vegeta- OCTOBER 

tive cover. An excellent way to restore 
productivity to eroded soil is to begin 
with a legume cover crop or a rota-
tion system, either of which will si­
multaneously reduce erosion and re-
store organic matter to the soil. 

Erosion, Rotation and Pests 

Erosion changes the hydrologic and 
physical properties of the soil. It de­
creases fertility by carrying away nu­
trients and by exposing subsoil that is 
less fertile and may be acidic. The lost 
nutrients include nitrogen, phosphorus 
and potassium; in humid regions par­
ticularly the availability of certain mi­
cronutrients is also reduced. About 60 
kilograms of nitrogen is lost with each 
metric ton of organic matter removed 
by erosion. Crop yields are usually 
lower on eroded soil, no matter how 
much fertilizer is applied. The loss of 
organic matter also increases the risk 
of injury to the crop by herbicides. 
Organic matter absorbs or inactivates 
herbicides applied to the soil; when it 
is gone, the ordinary rate of applica­
tion of herbicides may be excessive. 

The sequential order in which crops 
are grown often markedly affects the 
yield of the following crop, a phenom­
enon known as the rotation effect. For 
example, alternating corn with either 
a legume or a nonlegume crop normal­
ly improves the yield of corn over the 
yield obtained in monoculture. The ro­
tation effect is not fully understood; it 
could be the result of improved soil 
fertility, pest and disease control, the 
quantity and quality of organic matter, 
water conservation and perhaps other 
factors. Crop rotations often provide 
a more continuous cover for the soil 
than monoculture, and they also help 
to control erosion and such pests as 
weeds, disease and insects. 

From the earliest days of agriculture 
it has been known that monoculture 
often results eventually in decreased 
yields, even with supplementary fer­
tilization, and that certain crops have 
a beneficial effect on the growth and 
yield of the crops that follow. A par­
ticularly useful technique is to grow 
"green manure," a crop that is plowed 
into the soil to improve its condition 
and to provide nutrients for the next 
crop. Legumes are highly desirable for 
the purpose because of their nitrogen 
content. There are many combinations 
of crop sequences, tillage, fertilization, 
fallowing and other proced ures that 
result in a beneficial rotation effect on 
the next crop. 

Crop rotation also serves as a means 

WINTER WHEAT GROWING 

MARCH 

WINTER WHEAT READY FOR HARVEST, SORGHUM SEEDED 

JUNE 

SORGHUM READY FOR HARVEST 

SEPITM�R i i ii iii i i 
DOUBLE CROPPING provides a means of intensifying the output of a farm field while 
still achieving the effect of rotation. In this version two different crops are harvest­
ed from one field in the course of the same year. The second crop (here sorghum) is plant­
ed just before the first crop (winter wheat in this example) is harvested in the spring. 

of controlling pests. Its success at the 
task comes from the fact that continu­
ous cropping forms ecological niches 
where pests can get a strong foothold. 
Their life cycle can be interrupted by 
inserting different crops or by leaving 
a field fallow. The technique works in 
various ways. It may simply starve out 
a particular species of pest. Sometimes 
the new crop itself acts through its own 
chemicals to deter certain pests. Or the 
new crop may enhance biological con­
trol by pitting new pests against the 
resident ones. 

The hazards of monoculture can ex­
tend beyond a single farm to include 
an entire crop. In many cases a ma­
jor crop such as corn is dependent on 
only a few original sources of germ 
plasm, or hereditary material. The ge-

SOYBEANS AND CORN 

netic base is narrow, making the crop 
vulnerable to a new or newly virulent 
disease. The U.S. had a scare of this 
kind in 1970 when a mutant form 
of Southern leaf blight (the fungus 
Helminthosporium maydis) destroyed 
about 10 percent of the corn crop. 

Beyond the specific limitations of 
monoculture is a general one: the re­
gion or the farm practicing monocul­
ture is frequently not achieving the 
maximum agricultural potential of­
fered by the land and the climate. A 
number of alternative cropping tech­
niques may utilize these resources 
more efficiently. The alternatives in­
clude fixed rotation, multiple cropping 
and intercropping. 

A fixed rotation, the commonest al­
ternative, is a system in which crops 

INTERCROPPING, another form of multiple cropping, entails growing two crops simul­

taneously in one field. It too is an alternative to monoculture. Here the crops are soy­
beans and corn in adjacent rows. Other options are orchard-legume and grass-legume. 
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are grown in an unchanging sequence. 
A fixed rotation widely practiced in 
the u.s. is that of corn (one crop 
or more) followed by soybeans. Al­
though the soybean is a legume and 
therefore contributes nitrogen to the 
soil, it leaves less residue than corn 
does, and so this simple but intensive 
rotation may result in more erosion on 
some soils than would take place with 
a monoculture of continuous corn. 
One solution is to include a forage 
crop such as a grass in the rotation. It 
not only protects the soil while it is 
growing but also reduces erosion while 
the next crop is growing. The solution 
is particularly attractive when live­
stock are at hand to utilize the grass. 

The possibilities in rotation include 
row crops, small grains, legumes, 
grasses, legume-grass mixtures and 
leaving a field fallow. Both diversity 
and relatively constant production of 
each crop can be achieved by dividing 

the land into as many parts as there are 
years in the rotation. A six-year rota­
tion would require six fields or groups 
of fields of roughly equal size and pro­
ductive capacity. An example of a six­
year rotation might be corn, corn, oats, 
alfalfa, alfalfa, alfalfa, with the alfal­
fa plowed under in the final year as a 
green manure. 

Rotations do not have to be fixed, 
and in some conditions it is better to 
make them variable. Ardell D. Hal­
vorson, then at the U.s. Department 
of Agriculture's Northern Plains Soil 
and Water Research Center in Sid­
ney, Mont., and several colleagues de­
signed a computer model called FLEX­
CROP. FLEXCROP bases crop selection 
on the preceding crop and on the 
amount of water stored in the soil and 
available to the plants. This model and 
variations of it are in service in many 
parts of the U.S. and Canada. For the 
conditions in Montana the program 

******* ECONOMIC ANALYSIS ******* 

WHEAT 

VARIABLE COSTS PER ACRE: 

SEED 
NITROGEN 
PHOSOPHORUS 
WEED CONTROL 
MACHINERY 

LABOR 

TOTAL 

6.00 
0.00 
6.90 
5.00 
7.56 
4.00 

29.46 

FIXED COSTS PER ACRE (EXCEPT LAND): 

TAXES 
INSURANCE 
MACHINERY OWNERSHIP 
RETURN TO MANAGEMENT 

TOTAL 

GROSS RETURN PER ACRE 

RETURN OVER VARIABLE COSTS 
RETURN OVER VARIABLE 

AND FIXED COSTS 

2.00 
3.00 

15.00 
5.40 

25.40 

90.00 
60.54 

35.14 

FLEX CROP PROGRAM is a computer model designed to help a farmer decide whether 

an alternative to mono culture would suit his needs. The program asks him questions 
about the condition of the soil, the amount of water available and his farming practices. 

In this case the farmer decided to stay with a spring· wheat mono culture and asked for an 

economic analysis; the computer program provides it here in dollars per acre per year. 

84 

lists winter wheat, spring wheat, bar­
ley, oats, safflower and fallow as alter­
natives for rotation. A typical rotation 
might be winter wheat, spring wheat 
and summer fallow in place of the 
two-year sequence of winter wheat­
fallow that has been traditional in the 
Great Plains. The new sequence re­
sults in two wheat crops in three years 
rather than two in four years. 

Another alternative to monoculture, 
and also a type of rotation, is the plant­
ing of a seasonal cover crop. Such a 
crop is grown to protect the soil rath­
er than to be harvested; it fills periods 
when the ground would otherwise be 
bare. Because such periods are usu­
ally cold or dry, the plants have to be 
hardy and easily established. The pos­
sibilities include a number of clovers 
(sweet, red, crimson and arrow leaf), 
vetches, Austrian winter peas, rye, oats 
and ryegrass. The effectiveness of the 
seasonal cover crop in controlling ero­
sion can be enhanced by leaving the 
residue of the crop on the soil surface 
when planting the next crop. 

Multiple Cropping 

Multiple cropping entails growing 
two crops or more on the same field in 
a single year. It intensifies the farm's 
production in time or space. A method 
that takes advantage of time is sequen­
tial cropping: growing of crops one af­
ter the other. The second crop is plant­
ed just before or after the first one is 
harvested. A method that takes advan­
tage of both time and space is inter­
cropping, which means growing two 
crops or more simultaneously on the 
same field. The benefits include in­
creasing the total production per unit 
of land and greater dependability of 
return compared with monoculture. 

Growing two crops in sequence in 
the same year is an ancient practice 
that began to gain acceptance in the 
U.S. after World War II. The trend 
has been encouraged by recent shifts 
to methods of tilling that seek to con­
serve the soil, by the development of 
plant varieties that mature early, by in­
creases in supplemental irrigation and 
by better farm management. An ex­
perimental technique being tried in ir­
rigated areas of the central U.S. entails 
adapting a center-pivot irrigation ma­
chine, which in normal use distributes 
water in a broad circle, to spread corn 
or sorghum seeds before winter wheat 
is harvested and similarly to seed win­
ter wheat before the corn or sorghum 
is harvested. 

A common pattern of double crop­
ping in the South and in the southern 
part of the Corn Belt is fall-seeded 
grain followed by soybeans. The pat­
tern of wheat followed by soybeans, 
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limited to the Southern states before 
the adoption of no-tillage farming, has 
now spread to Ohio, Illinois and In­
diana. Farther north the double crop­
ping of grain and row crops, often har­
vested as silage, is fairly common. An­
other practice in several states of the 
Corn Belt is to grow canning peas 
under contract with major canneries, 
harvest the peas in the spring and fol­
low them with early corn or soybeans. 
Although the practice of double crop­
ping is increasing, the total area de­
voted to it is still fairly small. In 
some regions, however, notably Ap­
palachia, the Southeast and the Mis­
sissippi delta, a substantial amount 
of land is farmed in this way. 

No-tillage farming increases the 
potential for multiple cropping. What 
has made the no-tillage practice pos­
sible is the development of herbi­
cides that control weeds well enough 
to eliminate the need for plowing and 
tilling. With no plowing to do the 
farmer can plant his second crop soon­
er. Because a mulch remains on the 
soil, the water loss associated with 
plowing is eliminated and the new 
crop has a better supply of water. With 
these advantages the farmer can go to 
multiple cropping and make more in­
tensive use of his machinery. 

The third alternative to monocul­
ture, inter cropping, entails growing 
two or more crops on the same land 
at the same time. A typical pattern is 
an orchard combined with a grass or 
a legume that grows on the orchard 
floor. Another common practice in in­
tercropping is a mixture of a legume 
and a grass; they serve as pasturage or 
for making hay. The practice of seed­
ing soybeans into wheat before the 
wheat is harvested also constitutes in­
tercropping. In the Southeast it is pos­
sible to grow two row crops simulta­
neously. Intercropping brings about 
a variety of complex interactions be­
tween the crops because they both 
share and compete for nutrients, wa­
ter, light, oxygen and carbon dioxide. 

Measures of Success 

Two measures of the degree of suc­
cess of intercropped systems are the 
land-equivalent ratio and the income­
equivalent ratio, usually abbreviated 
to LER and IER. The LER compares the 
area required for a single crop with the 
area required for intercropping to ob­
tain an equivalent yield. The IER com­
pares the area needed for a single crop 
with the intercrop area that generates 
the same gross income, given the same 
level of land management; it repre­
sents the conversion of the LER into 
economic terms; 

An example of a highly successful 
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system of inter cropping is legume­
nonlegume. The legume fixes much of 
its own nitrogen, and the nonlegume 
exploits the mineral nitrogen (nitrates 
and ammonium) present in the soil. 
The practice improves the LER on soils 
deficient in available nitrogen. A typ­
ical pattern in the West and Middle 
West is to plant a grain as a nurse crop 
when a new stand of alfalfa or some 
other legume is being established. 
Growing yellow sweet clover along 
with the grass on rangeland can be suc­
cessful in some years on the northern 
Great Plains as a means of increasing 
the production of forage. Alternating 
rows or groups of rows of soybeans 
and corn has shown an advantage in 
yield, although harvesting can present 
problems. 

Nonlegume intercropping arrange­
ments are also possible. An example in 
the Southeast is the intercropping of 
tall fescue with a sorghum-Sudan 
grass hybrid and rye. The average 
yield of forage was 150 percent higher 
than it was when tall fescue was grown 
as a monoculture. 

There is evidence that intercropping 
can suppress pests. An intercrop con­
sisting of corn and peanuts has been 
reported to decrease the impact of the 
corn borer. Moreover, an intercrop 

IOVli\ 

system that maintains a constant cov­
er can reduce weeds by intercepting 
much of their light. 

Future of Monoculture 

The driving force behind a farmer's 
choice of production techniques is 
usually the net economic return. For 
several decades a number of factors 
have combined to make the immedi­
ate return of monoculture look attrac­
tive. The situation may be changing, 
however. For one thing, the energy cri­
ses of the 1970's (presumably not the 
last of their kind) have increased the 
cost of the farmer's inputs at a time 
when the value of his outputs has been 
declining. The economic advantage of 
specialized monoculture farming has 
therefore diminished. 

In addition, the environmental ef­
fects of monoculture can be expect­
ed to influence the long-term econom­
ics of the practice, and those effects 
are coming to be better understood. 
Monoculture often tends to degrade 
the environment by accelerating soil 
erosion, increasing the potential for 
depleting or degrading groundwater 
resources, reducing the quality of sur­
face water and using up fossil energy 
resources. Many of these effects can 

·1 

be controlled within tolerable limits by 
good management practices. They en­
tail a cost, however, from which the 
farmer seldom receives an immediate 
economic return. 

Because the conservation of resour­
ces benefits all segments of society, 
Government programs are sometimes 
developed with the intent of passing on 
part of the cost of conservation pro­
grams to the society as a whole. Many 
other farm programs have encouraged 
monoculture farming without provid­
ing incentives for environmental pro­
tection. It seems likely that Govern­
ment programs will gradually do more 
to promote soil and water conserva­
tion and that farmers will move in­
creasingly toward no-tillage agricul­
ture and other practices that aid con­
servation. Both these trends would 
encourage a shift toward alternatives 
to monoculture. It can be expected 
that improved computer models will 
identify economically and environ­
mentally acceptable alternatives to 
monoculture, making the shift easier 
for farmers to undertake. Further re­
search will lead to better cropping al­
ternatives and management practices, 
so that the farmer can simultaneously 
optimize his income and protect the 
environment. 
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Before you break down walls to rewire 
for a LAN, look again. 

You can use your existing phone lines for a LAN 
if you have a Centrex telecommunications system 

from New York Telephone. 
Until now, even the most sophisticated Local Area 

Network (LAN) was installed through the most unso­
phisticated means. It meant breaking walls, drilling 
holes, fishing for wires, and inconvenience. 

But today, the process of getting a LAN has finally 
become as advanced as the LAN itself 

Now, if you have a Centrex telecommunications 
system, LAN capability can be added quickly and easily 
using your existing telephone lines .. �ithout rewiring, 
wall bashing, or even downtime. 

Once you start using the Centrex LAN, more advan­
tages appear. For example, it integrates equipment from 
different manufacturers. Personal computers, terminals 
and phones from different makers can work together, 
communicating at speeds up to 19.2 kbps asynchronous 
service. 

And since it's central-office-based, we do the main­
tenance of the Centrex LAN from our premises. More 
capacity can be switched on whenever you need it. And 
initiating service requires no capital investment. 

To find out more about a Centrex LAN or the Centrex 
telecommunications system, call New York Telephone 
at 1800 942-1212, ext. 44, or one of our authorized 
sales agents. 
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Optical Neural Computers 
Can computers be built to solve problems, such as recognizing patterns, 

that entail memorizing all possible solutions? The key may be to arrange 

optical elements in the same way as neurons are arranged in the brain 

by Yaser S. Abu-Mostafa and Demetri Psaltis 

Computer scientists find it increas­
ingly frustrating to see how ca­
sually a three-year-old picks out 

a tree in a picture. Sophisticated pro­
grams running on the most powerful 
supercomputers are capable of only a 
mediocre performance in doing what 
essentially amounts to the same task: 
pattern recognition. What makes this 
state of affairs so paradoxical is the 
fact that solutions to many problems 
that overtax the human brain can be 
arrived at quickly by computers. In­
deed, a simple pocket calculator can 
easily outperform the human brain in 
such tasks as finding the product of 
two IO-digit numbers. What is the dif­
ference between the multiplication of 
numbers and the recognition of ob­
jects that makes the latter so much 
tougher to achieve in computers? In 
other words, why is it so difficult to 
make a computer recognize a tree? 

The answers to these questions ulti­
mately hinge on the fact that pattern­
recognition problems cannot be com­
pactly defined. In order to recognize 
trees a comprehensive definition of a 
tree is required, and such a definition 
would be tantamount to a description 
of every conceivable variant. Prob­
lems such as those posed by pattern­
recognition tasks constitute a subset of 
what we call random problems: prob­
lems whose solution requires knowl­
edge of essentially every possible state 
of a system. Solving a random prob­
lem therefore entails memorizing the 
set of all possible solutions and quick­
ly selecting the best solution from the 
set, given the input data. In contrast, 
the solution to such a classical compu­
tation problem as multiplication can 
typically be expressed succinctly in 
terms of an algorithm: a sequence of 
precise instructions specifying how the 
input data are to be manipulated to ar­
rive at the solution. 

A conventional computer is adept 
at mechanically executing the instruc­
tions in an algorithm, but it cannot 
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match the memorization and recollec­
tion capability of the human brain, 
which regularly and effortlessly con­
quers pattern-recognition problems. 
Because the brain is unique in its capa­
bility to solve random problems, many 
computer scientists and mathemati­
cians have taken a closer look at how 
the brain works in the hope that the 
principles of its operation can be fruit­
fully applied in designing machines 
capable of solving random problems. 
Devices designed to model the work­
ings of the human brain by emulating 
its anatomic structure are called neu­
ral computers; like the brain, they 
would consist of a large number of 
simple processors that are extensively 
interconnected. In this respect one 
technology stands out as being partic­
ularly promising for constructing neu­
ral computers: optics. 

Optical technology dovetails nicely 
with the notion of a neural computer 
because the technology'S strengths lie 
in exactly those areas that distinguish a 
neural computer, such as the intercon­
nection of a large number of process­
ing elements; its weaknesses lie in ar­
eas that are less critical for the func­
tioning of a neural computer, such 
as the ability to perform intricate log­
ic operations at the processor level. 
Whereas semiconductor technology in 
conventional computers has proved to 
be capable of tackling classical com­
putation problems by means of algo­
rithms, optical technology in the neu­
ral computers we envision may one 
day make it possible to solve random 
problems efficiently. Indeed, in our 
laboratory at the California Institute 
of Technology we and our colleagues 
have already built experimental pat­
tern-recognition systems that repre­
sent a first step toward an optical neu­
ral computer. 

Degardless of the technology a com­
.n. puter incorporates (be it optical or 
electronic) or the functions it executes 

(be they multiplication or pattern rec­
ognition), two principal activities take 
place in it as it solves a problem: log­
ic operations and data transmission. 
Viewing computation in such funda­
mental terms helps to get to the source 
of a particular computer technology'S 
strengths and weaknesses. Semicon­
ductor technology can be applied to 
build sophisticated logic circuits from 
electronic switches of very small size 
that have very reliable characteristics, 
yet such integrated circuits are rather 
limited in the amount of data that can 
be transmitted among the circuit ele­
ments. The reason is that on a silicon 
chip communication links consist of 
wires that must be kept separated by at 
least a minimum critical distance; oth­
erwise the electrical signals they carry 
interfere with one another. This practi­
cal restriction places an effective limit 
on the number of wires that can be 
placed on a chip and hence on the 
amount of data communication that 
can take place on the chip. 

Is there another technology from 
which computers could be built that 
does not suffer from this limitation in 
data communication? The operation 
of the eye's lens suggests one. The lens 
takes light from each of millions of 
points in the entrance pupil of the lens 
and redistributes it to millions of sen­
sors in the retina. It is in this sense that 
the lens can be thought of as a highly 
capable interconnection device: light 
from every point at the pupil is "con­
nected" to every point in the image fo­
cused on the retina. Moreover, multi­
ple beams of light can pass through 
lenses or prisms and still remain sepa­
rate. Indeed, two beams of light, unlike 
a pair of current-carrying wires, can 
cross without affecting each other. It 
is the ability to establish an extensive 
communication network among proc­
essing elements that primarily distin­
guishes optical technology from semi­
conductor technology in its applica­
tion to computation. 
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PATTERN-RECOGNITION SYSTEM (top) developed by the 
authors and their colleagues at the California Institute of Tech­
nology can quickly find the best match between an input image 
and a set of holographic images that represents its "memory." The 
input image is projected into the system (diagram) through a 
beam splitter-a partially reflecting mirror-by illuminating a 
transparency (in this case one carrying an image of a cypress tree) 

with a laser beam (bottom left). The light that passes through the 

beam splitter hits the front of a threshold device, reflects off it 

and retraces its path back to the beam splitter, where it is reflect­
ed at an angle to initiate an optical "loop." A lens focuses the 

input image on a hologram, where the image interacts with each of 
four holographically stored images (here, of trees), creating pat­
terns of light whose brightness varies according to how well the 

input and stored images match. A lens and a mirror direct the 
light issuing from the hologram to a pinhole array that spatially 

/BEAM 
SPLITTER 

separates the four light patterns associated with each combination 

of input image and stored image. Another lens and mirror colli­
mate the light and illuminate a second hologram with it. This ho­
logram contains the same set of stored images as the first and is 
designed to produce a superposition of the four image combina­
tions. The beam bearing the superposed images is focused by a 
third lens-and-mirror pair on the back of the threshold device. The 
pattern of light impinging on the back of the threshold device 
determines what light is reflected off its front. Since the brightest 

image reaching the back of the threshold device represents the 
best match to the input image from the set of stored images, it is 
essentially an image of the best match that is reflected from the 

front of the device into the optical loop for a second pass. Succes­
sive passes around the loop continue to enhance the best match 

from the set of stored images, which can ultimately be retrieved as 
the output image leaving the system through the first hologram. 
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OPTICAL LENS is an inherently powerful interconnection device: it connects every 

light ray that originates at a point on an object and passes through the lens with every 
point of the object's image. Unlike wires on an integrated-circuit chip, light rays can 
come close to one another and even cross without affecting one another. Hence millions 

of light rays could conceivably carry data simultaneously into a processing device, where­
as electronic devices on a chip are limited to accepting input from a few wires at a time. 

Because optical processing elements 
communicate through beams of light, 
they can be hooked up to one another 
without attaching a cumbersome wire 
between each pair of elements, and 
they need not be confined to the re­
strictive planar configurations of sili­
con chips. Indeed, optical connections 
are being considered as a means of 
relieving communication bottlenecks 
encountered in very-Iarge-scale-inte­
gration chips. In such a hybrid opto­
electronic system the processing units 
are electronic but the connections be­
tween them are optical, typically con­
sisting of light sources and light detec­
tors fabricated on the same chip as the 
processing units. 

The most promising device for es­
tablishing arbitrary optical con­

nections is not a lens but a hologram. 
Holograms are best known as a means 
of generating three-dimensional im­
ages, but more generally they repre­
sent an effective technique for record­
ing and reconstructing the intensity of 
a light ray as well as the direction from 
which it came. Whereas a convention­
aliens maps each light ray entering the 
lens to a particular point on the image 
plane, holograms can readily be "pro­
grammed" to allow a variety of such 
mappings. 

A planar hologram, produced on a 
relatively thin medium such as photo­
graphic film, can direct any light beam 
on one side of it to any point on the 
other side, provided the total number 
of points and light beams does not ex­
ceed the number of resolvable spots 
on the film. The number of resolvable 
spots in a one-inch-square hologram 
can be as high as 100 million. This 
would allow each of 10,000 light sour­
ces to be fully interconnected with 
each of 10,000 light sensors. A similar 
interconnection scheme by means of 
wires would be extremely difficult to 
accomplish on a silicon chip. 
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Even more prodigious in its capabil­
ity to connect light emitters to light 
detectors is a volume hologram made 
from a photorefractive crystal. When 
such a crystal is exposed to light, elec­
tric charges are generated in it that re­
distribute themselves according to the 
pattern of the illumination's intensity. 
Because the local charge density in a 
photorefractive crystal determines the 
local refractive index (a measure of 
how fast light travels through the ma­
terial), holographic images projected 
onto the crystal are recorded in terms 
of the spatially varying refractive in­
dex. The image information can then 
be extracted from the hologram sim­
ply by illuminating the crystal with a 
light beam. 

Other hardware associated with tra­
ditional computation can also be re­
alized optically, namely switching 
elements (from which processors are 
constructed) and memory elements (in 
which data are stored). Switching ele­
ments can be made from a nonlinear 
optical material. An optical material is 
nonlinear if its transmittance proper­
ties, such as its opaqueness or its re­
fractive index, change as the bright­
ness of the light incident on the medi­
um changes. Gallium arsenide is an 
example of a nonlinear optical materi­
al from which two-dimensional arrays 
of optical switches have been fabricat­
ed. Nonlinear optical materials make 
possible the construction of an "opti­
cal transistor," in which the brightness 
of one light beam controls the trans­
mission of another light beam. 

An optical memory element is es­
sentially a device that can alter an in­
put light beam into one of two possible 
states, each state corresponding to a 
bit of binary data (either a 1 or a 0). 
Optical memories have been devel­
oped for audio and video recording 
and more recently as digital mass 
memories for electronic computers. 
Yet in these devices the stored infor-

mation is typically accessed serially by 
focusing a light beam on one stored bit 
of information at a time, much as in­
formation is read off a magnetic tape. 
These devices do not exploit the huge 
potential for increasing the speed with 
which data can be transferred from 
memory by allowing parallel access to 
stored data. Millions of bits of infor­
mation could be read out and trans­
ferred at the same time merely by shin­
ing an unfocused light beam on a suit­
ably designed optical memory device 
[see illustration on page 92]. 

The fact that designers of optical 
memories have not exploited the po­
tential for parallel access to data is an 
indication that most of the work in the 
development of optical switching and 
memory elements is done with the goal 
of implementing these devices in the 
execution of sequential, binary-logic 
functions. Hence these optical com­
ponents would essentially duplicate 
(albeit perhaps more efficiently) the 
same operations that take place in con­
ventional electronic computers. Al­
though increased switching speed and 
a massive memory may ultimately 
result from such development efforts, 
they do not fundamentally change the 
mode of computation of convention­
al computers. Consequently devices in 
which electronic switches and memo­
ry elements have simply been replaced 
by optical analogues are just as likely 
as current computers to falter when 
they are confronted with pattern-rec­
ognition problems. 

I
n order to understand why this is 

so it is necessary to consider how 
a conventional electronic computer 
solves a problem. As we have indicat­
ed above, the classical theory of com­
putation, from which current comput­
ers were developed, is built around the 
notion of algorithms. The procedure 
for long division of two numbers is 
a good example of an algorithm. The 
procedure can be specified easily, and 
once it has been mastered-whether by 
a computer or by a sixth grader-it is 
universally applicable: it works as well 
for dividing a four-digit number by a 
three-digit one as it does for dividing 
a 1,000-digit number by a 900-digit 
one (although the algorithm may take 
longer to complete in the latter case, 
particularly for the grade schooler). 

Computational problems that lend 
themselves to algorithmic solutions 
share a characteristic property: they 
are structured, meaning they can be 
stated clearly and concisely in mathe­
matical terms. Most of the problems 
currently being solved with computers 
belong to this class of structured prob­
lems, and it is now a universal practice 
for computer programmers to look for 
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VOLUME HOLOGRAM (on middle stand), like the more famil­
iar planar hologram recorded on photographic film, can distribute 
beams of laser light in "programmable" directions. Here, for ex­
ample, two input laser beams coming from the bottom right are 
turned into four output beams heading toward the top left. A vol­
ume hologram is made from a photorefractive crystal. When such 
a crystal is exposed to . light, electric charges are generated in it 

OPTICAL SWITCHING ELEMENTS (left) are manufactured 
by sandwiching a nonlinear optical material (which alters its re­
fractive index according to the intensity of the light to which it 
is exposed) between two partially reflecting mirrors. An element 
thus constructed (top right) can abruptly change its transmission 
properties depending on the intensity of the incident light beam. 
It also exhibits a so-called hysteresis cycle (bottom right) when it 
is switching. As the intensity of an incident light beam is gradual-

that redistribute themselves according to the pattern of the illumi­
nation's intensity. Because the local charge density in a photore­
fractive crystal determines the local refractive index (a measure of 
how fast light travels through the material), the crystal can record 
holographic images in terms of the spatially varying refractive in­
dex. Such a hologram can set up a pattern of optical connections 
between light sources and detectors for each image stored in it. 

PARTIALLY 

REFLECTING 

MIRRORS 

INCIDENT LIGHT BEAMS 

INTENSI T Y  OF INCIDENT LIGHT 

TRANSMITIED 

LIGHT BEAM 

ly increased from zero (color), the element does not allow any 
light through until the incident beam reaches a certain threshold 
intensity; then transmission quickly rises to a maximum value. 
The intensity of the transmitted beam will not retrace the same 
path if the intensity of the incident beam is reduced back to zero. 
Instead the abrupt change in transmission (black) now occurs at a 
lower incident-beam intensity. The photomicrograph was provided 
by Thirumalai Venkatesan of Bell Communication Research, Inc. 
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an algorithm whenever they have to 
solve a problem. 

Problems such as pattern recogni­
tion in natural environments, howev­
er, lack the structure that would allow 
simple algorithmic solutions. It is this 
departure from the properties of struc­
tured problems and the methods for 
solving them that characterizes a ran­
dom problem. The term "random," as 
we apply it here, is derived from the 
mathematical concept of randomness, 
namely the lack of a concise and com­
plete definition. Randomness in this 
sense is linked to the mathematical no­
tion of entropy, which can be thought 
of as the amount of disorder in a prob­
lem or, equivalently, the amount of in­
formation needed to define the prob­
lem. Because a formal description of 
a random problem would amount to a 
listing of essentially every possible so­
lution to the problem, random prob­
lems have a much higher degree of en­
tropy than structured problems. 

To better understand what it means 
for a problem to be random, consider 
once again our tree-recognition exam­
ple. Although it is clear to most people 
what a tree is, it would be very difficult 
to write down a concise definition for 
a visitor from another planet, who 
does not know what "branches" or 
"leaves" are, or for that matter ·what 
the color "green" is. Even if examples 

of each of these features could be pre­
sented to the alien visitor, there are 
innumerable types of branches, leaves 
and hues of green; a handful of exam­
ples is unlikely to be enough to cover 
all possible arboreal combinations. 

Among the inhabitants of the earth 
a universal understanding of what is 
meant by the term "tree" arises from 
a vast accumulation of common expe­
rience. A computer, like an extrater­
restrial visitor, cannot draw on this 
reservoir of common experience; ev­
erything must be spelled out for it pre­
cisely and unambiguously. Although 
many properties of trees and other vis­
ual scenes have a fair amount of regu­
larity, there is a major component of 
irregularity that does not fit any sim­
ple mathematical or algorithmic mod­
el. Any generalized definition that is 
grounded on an underlying regularity 
among trees runs the risk of subsum­
ing objects that are not trees. Indeed, 
the only definition that would not as­
sume any prior knowledge of trees and 
that would include all trees and ex­
clude all other objects would amount 
to a description of all types of trees. 
It is important to recognize that this 
difficulty is inherent in random prob­
lems; it is not just a symptom of fuzzy 
thinking by human programmers or a 
poor choice of descriptions. 

A simple algorithm will therefore 

never serve to solve a random prob­
lem, because an algorithm for the so­
lution of a random problem would be 
tantamount to a definition of the prob­
lem, and hence it would have to con­
tain all the problem's many possible 
solutions. For example, an algorithm 
to identify fingerprints would have to 
amount to a list of all possible finger­
prints, but there is no way to pack such 
a list in a few lines of computer code. 
Fingerprints must ultimately be classi­
fied into a large number of basically 
unrelated types-each of which must 
be considered in order to identify a 
given print. The solution to random 
problems therefore lies essentially in 
memorizing all possible solutions. 

O
ptical technology offers a poten­

tially massive memory, but this 
alone does not suffice for a practical 
system to solve random problems. It 
would be pointless to store the vast 
data base of a random problem opti­
cally, only to search through it sequen­
tially whenever a solution that fits the 
input data is needed; it would take 
a prohibitive amount of time. More­
over, the input data as well as the 
stored information are likely to be 
incomplete or inaccurate, precluding 
an exact match between them. The key 
additional ingredient for a practical 
system that solves random problems is 
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OPTICAL MEMORY DEVICES can be made from disks con­
taining embedded spots that modulate light into two possible 
states. The states correspond to the value of a stored bit of binary 
data (either a 1 or a 0). In most current designs (left) the stored 
information is accessed serially by focusing a light beam on each 
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data-storing spot and detecting the reflected signal. A similar de­
vice (right) with an unfocused beam and a transmissive disk could 
greatly increase the speed with which stored data is accessed: 
it would scan millions of spots at a time, simultaneously reading 
out and transferring the data to an array of detector elements. 
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a way to associate input data direct­
ly with the stored information without 
requiring an exact match. 

Such a process of association is a 
major feature of biological memory, 
where partial features of an object 
trigger the retrieval of complete infor­
mation about the object. Consider the 
train of associated reminiscences that 
courses through one's mind when one 
sees a familiar face: the person's name, 
one's general disposition toward him 
or her and perhaps the smell of his 
cologne or her perfume-to name a 
few. Similarly, human beings do not 
consciously follow an explicit step­
by-step algorithm to recognize visual 
scenes; rather, they follow an uncon­
scious process of association. Even in 
the case of highly structured problems, 
such as chess playing, experts develop 
skills that are associative in nature. (In 
fact, it is the inability of expert chess 
players to record explicitly the "algo­
rithm" by which they made a brilliant 
move that so far has prevented the 
writing of a chess-playing program ca­
pable of beating world-class players.) 

Can the anatomical structure of the 
brain provide an organizational princi­
ple by which associations can be readi­
ly established between what is stored 
in memory and the input data? More­
over, can such a model be implement­
ed by taking advantage of the intrinsic 
strengths of optical technology? 

The brain consists of a very large 
number of neurons each of which 

is directly connected to a large number 
of other neurons. A neuron can be in 
one of two states (known as "firing" or 
"not firing") and is able to sense the 
states of its neighbors through its con­
nections. During the course of cerebral 
"computation" each neuron indepen­
dently examines the states of its neigh­
bors and, based on the information, 
determines its own future state. Such a 
network of neurons is robust; if some 
neurons malfunction, the overall func­
tion of the network is not affected. (In­
deed, neurons in the brain are contin­
ually dying off, and yet thought and 
memory are not appreciably ham­
pered.) Computation in neural net­
works is done in a collective manner: 
the simple, simultaneous operation of 
individual neurons results in the so­
phisticated function of the neural net­
work as a whole. 

This form of organization enables 
thousands of neurons to collectively 
and simultaneously influence the state 
of an individual neuron according to 
the application of simple rules. More 
important, it also allows information 
to be encoded in the neural connec­
tions rather than in separate memory 
elements. Each distinct piece of stored 
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ARE ALL THESE OBJECTS TREES? Even a young child can answer correctly; a con­
ventional computer, however, has enormous difficulty in doing so. Although there is a fair 
amount of regularity among the trees shown (each has a trunk and branches, for exam­
ple), there is also a major component of arboreal irregularity among them. A generalized 
definition of a tree based on the underlying regularity could lead to erroneous identifica­
tions (such as mistaking a telephone pole, which has a "trunk" and "branches," for a 
tree). Hence any effective program designed to recognize trees would essentially have to 
be a list of all types of trees, which cannot be done in a few lines of computer code. 

information can be represented by a 
unique pattern of connections among 
neurons. 

Computers whose processing ele­
ments are arranged in much the same 
way as neurons are arranged in the 
brain would exhibit several features 
making them remarkably suitable for 
the solution of random problems. For 
one thing, such neural computers 
would be versatile, since the connec­
tions between the elements (of which 
there are a huge number) serve as the 
programmable storage mechanisms 
that uniquely "tune" the computer's 
memory to a given problem. Essential­
ly the connections in a neural comput­
er could be reconfigured in a great 
many ways to make possible the stor­
age of a random problem's many pos­
sible sol utions. 

Another major feature of the opera­
tion of neural computers is spontane­
ous learning. Imagine what it would be 
like if children had to be taught how 
to speak as they are taught how to car­
ry out long division, that is, by teach-

ing them a set of specific rules! Fortu­
nately this is not necessary in most 
instances, since a child spontaneously 
associates spoken language with an 
experience. Learning to talk therefore 
begins as a process of mimicking the 
words hear<i in association with a par­
ticular experience. In this simple way 
the child starts to produce recogniz­
able and sensible patterns of speech. 

Similarly, the programmer of a neu­
ral computer does not have to under­
stand in a formal, mathematical sense 
the problem for which he or she is 
programming. The programmer only 
has to provide enough "training" data 
(consisting of possible solutions) to 
the computer and allow it to set up a 
unique pattern of connections for each 
solution. In other words, it is possible 
for a neural computer to program it­
self. For example, if one wanted to 
program a neural computer to recog­
nize different trees, one would provide 
images of trees as training, allowing 
a specific pattern of interconnections 
among the computer's processing el-
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ements to be "imprinted" for each 
training image. 

Aneural computer built along these 
lines from optical elements con­

sists of two main components. The 
first component is a two-dimensional 
array of optical switching elements to 
simulate neurons; the elements switch 
states depending on the states of the 
elements to which they are connected. 
Each element in the planar array can 
be interconnected to all other neurons 
by light beams. The second compo­
nent is a hologram that specifies the 
interconnections among the elements. 
Since the connections constitute the 
memory, they must be modifiable-if 
different problems are to be tackled 

< 

by a single optical neural computer. 
The array of switching elements can 

be made by well-established fabrica­
tion methods developed for semicon­
ducting materials. Each element can 
be either a purely optical switch or an 
optoelectronic combination of light 
detector, electronic switch and light 
emitter. The total number of possible 
connections is the square of the num­
ber of elements. If a volume hologram 
is used to specify the interconnection 
scheme, the volume of the crystal must 
be proportional to the total number of 
connections. 

A hologram whose volume is one 
cubic centimeter can in principle spec­
ify more than a trillion connections, 
which means it can handle all possible 

ASSOCIATIVE MEMORY is a feature of the authors' optical pattern-recognition sys­
tem (see illustration on page 89): the system can "recognize" an image even if only part of 

it is projected into the system. If only half (a) of one of the four faces that are respective­
ly stored as edge-enhanced images (b) and normal images (c) on a pair of holograms is 
projected into the system's self-reinforcing optical-feedback loop, the system nonetheless 
selects the correct whole image (d) as output. A similar process, in which one piece of 

information elicits the recollection of related stored information, is a feature of human 
memory and learning. Although only four images were recorded holographically on film 
in this example, a volume holograph, which has an enormous memory capacity, could 
conceivably make possible the memorization and swift recognition of millions of images. 
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interconnection schemes of more than 
a million optical elements. The ability 
to store the interconnection informa­
tion in the three dimensions of a vol­
ume hologram creates a huge potential 
memory for optical neural computers. 
In the case of holograms used for pat­
tern-recognition systems, for example, 
the interconnection scheme can easily 
be set up by making a hologram of all 
the images that are to be identified. 

Several experiments are under way 
in our laboratory at Caltech to devel­
op such optical neural computers. In 
one experimental setup [see illustration 
on page 89] the action of a two-dimen­
sional array of more than 10,000 neu­
rons is simulated by a threshold device 
consisting of 10,000 tiny elements that 
switch the reflectivity of their front 
surface whenever the intensity of a 
light beam hitting their back surface 
is greater than a certain threshold. In 
this sense the threshold elements act 
as neurons because they switch states 
depending on whether enough light 
reaches them from behind. A pair of 
planar holograms, a system of lenses 
and mirrors and an array of pinholes 
specify how much light each threshold 
element gets, in essence establishing 
the interconnections among the ele­
ments. Both holograms contain the 
same set of images, although the edges 
of the images stored in one hologram 
have been enhanced. The system is 
arranged in the form of an optical 
"loop" so that the system has continu­
ous feedback. 

An image to be recognized is pro­
jected into the system by reflecting it 
off the front of the threshold device. 
Lenses, mirrors and the pinhole array 
enable the reflected input image to in­
teract with all the images stored in the 
two holograms in such a way that the 
best match between the input image 
and the stored holographic images is 
the brightest image issuing from the 
second hologram. The light from the 
second hologram is then directed to 
the back surface of the threshold de­
vice, causing individual threshold ele­
ments to change their reflectivity so 
that an image of the best match is pri­
marily what is reflected off the front 
of the device for a second pass around 
the loop. Successive passes around the 
loop continue to reinforce the best 
match until the system "locks" onto 
the correct stored pattern, which can 
be retrieved as the output image. In 
this way the system is capable of rec­
ognizing any one of the stored im­
ages-even if only part of the image is 
projected into the system. 

W
e believe the best way to design 
computers that solve random 

problems is through the implementa-
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tion of a neural architecture. Optical 
technology can be applied amazingly 
well in building such a computer. A 
neural computer demands a very large 
number of switches, each of which 
must perform only a simple operation 
in order to switch between two states. 
Similarly, it is possible to place a large 
number of simple optical switching el­
ements on a plane. A neural comput­
er requires extensive connectivity and 
data communication. Similarly, holo­
grams can establish the necessary con­
nections between numerous optical el­
ements. Because light rays can cross 
one another without interfering and 
are not limited to traveling along the 
two dimensions of the surface of a sil­
icon chip, simultaneous communica­
tion among numerous optical ele­
ments is readily achieved. 

Although optical systems are vul­
nerable to various inaccuracies and lo­
cal errors, neural computers are inher­
ently fault-tolerant: a perfect match 
between input and output is not nec­
essary. A neural computer would be 
programmed by establishing a unique 
interconnection pattern for each solu­
tion, and this could easily be done by 
recording various training images on a 
photorefractive crystal or photograph­
ic hologram. In contrast to conven­
tional computers, the speed of the 
individual switching elements is not 
critical for the function of a neural 
computer, since a few iterations usual­
ly suffice to complete the association 
function. This is particularly fortunate 
for optical neural computers, since 
each firing of a "neuron" consumes a 
fixed amount of energy and speeding 
up translates directly into more power 
consumption and hence into excessive 
heat production. 

Clearly many challenges must be 
met before optical hardware, arranged 
in a neural architecture, can produce 
practical computers that are capable 
of dealing with random problems. Ad­
vances in optical materials and man­
ufacturing technologies and in the 
understanding of the organization of 
large-scale neural computers are need­
ed. Equally important is better under­
standing of the operation of neurons in 
the brain and of how they collectively 
"learn" and "classify" patterns. 

Engineers, computer scientists and 
mathematicians have reached signifi­
cant turning points in three seemingly 
unrelated areas: optical components, 
neural computers and random prob­
lems. There is good reason to believe 
that, with progress in each of these ar­
eas, their interaction will ultimately 
yield systems capable of pattern recog­
nition and other artificial-intelligence 
tasks that may never be duplicated by 
purely electronic means. 
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RIFT EVOLUTION is reflected in the chemical composition of 
rocks from the earth's mantle that have been exposed at the sur­
face. The micrograph shows a single grain of spinel (dark brown), 
a minor mineral component of peridotite, which is the dominant 
rock in the mantle. The grain is about half a millimeter in diame­
ter; it is embedded in pyroxene, one of the chief minerals in peri-
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dotite. The ratio of chromium to aluminum in spinel increases as a 

rift evolves from the continental toward the oceanic stage. This 
suggests that the degree of melting of mantle peridotites under the 
rift increases with time; melting tends to extract more aluminum 
than chromium from spinel. The cause of the increase is probably 
an intensification of an underlying thermal anomaly in the mantle. 
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The Rifting of Continents 

It begins above a hot zone in the mantle. Upwelling molten rock 

"underplates" and weakens the continental crust, piercing it at 

discrete points and finally rifting it in two: an ocean is born 

S

ince the theory of continental drift 
gained wide acceptance about 20 
years ago, investigators have 

been preoccupied by the following 
question: How does a continent split 
open, allowing an ocean to form in the 
gradually widening rift? The problem 
is more complex than it might first ap­
pear. The lithosphere-the earth's rigid 
outer layer, including the crust and 
part of the upper mantle-is very dif­
ferent under oceans from what it is 
under continents. Whereas continental 
lithosphere is generally between 100 
and 150 kilometers thick, the thickness 
of oceanic lithosphere increases with 
its age, ranging from less than 10 to no 
more than 100 kilometers. Continental 
crust in particular is thicker than oce­
anic crust, and it is also less dense: 
it consists primarily of granitic rocks, 
which are rich in silicon and alumi­
num and have a relatively low density 
of about 2.7 grams per cubic centime­
ter. Oceanic crust, in contrast, consists 
primarily of iron- and magnesium-rich 
rocks of basaltic composition, whose 
density is about 2.9 grams per cubic 
centimeter. When continental litho­
sphere rifts into two separate plates, 
thick lithosphere must somehow give 
way to thin lithosphere; granite must 
give way to basalt. What physical and 
chemical processes are involved? 

Nowhere can these problems be 
studied better than in the region of 
East Africa and Arabia, where some 
of the earth's major rifts are found. 
The great valleys that extend from 
Mozambique and Zambia north to 
Ethiopia make up what is called a con­
tinental rift system, in which the rup­
ture of the continental lithosphere is 
not yet complete. The Gulf of Aden, 
on the other hand, is an oceanic rift: 
there the ruptured continental blocks, 
Arabia and Africa, have been diverg­
ing for more than 10 million years, 
during which time hot magma from 
the underlying mantle has been well­
ing up between the blocks to form oce-

by Enrico Bonatti 

anic crust. In the Red Sea the transi­
tion from a continental rift to an oce­
anic rift is taking place right now. 

It seems safe to assume that these 
three rifts represent different stages of 
a single evolutionary sequence. In oth­
er words, the Gulf of Aden evolved 
from a rift of the Red Sea type, which 
in turn developed from a continental 
rift system like the one in East Africa. 
A more advanced stage of this hypo­
thetical sequence would be the Atlan­
tic Ocean, a mature rift that over more 
than 100 million years has evolved 
from conditions similar to those that 
prevail today in the Red Sea and the 
Gulf of Aden. Thus the young rifts of 
East Africa and Arabia have a partic­
ular geologic significance: by study­
ing them one can hope to learn how 
Europe and Africa initially separated 
from the Americas. 

O
ne thing is certain about the rifting 
process: the upper mantle is inti­

mately involved. Seismic studies have 
revealed that under the lithosphere 
there is a zone of the mantle in which 
acoustic waves (triggered by earth­
quakes or by manmade explosions) 
travel slower than they do in the litho­
sphere. The low-velocity zone, called 
the asthenosphere, must be made of 
hotter material than the lithosphere; 
the hotter material is weaker and less 
rigid and therefore does not transmit 
acoustic waves as well. The seismic in­
vestigations have shown that under a 
major continental rift, such as the East 
African rift, the Rio Grande rift in the 
western U.S. or the Baikal rift in the 
Soviet Union, the thermal boundary 
between the lithosphere and the as­
thenosphere rises sharply; that is, the 
lithosphere gets thinner and the as­
thenosphere wells up. Under the East 
African rift, for example, the bound­
ary lies at a depth of only between 30 
and 50 kilometers, whereas elsewhere 
in Africa the lithosphere is between 
100 and 150 kilometers thick. 

There are two schools of thought 
on what this means, embodying differ­
ent views of what causes rifting. Some 
workers believe rifting begins in the 
lithosphere, when stresses arising from 
the horizontal motions of the litho­
spheric plates stretch one of the plates 
to the breaking point. In this view the 
asthenosphere is essentially passive: it 
simply rises to fill the gap left by the 
thinning lithosphere. 

In contrast, the second school holds 
that the rifting process begins in the 
asthenosphere with the establishment 
of a thermal anomaly-a hot spot or 
line-in which the temperature is high­
er than it is at an equal depth else­
where [see "The Earth's Hot Spots," 
by Gregory E. Vink, W. Jason Morgan 
and Peter R. Vogt; SCIENTIFIC AMERI­
CAN, April, 1985]. Because it is anom­
alously hot, the mantle rock under 
the nascent rift wells up, swelling and 
thereby stretching the overlying conti­
nental lithosphere. At the same time 
the strength of the lithosphere is re­
duced by the heat. Eventually the up­
per part of the weakened lithosphere 
cracks along extensional faults, and 
blocks of crust drop down along them. 
The result is a series of grabens, or rift 
valleys, like the ones in East Africa. 

To a certain extent the question of 
which comes first-the stretching of 
the lithosphere or the upwelling of the 
asthenosphere-is a chicken-and-egg 
question. On the geologic time scale 
both processes occur more or less si­
multaneously. Nevertheless, the view 
that emphasizes mantle upwelling as 
the ultimate cause of rifting is support­
ed by research I am currently carrying 
out with my colleague Monique Seyler 
at Columbia University's Lamont-Do­
herty Geological Observatory. 

Our research has focused on deter­
mining what happens to the up­

welling mantle rock under a rift. Since 
pressure within the earth increases 
with depth, the hot material under a 
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CONTINENTAL LITHOSPHERE AND OCEANIC LITHOSPHERE differ in thick­

ness and composition. The lithosphere includes the crust and part of the upper mantle. 
It is divided into rigid plates that move over the underlying asthenosphere, a layer of 
the mantle that is hotter and weaker than the lithosphere. Continental lithosphere is be­
tween 100 and 150 kilometers thick; in contrast, oceanic lithosphere is never more than 
100 kilometers thick, and at oceanic rifts, where it is created by the upwelling of the as­
thenosphere, its thickness is less than 10 kilometers. Continental crust is mostly granitic; 

oceanic crust consists of basalts and gabbros, both of which form from basaltic magma. 

rift will be subject to lower pressures 
as it rises. Such a pressure drop, with 
no significant drop in temperature, is 
likely to cause a fraction of the materi­
al to melt. The molten rock, or mag­
ma, separates from the unmelted frac­
tion of the parent rock and continues 
to rise. Ultimately it does one of two 
things: either it erupts volcanically at 
the surface or it cools and solidifies 
slowly in magma chambers within or 
below the crust, forming intrusions of 
igneous rock. 

Evidence that the latter process has 
taken place under the Red Sea rift can 
be found on the island of Zabargad. 
The island consists entirely of blocks 
of upper mantle and lower crust that 
during the rifting process have some­
how (exactly how is not clear) been 
lifted up and exposed at the surface. 
Among the exposed blocks are perido­
tites: dense (3.3 grams per cubic centi­
meter) rocks that make up most of the 
upper mantle and whose chief mineral 
components are iron-magnesium sili­
cates such as olivine and pyroxene. In 
contact with the peridotite is a section 
of granulitic gneiss, a granitic rock 
characteristic of the lower part of the 
continental crust. The association of 
mantle-derived peridotite and granu­
litic gneiss suggests that Zabargad is 
a rare resource indeed, a place where 
one can actually look at pieces of the 
crust-mantle boundary. 

A close look reveals important evi­
dence about how rifting began in the 
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Red Sea. The gneisses on Zabargad are 
intermingled with gabbros: coarse­
grained igneous rocks formed from 
basaltic magmas that have cooled 
slowly at depth. (When the same mag­
mas erupt onto the surface and cool 
rapidly, they produce fine-grained ba­
salts.) Laboratory experiments have 
demonstrated that basaltic magmas­
and hence gabbros and basalts-are de­
rived from the partial melting of peri­
dotite in the upper mantle. 

By examining the mineralogy and 
chemistry of a gabbro, in particular by 
analyzing the elemental composition 
of its constituent pyroxenes, one can 
infer the depth at which it cooled and 
crystallized. The Zabargad gabbros 
crystallized at a depth of at least 30 kil­
ometers below the surface of the crust. 
The intermingled gneisses must have 
come from about the same depth, be­
cause they include garnet, a mineral 
that crystallizes only under high pres­
sure. Since the continental crust in the 
vicinity of the Red Sea is between 30 
and 45 kilometers thick, the Zabar­
gad gneiss-gabbro complex must have 
been created by the injection of basal­
tic magmas at the base of the crust be­
fore any significant rifting or thinning 
of the crust had taken place. 

That means the upwelling of the 
asthenosphere must have preceded 
the thinning of the crust. Indeed, the 
gneisses and gabbros bear witness to 
the thinning process. Their mineral 
structure and chemistry indicate that 

after they crystallized they underwent 
metamorphic change and recrystalli­
zation under conditions of gradually 
decreasing pressure. In other words, 
they were gradually lifted to shallow­
er depths as the continental crust was 
stretched and thinned. 

On other islands in the Red Sea my 
colleagues and I have found gabbros 
that initially crystallized at depths of 
less than 10 kilometers. Apparently 
basaltic melts from the mantle were 
emplaced at the bottom of the crust 
throughout the period during which 
the crust was being stretched and 
thinned. As a result a more or less 
continuous layer of gabbros "un­
derplates" the continental crust of the 
Red Sea, from the thick, nearly un­
stretched crust at its shores to the thin 
crust near the rift axis. Underplating 
is taking place now under the East 
African rift; several workers, notably 
R. C. Searle of the British Institute of 
Oceanographic Sciences, have report­
ed seismological evidence for the exis­
tence of a gabbro layer (gabbros have 
a characteristic seismic velocity) under 
the crust in the rift valleys. 

It is remarkable that the formation 
of the Atlantic rift also seems to have 
begun with underplating. Seismic pro­
files of the crust off the east coast of 
North America (made by a multi-insti­
tutional group of scientists from the 
U.S. and Canada as part of the Long­
Aperture Seismic Experiment) indi­
cate that a layer of gabbroic rocks 
underlies the entire continental shelf. 
Toward land the gabbro layer dips 
downward and probably reaches un­
der the thick continental crust, as the 
analogous layer does under the Red 
Sea. Away from the shore, where the 
continental crust thins and is finally 
replaced by oceanic crust, the gabbro 
layer rises to progressively shallower 
depths. Hence the breakup of Europe 
and North America, which took place 
roughly between 170 and 100 million 
years ago, appears to have been ac­
companied by the same upwelling of 
basaltic magma now going on under 
the East African and Red Sea rifts. 

T
he underplating of the continental 
crust by basaltic magma heats and 

weakens the crust. A fraction of the 
magma penetrates faults and fissures 
in the crust, and occasionally some of 
it erupts at the surface. As the crust 
gets thinner eruptions become more 
frequent; moreover, the injections of 
magma tend to become concentrated 
in a narrow zone around the rift axis. 
Finally the width of the zone shrinks to 
just a few kilometers, within which the 
last remnants of continental crust have 
been swept away by upwelling mantle 
rock. The continent has split, and oce-
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anic crust, consisting simply of cooled 
basaltic magma, is filling the crack. 

The top layer of the oceanic crust 
is made of basalts formed by magma 
that has erupted onto the surface. Be­
low the basalts and extending to the 
base of the crust are gabbros that have 
cooled slowly in magma chambers un­
der the rift. Below the gabbros lie the 
peridotites of the mantle. The perido­
tites under the rift differ from perido­
tites elsewhere in the mantle in that 
they have been depleted of the melt 
fraction that formed the basalts and 
the gabbros. Initially the depleted peri­
dotites belong to the asthenosphere be­
cause they are hot, but as the two new­
ly separated plates spread away from 
the rift, the asthenospheric material 
adheres to the edges of the plates, 
cools and is thereby transformed into 
new oceanic lithosphere. (That is why 
oceanic lithosphere gets thicker as it 
gets older.) 

Oceanic crust can be distinguished 
from continental crust on a broad 
scale, without dredging up a lot of rock 
samples, on the basis of its magnetic 
properties. (The fact that crust is under 
water does not prove that it is ocean­
ic; continental shelves, the stretched 
edges of continents, are also under 
water.) When magma erupting from 
an oceanic rift cools to form basalt, 
the magnetic minerals that crystallize 
from the magma align themselves with 
the earth's magnetic field. They re­
main locked in that orientation when 
the crust later spreads away from the 
rift and even when the magnetic field 
switches polarity, as it does at irregu­
lar intervals of a few hundred thou­
sand years or so. The result is a se­
ries of magnetic anomalies arranged 
in stripes parallel to the rift axis. The 
striped anomalies, which can be meas­
ured with instruments towed by a re­
search vessel, are a signature of ocean­
ic crust. 

Data from such magnetic surveys 
suggest that the transition from a con­
tinental to an oceanic rift is now un­
der way in the central Red Sea. In the 
northern Red Sea there are no clear­
cut striped magnetic anomalies, indi­
cating that the continental crust has 
not yet been rifted; to the south there 
are linear anomalies associated with 
a trough that runs along the axis of 
the sea, indicating that the sea floor 
there has been spreading for a few mil­
lion years. In the central Red Sea, on 
the other hand, there are strong lin­
ear magnetic anomalies, but only in 
a few isolated areas along the axis. 
The anomalies are associated with sea­
floor trough segments that are spaced 
at regular intervals of about 50 kilo­
meters. As one moves from south to 
north the magnetic anomalies become 
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RIFT SYSTEMS of East Africa and Arabia exemplify different stages in the evolution of 
a rift. The valleys of East Africa (light gray) form a continental rift system: the litho­
sphere there has been thinned, allowing blocks of crust to drop down along extensional 
faults, but it has not yet ruptured. In the Gulf of Aden, an oceanic rift, the continental 
lithosphere ruptured some 10 million years ago, and since then basaltic magma has been 
welling up from the asthenosphere to form oceanic crust (red). The transition to an oce­

anic rift took place more recently in the southern Red Sea, and it is going on now in the 
central Red Sea, where oceanic crust is forming at isolated points. Most of the Red Sea 

floor (and part of the African coast) consists of stretched continental crust (dark gray). 
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STAGES OF RIFTING posited by the author are diagrammed in vertical cross section. 
The first stage in the evolutionary sequence is typified by the East African rift valleys (1), 
where the continental crust is being underplated by gabbros. The gabbros are crystalliz· 

ing under high pressure and are mingling with the garnet granulites that make up the 
base of the continental crust. In the northern Red Sea (2) the crust has already been 
stretched and thinned considerably. The gabbros at the base of the thinned crust are 
chemically distinct because they have crystallized at shallower depths and thus under 

lower pressures. Basaltic dikes have also been injected into fissures in the crust. In the 
southern Red Sea (3) the zone of melt injection has become concentrated at the rift axis; 
the African and Arabian continental blocks have split, and oceanic crust is forming in 
the crack. In the Gulf of Aden (4) the sea floor has been spreading for 10 million years. 
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more subdued, and the corresponding 
trough segments become shorter and 
narrower. 

The observations suggest two con· 
clusions. First, the rifting of the Red 
Sea is proceeding from south to north. 
Second, in the central Red Sea the 
transition from a continental to an 
oceanic rift and the initial emplace· 
ment of oceanic crust have taken place 
not along a continuous axial crack but 
at discrete, regularly spaced points. 
Subsequently the zones of crust for­
mation have grown from points into 
linear segments, producing the ob­
served troughs on the sea floor. Even­
tually the linear segments will merge 
into a long axial zone of sea-floor 
spreading like the one already present 
in the southern Red Sea. 

If that model is correct, one would 
expect to find magnetic and topo­
graphic discontinuities at regular in­
tervals along a spreading axis; the ini­
tial spreading nuclei are not necessari­
ly arranged in a straight line, and so 
the axis may be offset slightly at the 
junctions between different linear seg­
ments. Searle and Z. Garfunkel and 
A. Ginzburg of the Hebrew Universi­
ty of Jerusalem have found such dis­
continuities, spaced roughly 50 kilo­
meters apart, in the southern Red Sea. 
Moreover, Hans Schouten and Kim 
D. Klitgord of the Woods Hole Ocean­
ographic Institution have made simi­
lar discoveries in the Atlantic. Specifi­
cally, they have detected equidistant 
breaks in the magnetic-anomalies pat­
tern in an area of the western Atlan­
tic that formed between 155 and 108 
million years ago, during the earli­
est stages of sea-floor spreading. The 
beginning of sea-floor spreading in 
the Atlantic, like the initial rifting of 
Europe and North America, seems to 
have been driven by processes similar 
to those now at work in the Red Sea. 

W
hy does sea-floor spreading be­
gin at discrete points? The an­

swer must have something to do with 
the pattern of upwelling and partial 
melting of the asthenosphere under a 
rift. Because the rising asthenosphere 
is partially molten, and because it may 
contain volatile compounds such as 
water and carbon dioxide, it is less vis­
cous and less dense than the overlying 
lithosphere. This situation is gravita­
tionally unstable: low-density materi­
al tends to float on high-density mate­
rial rather than vice versa. The insta­
bility can be modeled experimentally 
with two liquids of differing densities 
and viscosities. Bruce D. Marsh of 
Johns Hopkins University and John A. 
Whitehead, Jr., of Woods Hole have 
done such experiments, and the results 
are rather striking. When the liquid 
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of lower density and viscosity is inject­
ed under the other liquid, the initially 
horizontal boundary between the two 
substances almost immediately devel­
ops undulations. Soon thin plumes 
of the lower liquid begin rising into 
the upper liquid at regularly spaced 
points. The plume spacing, it turns out, 
is proportional to both the thickness of 
the lower liquid layer and the ratio of 
the viscosity of the upper layer to that 
of the lower layer. 

Extrapolating from the laborato­
ry models to the earth's rift zones is 
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obviously risky. But the experimen­
tal results do suggest that the reason 
sea-floor spreading begins at discrete 
points is that the upwelling of par­
tially molten asthenosphere under a 
rift takes the form of thin diapirs, 
or plumes. On the basis of the experi­
ments one can further predict that the 
spacing of the diapirs should depend 
on the thickness of the melt-contain­
ing layer: the thicker the layer, the wid­
er the spacing. In addition the spacing 
should be proportional to the degree 
of melting within the melt layer, since 
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the higher the melt content, the lower 
the viscosity of the layer. 

What this means is that the spacing 
between diapirs should grow with the 
intensity of the thermal anomaly­
which feeds many diapirs-deep in the 
mantle under a rift. A number of ob­
servations indicate that the spacing of 
zones of volcanic activity tends to in­
crease from about 50 kilometers along 
a continental rift to as much as 150 
kilometers along an oceanic one. Fur­
thermore, the spacing along an ocean­
ic rift is proportional to the sea-floor 

a 

PARTIAL MELTING of mantle rock under a rift occurs because 

the upwelling rock is subjected to progressively lower pressures, 
while its temperature remains roughly constant until it nears the 
surface. The diagonal line on the temperature-pressure diagram is 
the "solidus" line for peridotite (c): to the left of the line perido­
tite is totally solid, to the right it is partially molten. The degree 

of melting increases as pressure decreases. Under a nascent conti­
nental rift (1) the partially molten peridotite rises to the base of 
the continental crust-to a depth of about 60 kilometers-and 
roughly 5 percent of the rock melts. Under an oceanic rift (2), 

where the crust is thinner, the hot peridotite rises to shallower 
depths, and as much as 30 percent of it melts. The melt separates 

from the parent rock and rises farther, leaving behind depleted 
peridotite. Some of the melt cools slowly in magma chambers, 

forming gabbro (b); the rest erupts at the surface and cools rapid­
ly, forming basalt (a). Hence the oceanic crust consists of a layer 
of basalt overlying a layer of gabbro. The composition of both the 
crustal rocks and the depleted mantle peridotite depends on the 

degree of melting. For example, basalts found at continental rifts 
are richer in alkali metals than basalts dredged from oceanic rifts. 
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spreading rate; for example, surveys 
carried out by Kathleen Crane of La­
mont-Doherty and by Schouten and 
his co-workers have shown that zones 
of enhanced igneous injection are con­
siderably farther apart along the East 
Pacific Rise, where two lithospheric 
plates are separating at a rate of be­
tween 12 and 18 centimeters per year, 
than they are along the Mid-Atlantic 
Ridge, where the spreading rate is only 
two to four centimeters per year. 

The field surveys suggest that as a 
rift evolves from a continental into 
an oceanic rift, or from a slow-spread­
ing oceanic rift into a fast-spreading 
one, magma injection becomes more 
intense but at the same time more con-
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centrated, driven by fewer but larger 
diapirs. (To be sure, lava erupts along 
the entire length of an oceanic rift, be­
cause the material in the upwelling di­
apirs migrates along the rift axis below 
the surface.) On the basis of the lab­
oratory experiments one can there­
fore conclude that the thickness of the 
melt layer and the degree of melting in 
the asthenosphere must increase dur­
ing the evolution of a rift. The cause of 
the increase is probably an intensifica­
tion of the large thermal anomaly in 
the underlying mantle. 

T
he hypothesis is supported by the 
chemistry of crustal basalts and 

mantle peridotites found at rift zones. 
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Basalts from volcanoes in East Africa 
and at other continental rifts are rela­
tively rich in alkali metals such as sodi­
um and potassium; these elements are 
among the first to separate from the 
mantle rock when upwelling begins, 
because they are readily extracted 
even by low degrees of melting. As up­
welling intensifies and the rift evolves 
toward the oceanic phase, the melting 
of the parent peridotite occurs at lower 
pressures (shallower depths), and the 
degree of melting increases to as much 
as 30 percent. The concentration of al­
kali metals in the magma is diluted by 
other, less readily extracted elements. 
Consequently the basalts found at oce­
anic rifts are relatively alkali-poor. 

ARABIA 

NEAEUSDEEP 

THETIS DEEP 

THETIS 

� 

CENTRAL RED SEA depths (in meters) suggest that sea-floor 
spreading begins at discrete points (top). The four deep troughs 
are associated with striped magnetic anomalies of the type that 

characterize oceanic crust. Outside the troughs the sea floor con­
sists of stretched and thinned continental crust. The troughs may 
be underlain by upwelling diapirs in the asthenosphere (bottom). 
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The chemistry of mantle peridotites 
has been harder to study than that of 
basalts. One reason is that peridotites 
are less commonly exposed on the sea 
floor or at the surface; moreover, the 
composition of the exposed samples 
has often been modified by processes 
taking place near the surface. Since 
peridotites are the parent rocks of ba­
salts, however, one can say that their 
evolution during rifting must be com­
plementary. If the degree of melting 
is higher under oceanic rifts, the man­
tle must be more depleted of the ba­
saltic-melt fraction there than it is un­
der continental rifts. The difference 
should be reflected in the mineralogy 
and chemistry of the peridotites. From 
laboratory experiments it is known, 
for example, that peridotites become 
progressively depleted of the mineral 
clinopyroxene as they are subjected 
to higher degrees of partial melting; 
clinopyroxene, which contains most 
of the alkali elements in peridotite, 
breaks down before the rock's other 
principal minerals do. 

In order to estimate the degree of 
partial melting undergone by a peri­
dotite one must look not only at its 
mineral composition but also at the 
chemical composition of the minerals. 
For instance, the ratio of magnesium 
to iron in olivine and pyroxene, the 
chief mineral components of perido­
tite, increases with the degree of melt­
ing. Another sensitive indicator is the 
composition of the rare mineral spi­
nel, an oxide that contains aluminum 
and chromium in addition to iron and 
magnesium. Because aluminum is eas­
ily extracted by melting, whereas chro­
mium remains in the solid, the ratio 
of chromium to aluminum in spinel 
increases during partial melting. Our 
measurements show that peridotites 
from Zabargad have a very low chro­
mium-aluminum ratio, indicating they 
are relatively unmelted and undeplet­
ed, as one would expect at a preoce­
anic rift. In contrast, mantle perido­
tites dredged from the Mid-Atlantic 
Ridge have a relatively high ratio, in­
dicating they have undergone a high 
degree of melting. 

Peridotites from the North Atlantic 
also display interesting regional varia­
tions in the degree to which they have 
been melted, as Henry J. B. Dick and 
his co-workers at Woods Hole and 
my colleague Peter J. Michael and I 
have shown. In particular, the perido­
tites from a broad region around the 
Azores are totally depleted of a ba­
saltic fraction. Not surprisingly, the 
oceanic crust in that region is unusu­
ally thick; it consists, according to 
Jean-Guy E. Schilling of the Univer­
sity of Rhode Island and E. Klein 
and Charles Langmuir of Lamont-Do-

herty, of basalts whose composition 
suggests they were extracted from the 
mantle by a high degree of partial 
melting. Elsewhere in the Atlantic the 
peridotites are less depleted and the 
crust is thinner. The Azores, it seems 
clear, are underlain by an intense hot 
spot in the mantle. 

The evidence I have presented here 
points to a simple conclusion: the 

engine driving the birth and evolution 
of rifts, and consequently the break­
up of continents and the formation of 
ocean basins, are thermal anomalies in 

2 

• 
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the upper mantle. The anomalies are 
not permanent features. Over geolog­
ic time the zones of volcanic activity 
along a rift are constantly shifting, and 
so it is perhaps appropriate to think of 
the underlying anomalies as thermal 
pulsations or waves. To say that ther­
mal pulsations in the mantle cause rift­
ing, however, is to answer only half of 
the question. What causes the thermal 
pulsations? That puzzle has stirred the 
imagination of many geophysicists. It 
will continue to do so for some time, 
because a simple and satisfactory an­
swer has yet to be found. 
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DIAPIRS form when a low-density, low-viscosity liquid (dark line) is injected into a 

liquid of relatively high density and viscosity. In the experiment illustrated here John A. 
Whitehead, Jr., of the Woods Hole Oceanographic Institution injected a mixture of water 
and glycerine into a bath of pure glycerine. Within 45 seconds the water-glycerine mix­
ture began rising in regularly spaced diapirs. A similar phenomenon may explain why sea­
floor spreading begins at regularly spaced points: the partially molten asthenosphere un· 
der a rift is less dense and less viscous than the lithosphere, and so it rises in diapirs. 
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Thermoregulation in Winter Moths 

Curiously lacking in highly specialized adaptations for the cold, 

certain nondescript moth species can nevertheless do what their 

relatives cannot: fly, feed and mate at near-fi-eezing temperatures 

W
inter means death to the 
adults of many insect species 
in the middle and upper lati­

tudes of the north. If the cold does not 
kill them, food shortages often do. 
Ironically, the same challenges that 
doom most insects make the northern 
landscape a refuge for others. Winter's 
trials force birds and bats, the animals' 
major predators, to fly south or (in the 
case of certain bats) to hibernate. The 
cold even kills some parasites. 

Among the few insects that have 
managed to adapt to a winter existence 
are some 50 species within the Cuculii­
nae subfamily of the widespread Noc­
tuidae, or "owlet moth," family. The 
cuculiinids are dull-colored night fli­
ers populating northern deciduous for­
ests. Their winter-adapted varieties 
have somehow reversed the typical life 
cycle of the noctuids. 

Most owlet moths are active only 
on warm summer nights. They die off 
as the winter approaches, leaving be­
hind eggs, larvae (caterpillars) or pu­
pae that remain inactive until the 
spring. The winter noctuids, in con­
trast, emerge as adults in the fall or 
late winter, when they feed, mate and 
lay their eggs before dying in the 
spring. Their caterpillars feed in the 
early spring (eating the buds of forest 
trees) and then are quiescent through­
out the summer. (Adult winter moths 
generally feed on the sap of injured 
trees, although on late-fall nights a few 
years ago I saw many of them feast 
on the blossoms of witch hazel, Ver­
mont's latest-blooming plant. Until 
that time no one knew just how the 
plant was pollinated.) 

How do the winter moths survive 
when other moths die? What enables 
them to avoid freezing as they rest, and 
what makes it possible for them to 
fly-and so to seek food and mates­
in the cold? I tackled the latter q ues­
tion first because I was intrigued by 
an apparent contradiction: I was sure 
these moths, like other moths that fly, 
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were endothermic, or able to produce 
heat by their own metabolism. I also 
assumed they required high body tem­
peratures in order to fly. Nevertheless, 
it seemed unlikely that endothermy 
alone could enable the animals to at­
tain the elevated temperatures need­
ed for flight on cold and some­
times snowy nights. 

I suspected the animals had a high 
flight temperature because summer 
moths and tropical moths that have 
a similar body size and wing beat 
frequency can fly only when the tho­
rax, which contains the flight muscles, 
reaches at least 30 degrees Celsius 
(86 degrees Fahrenheit). On the other 
hand, different data suggested that the 
tiny insects (weighing less than .2 
gram) would cool too quickly to main­
tain such temperatures. Small animals, 
which have a high ratio of surface area 
to volume, cool faster than larger ones 
and have greater difficulty retaining 
heat. Indeed, for many years it was 
thought that bats, shrews and hum­
mingbirds were the smallest endother­
mic animals. The minutest of these 
vertebrates weigh three grams; they 
are still virtual giants compared with 
the cuculiinids. 

To resolve the matter I first had to 
capture winter moths, which I did by 
smearing tree trunks with bait: diluted 
honey, maple syrup, beer or various 
other sweet concoctions. Temperature 
measurements obtained with hair-thin 
thermocouple probes revealed that my 
initial suspicion was correct: the in­
sects do require-and generate-a high 
thoracic temperature for flight. Al­
though they have the same tempera­
ture as the air when they rest, they 
endothermically heat themselves to 
30 degrees C. or more before flying, 
even in air temperatures near zero (the 
freezing point of water). 

Having established that the moths 
generate their own heat, I attempted to 
determine whether they have any spe­
cial physiological tricks for doing so. 

It was obvious from their vibrating 
wings that the insects obtain heat by 
shivering, but this was not in itself 
special. Ann E. Kammer, now at Ari­
zona State University at Tempe, had 
shown earlier that Lepidoptera (moths 
and butterflies) shiver during preflight 
warm-up by simultaneously contract­
ing their major upstroke and down­
stroke muscles. Yet something about 
the cuculiinid behavior was striking: 
some of them began to shiver at much 
lower temperatures than other moths 
of the same size. 

Winter cuculiinids generally be­
come active only when the air temper­
ature exceeds zero degrees C., but 
sometimes they initiate shivering at 
temperatures as low as -2 degrees. 
No other moths are known to shiver 
until the air reaches at least 10 degrees. 
According to Harald E. Esch of the 
University of Notre Dame, the winter 
cuculiinids can activate their central 
nervous system, and hence their shiv­
ering response, at unusually low tem­
peratures. How they do so is still 
something of a mystery. 

H
eating up to 30 degrees C. from 

a resting temperature of zero 
degrees or below can drain a lot of 
precious energy. I therefore wondered 
whether the winter moths had a high 
metabolic rate, enabling them to gen­
erate heat more quickly and efficient­
ly than other moths. They do not. 
As measured by oxygen consumption, 
their metabolic rates at rest and during 
shivering and flight were roughly the 
same as those found by other investi­
gators for many moth species with a 
similar body mass. 

The winter moths, in fact, pay a 
price in time and energy for heating 
themselves at low temperatures. When 
they warm up in an air temperature 
of zero degrees C. , much of the heat 
they generate diffuses into the air, and 
in many instances they have to shiver 
for more than half an hour to reach 
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a thoracic temperature of 30 degrees. 
During flight the large differential be­
tween the air temperature and the in­
sects' body temperature results in ac­
celerated heat loss, forcing the moths 
to repeatedly stop, shiver and warm up 
again. In contrast, if the insects wait to 
shiver until the air temperature is near­
ly 10 degrees, they can warm up fast­
er. Moreover, the heat they generate is 
sufficient to maintain nonstop flight at 
a thoracic temperature of from 30 to 
35 degrees. 

Lacking "low cost" ways of produc­
ing heat, the moths seem to be selec-

tive about the conditions under which 
they shiver. Intuition suggests that 
the animals should shiver when they 
feed, in order to be ready for a fast get­
away from predators. Yet they some­
times do not do so. (Bats and birds 
may no longer patrol the skies in win­
ter, but shrews, squirrels and perhaps 
deer mice probably pose some dan­
ger.) Moreover, the insects do not heat 
themselves merely to keep warm; if 
they do not need to fly, they neither 
warm up nor resist cooling after a 
flight. In fact, the lower the air temper­
ature is, the less likely the moths are 

to shiver. At from five to eight degrees 
C. only half (49 percent) of the moths 
in one study shivered as they lapped 
up diluted honey smeared on trees. In 
contrast, most of the moths (90 per­
cent) shivered at approximately 17 
degrees, the highest temperature at 
which I observed them in the field. 

This apparent emphasis on energy 
conservation at the expense of preda­
tor avoidance makes sense if one ex­
amines the costs of resisting passive 
cooling. At an air temperature of zero 
degrees C. a moth weighing . 1  gram 
(having a thorax weighing .04 gram) 

WINTER MOTH of the Noctuidae family is portrayed with a su­
perposed infrared map to show the distribution of heat immediate­
ly after flight. Yellow indicates the highest temperature, followed 

in sequence by red, pink, dark blue, green, light blue and purple. 
In order to fly, the winter noctuids must keep their wing muscles 
(yellow, red and pink regions) heated to about 30 degrees Celsius. 
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TWO WINTER NOCTUIDS, Eupsilia (left) and Lithophane (right), eat honey spread on 
a tree trunk as bait. Some 50 noctuid species, all from the Cuculiinae subfamily, are 
active in northern winters. The winter cuculiinids resemble many summer noctuids ana­
tomically but can warm their flight muscles at lower air temperatures. The cuculiinids are 
also better able to retain heat in their thorax, the region that houses the wing muscles. 

a 

INFRARED PHOTOGRAPHS of Eupsilia capture the moth in successive stages of 
warming up for flight. Like many moths, the cuculiinids heat up by shivering: simulta­

neously contracting their upstroke and downstroke muscles. In a and d the moth, perched 
on a stick, is seen from above, in band c from the side. The thorax is the round area that 
first appears in b (dark blue). As in the illustration on the preceding page, yellow rep­
resents from 26.6 to 30.9 degrees C.; red, 24.8 to 26.5; pink, 22.4 to 24.7; dark blue, 19.6 
to 22.3; green, 17.2 to 19.5; light blue, 14.0 to 17. 1, and purple, 11.0 to 13.9 degrees. 

106 

would have to counteract a postflight 
cooling rate of 13 degrees per minute 
to maintain a 3D-degree difference be­
tween its body and the environment. In 
order to do so it would expend .42 cal­
orie per minute. 

If the moth in the example above 
filled itself to capacity on sugar-maple 
sap, obtaining four milligrams of sug­
ar, its shivering would exhaust the 
contents of its stomach in just 35.2 
minutes (each milligram of sugar pro­
vides 3.7 calories). At an air temper­
ature of 15 degrees, on the other 
hand, the moth would burn calories 
much more slowly. In fact, it could 
maintain a 3D-degree thoracic temper­
ature for twice as long. 

B
ecause the moths do not have high­

ly specialized mechanisms for 
producing extra warmth, I suspected 
that they must have an effective way 
of retaining heat. Actually they have 
several ways. Insulation can certainly 
retard heat loss, and the moths are well 
insulated by a coat of dense pile. (The 
pile is a derivative of the scales that 
give butterflies their beauty, and it ex­
plains why the moths are often called 
millers: the modified scales, which rub 
off easily, are whitish and fluffy, much 
like the flour that covers a miller.) 

To determine exactly how well the 
scales facilitate heat retention, I meas­
ured the cooling rates of both pile-cov­
ered and depilated moths after they 
were heated and then exposed to vary­
ing air speeds in a wind tunnel. At air 
speeds of seven meters per second, 
which approximate those of flight, the 
unshorn moths cooled approximately 
twice as slowly as the naked ones. 

Pile obviously helps the animals to 
store heat; indeed, it is absolutely es­
sential to flight in the winter. Never­
theless, some summer moths of similar 
size, such as the tent-caterpillar moth 
Malacasoma americanum, have com­
parable insulation, to aid them when 
summer nights turn chilly. The insu­
lation alone, then, does not explain 
why the winter cuculiinids withstand 
the cold better than other moths. 

Like the insulation, an ability to pre­
vent heat from diffusing out of the 
thorax into colder areas of the body 
would also help the moth to retain cru­
cial thoracic warmth. Indeed, to vary­
ing degrees all endothermic insects ex­
amined to date have such an abili­
ty, including dragonflies, bumblebees, 
honey bees and many large moths. At 
low air temperatures, when they need 
to conserve thoracic heat, the animals 
retard heat flow to the head and the 
abdomen and virtually eliminate leak­
age to other extremities, such as the 
legs and wings. The winter cuculiinids 
do the same, but compared with other 
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moths they lose even less heat to the 
abdomen. 

Determining the thoracic and ab­
dominal temperatures of cuculiinids 
required inserting fine thermocouple 
probes into them before they warmed 
up. During the preflight warm-up the 
abdomen remained within .4 degree C. 
of the air temperature. Indeed, the ab­
dominal temperature increased an av­
erage of only two degrees even during 
flight, whereas the thoracic tempera­
ture increased as much as 35 degrees. 

In collaboration with George R. Sil­
ver, formerly of the Cold Research Di­
vision of the U.S. Army Research In­
stitute of Environmental Medicine in 
Natick, Mass., I also photographed the 
insects with an infrared camera. The 
camera records heat emission rather 
than external details. Our pictures con­
firmed that the legs, wings and abdo­
men of the winter moths gain little 
or no heat during warm-up, flight and 
postflight cooling. 

How can a moth maintain a differ­
ence of more than 30 degrees C. be­
tween the thorax and the abdomen, 
trunk divisions separated by only one 
or two millimeters? Oddly, part of 
the answer lies in the anatomy of the 
moths' ears. The eardrums of noctuids 
lie behind the thorax, where they are 
enclosed by air chambers that happen 
to be almost perfect heat insulators. 
(No one knows whether the ears of 
winter moths still function as they 
once did to detect the ultrasounds 
emitted by bats.) Moreover, these 
chambers sit next to abdominal air 
sacs, which provide added insulation. 

T
he vascular system also helps to 
prevent heat loss from the thorax. 

The blood, which transports nourish­
ment stored in the abdomen, could po­
tentially nullify the heat-sequestering 
ability of the air sacs. It flows in a sin­
gle vessel from the abdomen (where 
the vessel is called the heart) through 
the thorax to the head [see illustration 
on page 109]. From the head it empties 
into the surrounding tissue, eventually 
percolating back to the abdomen. 

In theory, blood returning to the ab­
domen could carry heat away from the 
thorax. In practice, one section of the 
circulatory system in the abdomen and 
one section in the thorax act as coun­
tercurrent heat exchangers: biological 
structures that in this instance recap­
ture heat before it fully escapes from 
the thorax. In a countercurrent heat 
exchanger two fluids (or gases) con­
tained within separate but adjacent 
channels flow in opposite directions. 
If the fluid in one channel is warmer 
than the fluid in the other channel, 
heat moves from the warmer sub­
stance into the cooler one. 
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THORACIC AND ABDOMINAL TEMPERATURES of Eupsilia are plotted over time 
as the winter cuculiinid prepares itself for flight. When the air temperature is 20 degrees 
C. (inset at left), the moth can warm its thorax to 30 degrees within 1.5 minutes, whereas 
it must shiver for 22 minutes when the air is at zero degrees (right). In order to conserve 
energy, winter cuculiinids usually avoid heating up for flight when the air temperature is 
near zero. They also save energy by preventing heat from leaking into the abdomen 
(blue), which always remains within a few degrees of the air temperature. (The moths 
were held in place by a tether; they cooled rapidly when they were unable to take off.) 

The cuculiinid's abdominal heat ex­
changer lies under the moth's air sacs. 
It consists of both the blood vessel 
transporting cool blood from the ab­
domen to the thorax and a narrow re­
gion of the tissue surrounding the ves­
sel. Blood that has been heated in the 
thorax flows through this tissue to the 
abdomen, which means that it moves 
in the opposite (or counter) direction 
from the vascular blood. Heat from 
the tissue therefore diffuses into the 
cooler blood that is flowing into the 
thorax. 

As the blood vessel leaving the ab­
domen enters the thorax, the tube be­
comes the aorta-and the cuculiinids' 
second heat exchanger. Once inside 
the thorax, the vessel forms an in­
verted U, in which the two arms are 
pressed close together. First the vessel 
travels upward to the top of the tho­
rax; then it curves sharply downward 
(before eventually turning away to the 
head). The blood flowing into the tho­
rax from the abdomen is initially cool­
er than the thorax, but it becomes 
heated as it travels. The blood in the 
descending loop is therefore warmer 
than the blood in the ascending part. 
As a result heat returns to the ascend-

ing loop instead of traveling to the 
head with the flowing blood. 

An ideal way to evaluate the effec­
tiveness of a heat exchanger is to alter 
the configuration of the blood vessel. 
For instance, one might separate the 
ascending and descending parts of the 
thoracic heat exchanger and predict 
that heat from the descending part 
would then be lost to the head. Unfor­
tunately it is next to impossible to do 
such surgery in a tiny moth without 
interfering with many things, includ­
ing the rate of blood flow, which can 
in turn affect the movement of heat 
throughout the body. 

It is possible, however, to judge the 
value of the winter cuculiinid's heat 
exchangers by comparing its vascular 
system with that of other moths, such 
as sphinx moths (Sphingidae) and gi­
ant silk moths (Saturniidae), both of 
which are large-bodied animals found 
particularly in the Tropics. In these in­
sects the aorta is arranged to form a 
"cooling coil" instead of a heat ex­
changer. The descending part is great­
ly elongated and loops away from the 
ascending part. Rather than returning 
heat to the other part of the aorta, the 
looping vessel retains the heat and 
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transports it away from the thorax. 
The differing physiologies appear 

to produce markedly different effects. 
Sphinx moths and giant silk moths are 
up to 60 times as large (in mass) as the 
cuculiinids and therefore might be ex­
pected to overheat much more readily. 
On the contrary, they can dissipate ex­
cess heat to the head and the abdomen 
and from there to the air. In fact, they 
often fly at air temperatures higher 
than 30 degrees C. The cuculiinids, in 
contrast, never "dump" their excess 
warmth. Regardless of their very small 
size, they stop flying because of heat 
prostration when the air temperature 
approaches 20 degrees. Their extreme­
ly efficient heat-retention mechanism 
is apparently bought at a price, but one 
they seldom if ever have to pay. 

Although the winter moths' heat 
exchangers effectively retain thoracic 
heat, the insects' circulatory system, 
like their pile covering, is not totally 
unique. Indeed, it is similar to that 
of many small-bodied summer moths. 
For instance, in the aorta of the tent­
caterpillar moth, the descending loop 
is close to the ascending one, but the 
two are not pressed together. This 
small difference nonetheless appears 
to influence heat retention. The tent­
caterpillar moth, which in flight main-

tains the same thoracic temperature as 
the winter cuculiinids, has a modest 
ability to dump heat. It can therefore 
fly in slightly warmer weather than the 
winter moths can, but it is not able to 
fly at low air temperatures. 

P
roducing and retaining the heat 
needed for flight is just one part 

of the solution to winter survival. Be­
cause winter moths actually spend at 
least 99 percent of the time cooled 
down and in torpor, they also need 
some way to avoid freezing, or solidi­
fying, when they rest in wait for a suit­
ably "warm" night. 

The immature stages of many sum­
mer insects survive the cold by pro­
ducing biological antifreezes. I won­
dered if the winter moths did so too. 
By storing moths in a refrigerator for 
an average of three weeks, John G. 
Duman of the University of Notre 
Dame and I determined the standard 
freezing point of the insects' blood; 
that is, the freezing point when inter­
nal ice crystals are present. Even tiny 
crystals promote freezing because they 
provide a surface for the attachment 
of nearby water molecules. 

The moths froze at from - 1 to - 2 
degrees C., close to the freezing point 
of summer-adapted insects. The blood 

PILE COAT on a winter cuculiinid facilitates heat retention. Insulation helps to ensure 
the survival of winter moths but is not unique to them; many summer moths have such fur. 
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of moths that were freshly caught in 
the field had almost the same freezing 
point. These observations suggested 
that the cuculiinids produce little if 
any antifreeze; if they had such a sub­
stance in the blood, they would not 
freeze until the blood reached a much 
lower temperature. 

It was still possible that the moths 
had a special ability to be supercooled 
(to remain unfrozen at temperatures 
below the standard freezing point) if 
they prevented an initial "seed" ice 
crystal from forming in or entering the 
body. The limit of supercooling is de­
fined as the moment at which "flash­
ing," or rapid ice-crystal growth, sud­
denly freezes the supercooled animal. 
This moment was readily identified by 
a quick, transient temperature rise in 
the moths; as water molecules join a 
spontaneously propagating ice crystal 
during flashing, they emit heat, which 
can cause a temperature rise of a few 
degrees. The flashing point is also the 
moment of death for the winter cucu­
liinids, because none survive freezing. 

In moths that were chilled very 
slowly in an ice-free environment the 
supercooling limit varied markedly, 
ranging from - 4 to - 22 degrees C. 
Moreover, the moment of freezing did 
not cluster around any one tempera­
ture. Such variation suggests that su­
percooling is a random phenomenon, 
not an adaptive trait, in the winter 
moths. Indeed, the supercooling abili­
ty of the winter moths is similar to that 
of many summer moths that never en­
counter freezing temperatures. 

Although supercooling is probably 
I\. not a specific adaptation for win­
ter survival, any ability to cool below 
the standard freezing point may en­
able insects to survive low air tempera­
tures, provided they stay in a dry place 
away from ice that might enter the 
body and serve as a seed crystal. A 
small, dry cavity in the ground, in a 
rotting log or under bark often forms 
an ideal habitat for hibernating in­
sects. Where do the winter moths go to 
escape ice and sharp declines in their 
temperature? 

An observer who knew that color­
ation often provides protection might 
well suppose the moths rest on trees. 
Why else would they, in common with 
their summer-adapted relatives, be 
colored in ways that provide camou­
flage against tree trunks? There are, 
for instance, white- and cream-colored 
moths that are nearly invisible on 
birch; brown moths that blend with fir 
or spruce; black varieties that almost 
disappear against ash bark; gray ones 
that match beech or elm, and even 
some moths that are peppered to re­
semble lichens. 
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I discovered the moths' resting place 
by first building a large outdoor enclo­
sure and standing in it the trunks of 
pine, spruce, birch, beech, ash, ma­
ple, elm and cherry; a leafy layer cov­
ered the ground. I then released 173 
moths of varying colors one evening 
and searched for them the next morn­
ing. Most of the recaptured moths had 
crawled under the leaf litter or into 

CUCULIINID WINTER MOTH 
ABDOMEN 

curled leaves lying on the ground. 
Leaves provide excellent insulation 

from the cold. In late winter in Ver­
mont I measured temperatures of no 
less than -2 degrees C. under the 
ground cover even when the air tem­
peratures dipped below - 30 degrees. 
Such a makeshift shelter is often cov­
ered with snow, which provides an 
added but perhaps unnecessary barrier 

ABDOMINAL HEAT EXCHANGER 

SPHINX MOTH 

against the cold. Dale F. Schweitzer 
of Yale University has shown that the 
fallen leaves can be insulation enough, 
at least at temperatures as low as -23 
degrees. 

Moths that hide under leaves should 
not need camouflage. The explana­
tion for their coloring may be found 
in their evolutionary history. The fact 
that the external and physiological 

ANATOMY of a typical winter cuculiinid (top) differs from that 
of a summer moth (bottom) in ways that enable the cuculiinid to 
be active in the cold. The air sacs of the winter moth isolate the 

thorax, sequestering heat there. The circulatory system also pre­
serves thoracic heat. In all moths the blood (black arrows) flows 

in a single vessel from the abdomen through the thorax to the 
head, warming along the way; on the return journey it percolates 
through tissue. The circulatory system of the winter moth includes 
an abdominal and a thoracic countercurrent heat exchanger. In 

the abdominal heat exchanger blood flowing between the heart 
and the aorta is cool (blue), whereas blood flowing in the opposite 
(counter) direction, through the adjacent tissue, is warmer (red); 
heat therefore passes (red arrows) from the tissue into the vessel, 
and then into the thorax. The thoracic heat exchanger is the aorta. 

Because the blood in the descending part of the loop is warmer 
than the blood in the ascending part, heat moves into the ascend­
ing segment. In the large summer moth the descending part of the 
aorta is separated from the rising segment, shunting heat away. 
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THORACIC AND AIR TEMPERATURES at which a summer moth engages in continu­
ous flight are compared with those of representative winter moths. Manduca sexta, a 
summer sphinx moth, must heat its thorax to about 40 degrees C. before flight; it can 
remain aloft in air temperatures as warm as 35 degrees C. Like many other summer 
moths, it cannot initiate flight until the air reaches about 12 degrees. Eupsilia flies at a 
lower thoracic temperature. It can take off when the air temperature is in the range of 
- 2 to about 30 degrees (gray), although it cannot sustain flight at the extremes of that 
range. When the air is cooler than five degrees, the moth stops flight repeatedly to shiver. 
When the air is warmer than about 20 degrees, the animal overheats. Operophtera bru­
ceata, one of the few winter-adapted members of the Geomitridae family, can fly in air 
temperatures ranging from - 3 to 25 degrees and does not have to heat its thorax much in 
order to do so. It overheats at air (and also thoracic) temperatures close to 25 degrees. 

MALE OPEROPHTERA (left) has large wings, a feature that helps to explain why it can 
fly without significantly warming its wing muscles. In contrast to the winter cuculiinids, 
which beat their wings approximately 60 times per second, male Operophtera moths beat 
their wings as few as two times per second. The female of the species (right) does not fly. 
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features of the winter moths are quite 
similar to those of summer moths sug­
gests that the winter-adapted variants 
evolved from ancestors that were ac­
tive in the summer. If that is the case, 
the winter moths probably did perch 
on trees at one time. After they adopt­
ed new habits their color became a 
neutral trait and was not altered. As­
suming that this hypothesis is correct, 
it suggests that a "reversed" life cycle 
evolved independently many times. In­
deed, according to John G. Francle­
mont of Cornell University, taxonom­
ic findings also suggest that the winter 
cuculiinids are polyphyletic (descend­
ants of more than one ancestral line) 
and have all developed the same strat­
egy for winter survival. 

The moths frequently seek shelter to 
avoid freezing when they rest, but at 
other times they may optimize their 
energy balance by avoiding too cozy a 
hiding place. Indeed, the lower they 
keep their body temperature while 
resting (short of freezing), the longer 
they can make their energy reserves 
last. The reason is that the metabolism 
slows in cold weather. For example, on 
the basis of measurements of energy 
metabolism in resting moths I calcu­
late that a moth weighing . 1  gram and 
filled with six grams of sugar from sap 
can rest for 193 days at an air (and 
body) temperature of - 3 degrees C. 
At three degrees higher, or zero de­
grees, the fuel would last for only 24 
days, and at 10 degrees the reserve 
would be exhausted in just 1 1  days. 
Whether or not the moths actually 
attempt to remain at the lowest tem­
perature possible is not yet known. To 
do so would entail an important risk: if 
the insects tried to sit still in an ex­
posed place, they might become too 
cold and freeze. 

The accumulated evidence suggests 
that the moths do not have any high­
ly specialized adaptations for resisting 
the cold, just as they have no unique 
adaptations for generating heat. On 
the other hand, their behavioral adap­
tation of seeking shelter in the leaves 
serves them nicely. It allows them to 
be flexible. They can become active 
the moment the air is warm enough for 
efficient flight, and yet they can also 
find shelter within seconds if tempera­
tures plummet dangerously during the 
same evening. Insects with adaptations 
enabling them to survive freezing by 
perfusing themselves with antifreez­
es would require a significantly longer 
lead time to become fully active-time 
that winter evenings may not provide. 
In high concentrations antifreezes (pri­
marily alcohols) are toxic and tempo­
rarily leave animals comatose; the 
substances are eventually converted 
into less toxic chemicals, but that 
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happens slowly, particularly when the 
temperature of an animal is very low. 

W
inter cuculiinids seem to be well 
adapted to cold weather, but it 

would be a mistake to conclude that 
their characteristics are the only ones 
possible for winter activity. On frosty 
nights in New England one can see the 
males of the species Operophtera bru­
ceata sailing through the forest in 
search of the flightless, sluglike fe­
males. The moths, which also fly on 
sunny days, are even active at temper­
atures as low as - 3 degrees C. and 
during mild snowstorms in November. 
(In late November, before they disap­
pear entirely, the males fly only at 
about noon on sunny days.) 

Operophtera, which is one of a few 
species in the Geometridae family that 
have adapted to winter, neither basks 
(a typical warming behavior of day­
flying insects) nor shivers, nor does 
it have the insulation found in cucu­
liinids. Instead the males are able 
to function at an extremely low body 
temperature; they are the only moths 
that routinely fly with a muscle tem­
perature close to zero. Spared from 
the need to warm up before takeoff, 
Operophtera saves the considerable en­
ergy that might otherwise go toward 
shivering. 

Oversized wings and a low body 
weight contribute to such energy con­
servation by enabling the insects to 
remain airborne with a wing beat fre­
quency as low as from two to four 
beats per second-much lower than 
the more than 60 beats per second re­
quired by the cuculiinids. In common 
with many winter-adapted insects, the 
adults do not eat; in fact, they no long­
er have a digestive tract. (All the ener­
gy they use is accumulated and stored 
at the larval stage.) It is impossible to 
ascertain cause and effect, but the loss 
of the need to carry a digestive tract 
probably reduced the energy needed 
for flight. 

Geometrids that live near equatori­
al lowlands have physical characteris­
tics similar to those of Operophtera, but 
they are less exaggerated. As is true of 
the cuculiinid winter moths, Operoph­
tera's design for cold-weather activity 
appears to be modeled on a preexisting 
form, albeit one quite different from 
that of the noctuids. 

The remarkable ability of certain 
noctuids and geometrids to be active 
in the winter highlights the way slight 
evolutionary alterations in anatomy, 
physiology and behavior can add up 
to success in a new environment. The 
winter moths are still quite similar to 
their close relatives but, taken togeth­
er, their small differences adapt the in­
sects to winter living. 

Observing the planets 
with a Questar® 3Y2 
a letter from Dr. Stanley Sprei 

"This weekend was a fine one for deep­
sky objects - no moon. MI04 showed its 
shape nicely. A more experienced observer 
than I even claimed to see its dust lane. 
I was able to find the Sombrero by scan­
ning; also helped by the positions of 
Saturn and Spica. I used the setting 
circles to find M56, a faint 9th magnitude 
globular in Lyra. It seemed a small 
round glow, but after a while, with averted 
vision, a few extremely tiny stars appeared 
around its periphery. Much more imposing 
was Omega Centauri, a grand eyepiece­
filling sight, resolved all across its 
diameter at medium power. 

"I'm afraid I must join the chorus of 
praise for planetary images produced 
by the Questar. In my years of looking 
at Jupiter with 2-to-8 inch scopes, I always 
saw the same two ruler-straight, feature­
less tan bands across its face and had 
come to the conclusion that my eyes 
were not acute enough to pick out more 
detail. With Questar, not only do I see 
5 to 7 bands but the two main equatorial 
bands are revealed to have all sorts of 
fascinating irregularities. I spotted a 
large indentation on the south margin 
of the south equatorial belt, which was 
received with skepticism by the 9-inch 
Schmidt users at the site, until it was 
confirmed with a 17.5-inch scope. Rather 
than focusing on the planet itself, I like 
to use its moons; when each one shows 
a tiny Airy disc, the planet will be in focus. 

"Saturn is also very pleasing. Cassini's 
division is seen rather than imagined. 

LET US SEND YOU OUR LITERATURE 
DESCRIBING QUESTAR. THE WORLD'S FINEST. 
MOST VERSATILE TELESCOPE. PLEASE SEND 
$2 TO COVER MAILING COSTS ON THIS 
CONTINENT. BY AIR TO SOUTH AMERICA, 
$3.50; EUROPE AND NORTH AFRICA, $4; 
ELSEWHERE, $4.50. 

QUESTAR 
P.O. Box 59, Dept. 214, New Hope, PA 18938 

(215) 862·5277 

• 

The sharpness of the image caused me 
to underestimate the magnification; I told 
several people at the star party that it 
was 200X but it was actually 260. The 
books say you should see nothing but 
a shapeless blob at 74X per inch of 
aperture, but I found it perfectly usable 
on Saturn, as well as on Epsilon Lyrae. 
With each close pair at the extreme edge 
of the field, the diffraction images are 
still round. Another interesting aspect 
of Saturn is the distinct bluish tinge of 
the rings. Where they pass in front of the 
planet there is a very nice color contrast 
between rings and planet. 

"To make a long story short, the 
Questar is very enjoyable for both deep 
sky and planetary observing. A person 
is limited only by sky conditions and 
one's ability to stay up very late on 
good nights." 

The Questar 3� and Questar 7 are 
shown below; both are complete portable 
observatories, fully mounted for polar 
equatorial observing: slow motions in 
dec/ination and right ascension, con­
tinuous 3600 rotation for both manual 
controls and synchronous drive, a built-in 
finder system, changeable high powers 
without changing eyepieces, complete 
flexibility of barrel position with tilting 
eyepiece for comfort in observing, camera 
attachment and handsome carrying case. 
The barrel of the 3� supports a map of 
the moon, and over it is a revolving star 
chart with monthly settings. All in a hand­
some carrying case. 

© 1986 Questar Corporation 
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MESOLITHIC MOTHER AND CHILD were buried together in 
a grave found with other graves at a site near the modern Dan­
ish town of Vedbaek. The woman was a young adult, her child 
newborn. The object among the child's bones is a flint knife. The 
teeth around the mother's skull are from red deer; they were at-
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tached to a skin garment. (The round stone on the other side of 
the skull is the result of later burrowing by animals.) The ceme­
tery, called Henriksholm-B�gebakken, dates from about 4000 H.C. 
Its excavation, begun in 1975, focused renewed interest on the 
Vedbaek area, which in Mesolithic times was an inlet of the sea. 

© 1987 SCIENTIFIC AMERICAN, INC



A Mesolithic Camp in Denmark 
On a small rise that was once an island an unusual excavation 

has yielded clues to the rich foraging culture that flourished 

on the coasts of northern Europe during the ''Middle Stone Age" 

by T. Douglas Price and Erik Brinch Petersen 

W
hat can be said about a group 
that lives by foraging? Until 
recently the standard answer 

was that such a group is small, poor 
and moves more or less continuously 
in search of food. From this picture it 
follows that the group's social orga­
nization is rudimentary. That answer, 
which fits many of the foraging groups 
existing today, is being changed by 
new findings from a period that ended 
some 5,000 years ago: the Mesolithic. 
It has become increasingly clear that 
during the Mesolithic period (the 
"Middle Stone Age") there existed for­
aging groups that were relatively large, 
affluent and often sedentary. Further­
more, although their social organiza­
tion is difficult to reconstruct, it seems 
likely that some of these groups were 
characterized by considerable social 
complexity. 

Nowhere are these developments 
clearer than in southern Scandinavia, 
where a combination of favorable cir­
cumstances has made the archaeologi­
cal record of Mesolithic times partic­
ularly rich and intelligible. Southern 
Scandinavia (including northern Ger­
many, Denmark and southern Swe­
den) remained largely uninhabited un­
til about 12,000 years ago, when, as 
the Pleistocene ice sheets retreated, the 
area was penetrated by bands of rein­
deer hunters. Later the reindeer hunt­
ers were replaced by a series of for­
aging cultures typified by increasing 
complexity and increasing dependence 
on marine resources. Fortunately ev­
idence of this rich cultural sequence 
has been well preserved in the many 
bogs that formed in the region during 
and after the Mesolithic period. 

Partly as a result of the excellent 
preservation of a wealth of cultural 
artifacts, archaeology constitutes a 
significant aspect of the national tra­
dition of Denmark and Sweden. One 
area of Denmark where excavations 
have served to unearth a microcosm 
of Mesolithic life is around Vedbaek, 

a small town just north of Copenha­
gen on the island of Zealand. During 
Mesolithic times there was an inlet 
near the site of the modern town, and 
a series of excavations beginning 60 
years ago have shown that the inlet 
was ringed by Mesolithic settlements. 
In 1975 the discovery of a significant 
Mesolithic cemetery spurred renewed 
interest in the area, and several ma­
jor excavations have been carried out 
there in the past decade. 

One of those excavations was our 
own work at Vaenget Nord. Now only 
a slight rise among birch trees in a 
meadow, Vaenget Nord was once a 
small island in the inlet. About 7,000 
years ago the island was the site of a 
small camp that was probably season­
ally occupied several times by a group 
of people whose descendants were to 
live in the area for the next 2,000 
years. Beginning in 1980 and continu­
ing until 1983 we undertook intensive 
excavations at Vaenget Nord. Making 
use of the technique called decapage, 
we peeled back the soil layer by lay­
er, leaving the artifacts in place as we 
revealed the Mesolithic surface. That 
method is particularly effective for re­
constructing the spatial organization 
of a prehistoric site. What we have 
learned about spatial organization has 
in turn contributed to our growing un­
derstanding of Mesolithic complexity. 

During much of its prehistory 
northern Europe was covered by 

ice. At the end of the Pleistocene ep­
och, some 10,000 years ago, dramatic 
changes in climate and environment 
took place as a result of a global 
warming. As the Pleistocene ice re­
treated it left new sediments along 
with many shallow depressions that 
became lakes and streams. The new 
landscape was initially occupied by 
tundra species such as dwarf birches, 
lichens, reindeer and horses. These ini­
tial colonizers were quickly followed 
by human hunters belonging to var-

ious cultures of the late Paleolithic 
period (the "Old Stone Age"). As 
temperatures rose, tundra gave way to 
open parklands of birch and eventu­
ally pine. The light forests were filled 
with new species such as aurochs (wild 
cattle) and moose, soon supplemented 
by wild pigs, red deer and roe deer. 

The first traces of Mesolithic cul­
ture appeared in southern Scandinavia 
at the beginning of the postglacial ep­
och. Archaeological remains dating to 
before 7000 B.C. are rare, but after that 
date foragers began to leave abundant 
traces of their presence. (The dates 
employed in this article are uncalibrat­
ed radiocarbon dates, which differ 
from calendrical dates by an amount 
that increases with the interval before 
400 B.C. The uncalibrated dates can be 
adjusted to the calender by means of 
bristlecone pine trees of known age.) 

By analyzing the various traces the 
foragers left, archaeologists have been 
able to divide the Mesolithic in south­
ern Scandinavia into three main pe­
riods. These three chronological divi­
sions are known as the Maglemose, the 
Kongemose and the Erteb¢lle, each 
named for the most notable of its char­
acteristic sites. The first period, the 
Maglemose, lasted until about 5500 
B.C. Maglemosian hunters are known 
mainly from small, short-term sum­
mer and fall camps on inland lakes. 
The focus of these encampments 
seems to have been fishing, comple­
mented by some hunting and the col­
lection of hazelnuts. 

The warming trend of the postgla­
cial period had significant implica­
tions for the physical setting of human 
culture in southern Scandinavia. As 
the continental ice sheets melted, the 
seas rose. At the same time the land­
masses, released from the weight of an 
ice blanket hundreds of meters thick, 
also began to rise. A kind of geolog­
ic race ensued between land and sea. 
Gradually the water outdistanced the 
land, and the sea rose until it had 
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VEDBAEK is on the Danish island of Zealand just north of Co­
penhagen (left). Today the area is a low-lying coastal valley; the 
current coastline and other features are shown by the light lines 
on the map at the right. In 4000 B.C. sea level was five meters 
higher than it is today (dark IiI/e). The resulting inlet was densely 
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MESOLITHIC CHRONOLOGY for Denmark can be construct­
ed by examining changes in artifacts. Vaenget Nord was occupied 
from about 5200 to 4800 B.C. At the end of the Mesolithic ceram­
ics appeared, probably adopted from farming groups to the south. 
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HENRIKSHOLM-
B0GEBAKKEN 

(CEMETERY) 

populated during Mesolithic and early Neolithic times. Of the 
many known Stone Age settlements around the inlet (circles), 
about a dozen have been excavated (opel/ circles). From 1980 to 
1983 the authors directed an excavation at Vaenget Nord, which 
in Mesolithic times was a small island 40 to 50 meters from shore. 

CHARACTERISTIC ARTIFACT TYPES 

The arrival of the type of pottery called funnel-necked beakers in 
about 3200 B.C. (along with domesticated plants and animals) 
marks the beginning of the Neolithic period. Peter Yang Peter­
sen of the National Museum of Denmark conceived the diagram. 
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exceeded its current levels. By about 
5000 B.C. southern Scandinavia was 
smaller than it is today, and many low­
lying areas near the modern coast had 
been flooded. 

The rich estuaries, inlets and islands 
formed by the rising sea were the fo­
cus of human settlement during the 
Kongemose and Erteb9S11e periods. 
Not only was the coast the site of set­
tlement but also the sea became the 
main source of subsistence. Successful 
hunting on the many islands helped 
to gradually extirpate the bears, au­
rochs and moose. Subsistence activ­
ities turned to the wild pig, the red 
deer and most emphatically to the sea. 
Throughout the later Mesolithic there 
is a tendency for more marine species 
to appear in the diet and for those spe­
cies to constitute a greater proportion 
of the diet. 

By the late Mesolithic the coastal 
cultures included groups of sophisti­
cated, marine-adapted hunters and 
fishermen. Along with large and exot­
ic prey such as porpoises and whales, 
these marine-adapted groups exploit­
ed more prosaic resources of the sea 
such as fish and shellfish. In western 
Denmark remains of settlements are 
often found in association with huge 
mounds of shells from oysters, mus­
sels, periwinkles and cardium (a type 
of scallop). Such mounds, known as 
kitchen middens (or kpkkenmpdding in 
Danish), were not the only signs of 
change. Settlements became larger, 
more elaborate and more sedentary. 
The increased permanence of settle­
ment is suggested by the appearance 
of cemeteries. 

These developments can be seen 
quite clearly around the Vedbaek 

inlet, which is today on dry land a few 
hundred meters from the coast. The 
geologic history of the area has been 
carefully reconstructed by Charlie 
Christensen of the National Museum 
of Denmark. The Vedbaek area was 
given its present form by geologic de­
posits from the last Pleistocene ice 
sheets. The inlet itself was originally a 
valley formed by the runoff of glacial 
meltwater under the ice sheet. When 
the ice retreated, the valley held a 
freshwater lake-and-stream system. 
By about 5500 B.c. the rising postgla­
cial seas had invaded the valley's sea­
ward end, which soon became an inlet 
of the 0resund (the strait between the 
east coast of Zealand and the western 
shore of Sweden). 

Seven thousand years ago the inlet 
offered a most propitious environment 
for human habitation. A diverse array 
of food species was available from sea 
and land. About 60 species of fish, rep­
tiles, birds and mammals have been 

EXCAVATION AT VAENGET NORD had a twofold plan: to expose broad areas on the 
former island and to cut deep trenches extending from its shore. One trench is shown in 
the foreground; the group in and near it is studying a section of the trench wall, aided by 
the matchsticks indicating the vertical arrangment of layers below the modern surface. 

identified at the sites in the Vedbaek 
area by Kim Aaris-S9Srensen of the 
Zoological Museum of the University 
of Copenhagen. The 60 species come 
from all segments of the local environ­
ment: the forest, streams, lakes, wet­
lands, the inlet, the sound and the sea. 
Forest animals are dominated by the 
red deer, the roe deer and the wild pig. 

In spite of the diversity of the re­
source base, marine foods provided 
the major part of the diet. Measure­
ment of two isotopes of carbon (whose 
proportions vary according to the 
source) in human bone suggests that 
the prehistoric inhabitants of the in­
let depended as heavily on the sea as 
do the modern Eskimos of Greenland, 
about 75 percent of whose diet comes 
from marine sources. The significance 
of the marine environment is also at­
tested to by the fact that all the Meso­
lithic settlements are adjacent to the 
prehistoric shoreline. 

The richness of the environment 
around the inlet was reflected in a high 
density of human settlement. Forty or 
more Mesolithic sites have been iden­
tified at the edge of the inlet, many of 
them occupied repeatedly over a long 

period. Indeed, the work done so far 
indicates that the shores of the inlet 
were first occupied by Mesolithic set­
tlers in about 5200 B.C. as the inlet 
was forming. Thereafter the inlet was 
occupied continuously by Mesolithic 
groups until the introduction of agri­
culture to the area in about 3200 B.C. 
marked the beginning of the Neolithic 
period (the "New Stone Age"). 

The repeated occupation of the sites 
around the inlet has provided a lay­
ered vertical arrangement of tools and 
debris corresponding to the chrono­
logical subdivisions of the Mesolithic. 
Such an arrangement, which archaeol­
ogists refer to as a vertical stratigra­
phy, can be employed for constructing 
a detailed chronology, and Peter Yang 
Petersen of the National Museum has 
done just that. Petersen's chronology 
divides the middle and later parts of 
the Mesolithic represented at Vedbaek 
into five phases, each of from 400 to 
600 years' duration. Each phase is as­
sociated with distinctive types of arti­
facts, such as stone blades and points 
[see bottom illustration on opposite page]. 

Such a stratigraphy reveals some in­
triguing things about the relation be-
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tween foraging and agriculture. Vari­
ous artifacts found in the upper (later) 
Mesolithic layers show that the forag­
ers had contact with farming groups 
over a period of perhaps 500 years be­
fore agriculture was adopted in Den­
mark. One sign of such contact is the 
appearance of pottery, generally con­
sidered part of Neolithic culture, in 
the latter part of the Mesolithic ar­
chaeological record. It would seem 
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that the success of Mesolithic foraging 
cultures delayed the introduction of 
farming into southern Scandinavia for 
several centuries-during which farm­
ing was known but not adopted there 
as a way of life [see "Postglacial For­
aging in the Forests of Europe," by 
Marek Zvelebil; SCIENTIFIC AMERI­
CAN, May, 1986]. 

Although the Vedbaek area has 
been the subject of archaeological in-

vestigation for several decades, its sig­
nificance was reemphasized in 1975 by 
the discovery of the Mesolithic ceme­
tery, which has provided radiocarbon 
dates corresponding to about 4000 B.C. 
The cemetery contains the graves of at 
least 22 people, including eight adult 
males, an equal number of adult fe­
males and five infants. The burials 
were adorned in various ways. One in­
fant was buried on the wing of a swan 
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DE CAP AGE, the archaeological technique employed at Vaenget 
Nord, exposes broad areas of the former living surface; the four 
panels show some of the information that can be obtained from a 
square two meters on a side by means of this method. When the 
surface is first exposed, the artifacts are left in place to record 
their position (upper left). After most of the artifacts have been 
removed, the stains left by Mesolithic cooking and other activities 

(including the later action of moles) are revealed (upper right). 
Close analysis of the artifacts makes it possible to categorize 
them (lower left). Some of the stones were flint that had been 
worked (black); others were stones that had been cracked by fires 
(gray); still others were unmodified stone (white). Some bits of 
flint can be fitted together, which shows that they were originally 
part of a single piece of stone that was being worked (lower right). 
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next to his mother. Red-deer antler 
was placed with elderly people. Males 
were buried with flint knives, females 
often with jewelry made of shells and 
animal teeth. A few of these teeth-in­
cisors of bears, aurochs and moose­
come from animals that were extinct 
in the area at the time; they were prob­
ably obtained from central or northern 
Sweden or the continent of Europe by 
exchange. 

The discovery of the cemetery stim­
ulated renewed scientific interest in 
the Vedbaek area as the focus of a col­
laborative project aimed at describing 
and explaining changes in hunter-gath­
erer society in eastern Zealand from 
5500 to 3000 B.C. The collaborating 
institutions included the Institute of 
Prehistoric Archaeology and the Zoo­
logical Museum of the University 
of Copenhagen, the Anthropological 
Laboratory of the University of Cam­
bridge, the National Museum of Den­
mark and the departments of anthro­
pology at the University of Wisconsin 
at Madison and the University of Win­
nipeg. The major excavations in the 
project have naturally been done at 
sites that were repeatedly occupied, 
because the cultural layer is thickest 
there. Repeated residence, however, 
tends to smear and obscure informa­
tion on the horizontal arrangement of 
a settlement: the location of structures 
and the distribution of hearths, pits, ar­
tifacts and refuse. 

Yet it seemed that the spatial ar­
rangement of a settlement might 

offer substantial clues to the lives and 
social organization of its occupants. 
Accordingly, one aspect of the Ved­
baek project was an effort to find sites 
with relatively unmixed remains and 
investigate their horizontal distribu­
tion. Several observations suggested 
Vaenget Nord might provide a good 
site for that kind of work. The slight 
rise that was the island of Vaenget 
Nord is today a minor undulation only 
2.75 meters above sea level in a poor­
ly drained meadow with birch woods. 
Preliminary work showed the site had 
been occupied during the early part of 
the Kongemose period. Because the is­
land was flooded not long anerward, 
however, the period of potential occu­
pation was brief. Indeed, test excava­
tions showed that the number of arti­
facts per square meter was low com­
pared with other sites in the area. 

Major excavations at Vaenget Nord 
were begun in the summer of 1980 and 
continued until 1983. Teams of Dan­
ish and U.S. archaeologists collaborat­
ed in a twofold excavation plan based 
on what was known about the horizon­
tal organization of many Mesolithic 

sites, where three separate zones can 
often be distinguished. The actual oc­
cupation zone is always adjacent to the 
shoreline. It contains hearths, pits and 
construction stone but little organic re­
fuse (which is not well preserved in the 
open air). A refuse zone on the floor of 
the former inlet contains a variety of 
waste the inhabitants threw into the 
water, including bone, antler and flint. 
The refuse zone may also hold posts, 
fish traps and other wood objects. At 
some sites there is a strand zone be­
tween the occupation and refuse areas 
that has been cleared of artifacts by 
wave action. 

The twofold excavation strategy at 
Vaenget Nord was intended to uncov­
er both the occupation zone and the re­
fuse zone in detail. Deep trenches were 
extended from the shore of the former 
island to expose the refuse zone and al­
Iow a careful study of the layers de­
posited in the former inlet. On the sur­
face of the island large areas were ex­
posed, the surface peeled back a layer 
at a time while the artifacts were left in 
place so that their position could be re­
corded. Because such decapage is time­
consuming (and therefore expensive), 
it is rarely applied to large areas of a 
site. Yet it is one of the best ways to ob­
tain detailed information about the 
horizontal arrangement of artifacts, 
and it is fortunate that the collabora­
tion between our institutions made it 
possible to carry out the horizontal ex­
cavation on a fairly large scale. 

Indeed, most of the surface of the 
former island was exposed. During its 
occupation the island was probably 
about 20 meters long and 10 meters 
wide; of the total of 506 square meters 
we investigated, 226 were exposed in 
the horizontal decapage. This peeling 
process exposed a cultural layer made 
up of ash, charcoal and other refuse 
that varied in thickness across the 
island. Under this layer the traces of 
human activities such as digging, fire 
building and setting stakes have been 
preserved as dark stains in the light 
sand of the island's surface. Our tech­
nique entailed the precise recording of 
the position of all these remains. In ad­
dition, all soil removed from the sur­
face was sieved with water to obtain 
charcoal, bone, flint and plant remains 
that were too small to have been re­
corded in position. 

The removal of the artifact-contain­
ing layer revealed many modifications 
of the surface, such as hearths and pits. 
These features were concentrated in 
the southwestern part of the island, the 
part nearest the mainland, which at the 
time of occupation was only 40 to 50 
meters away. It seems clear that the 
landward side of the island constitutes 

the occupation zone. At the south and 
east margins of the occupation zone 
are areas where single large boulders 
have been fractured into fragments 
and laid down as a kind of small pave­
ment. The bases of wood posts were 
also found scattered throughout the 
area of occupation. The posts, of birch 
or alder, were as much as 30 centi­
meters in diameter and sharpened to 
a fine point. Some of these, however, 
may be remnants of later structures as­
sociated with fishing. 

The analysis of features and arti­
facts has enabled us to divide the 

occupation area into several subunits 
with different functions. In the western 
part of the island lies an area that ap­
pears to have been the habitation (or 
primary occupation) zone. Its most no­
table feature is a large, shallow depres­
sion that may have resulted from re­
peated trampling. A dense group of 
stake holes nearby may have contin­
ued around all or part of the depres­
sion. It seems likely that the depression 
formed the base of a dwelling of some 
kind. Little is known, however, about 
the details of Mesolithic dwellings, 
and so it is not possible to say with 
confidence whether it was a tent made 
of hides or a more substantial cabin of 
logs or peat. 

In addition to the habitation area 
there were at least two other areas of 
specialized activity within the occupa­
tion zone, and the distribution of flint 
artifacts was of major significance in 
delineating them. The flint assemblage 
can be divided into the actual tools on 
the one hand and waste products, raw 
materials and other elements of pro­
duction on the other. The waste, which 
archaeologists often refer to by the 
French word debitage, includes cores 
from which flakes and blades were 
made, core-shaping flakes and a great 
many small chips, or "shatter," result­
ing from the striking of cores. In some 
instances the pieces can be refitted, 
providing information about manu­
facture and about the discarding of 
the material. 

The tools themselves are of several 
types: axes, arrowheads, scrapers and 
burins (a tool with an edge resembling 
that of a chisel). The axes, weighing a 
kilogram or more, were made by flak­
ing a heavy nodule of flint into an 
elongated implement with a broad, 
sharp edge. They were attached to 
long handles of elm or ash. The axes 
could be resharpened by removing a 
single large flake across the leading 
edge. Arrowheads generally have the 
shape of a rhombus (an equilateral 
parallelogram). Burins and scrapers 
were made from blades and flakes of 
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flint by giving the stone the required 
edge. (Blades and flakes are distin­
guished by the fact that blades have a 
length of at least twice their width.) 

The assembly of flint artifacts from 
Vaenget Nord is dominated by axes, 
arrowheads and burins; few scrapers 
are present. It has traditionally been 
assumed that burins were employed 
for engraving designs on such materi­
als as bone, whereas scrapers were 
used on animal skins. To test these as­
sumptions we submitted the flint arti­
facts from Vaenget Nord to Helle Juel 
Jensen of the Institute for Prehistoric 
Archaeology at the University of Ar­
hus. Jensen examined the edges under 
the microscope for the characteristic 
traces of wear that come from various 
materials [see "The Functions of Pa­
leolithic Flint Tools," by Lawrence 
H. Keeley; SCIENTIFIC AMERICAN, No­
vember, 1977]. Jensen's investigation 
confirmed our assumptions about the 
uses to which the tools had been put: 
burins had been employed for shaping 
and shaving bone, the few scrapers 
present at the site had been used for 
working dry hides and the core axes 
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exhibited heavy wood polish along the 
cutting edge. 

With this information we were in a 
position to continue our mapping of 
the activity areas of the island. Most of 
the bone-working tools were found in 
the primary occupation area, and al­
though projectile points were distrib­
uted throughout the site, their maxi­
mum density is also there, suggesting 
that the inhabitants made bone tools 
and hunting implements in or near 
their dwellings. Just to the northeast of 
the primary occupation zone, lies the 
area where most of the scrapers were 
found, along with truncated pieces of 
flint and unretouched blades. Few sur­
face features are found there, and it 
seems probable that this was an area 
where hides were laid out on the 
ground and worked. Surrounding and 
overlapping the hide-working area is a 
zone that seems to have been the site of 
intensive flint manufacture; most of 
the refitted chips come from this area. 

The overlapping hide- and flint­
working areas (in addition to the 

primary occupation area) complete 

the list of the main components of the 
occupation zone. To the south of the 
occupation zone lies a zone of garbage 
dumping. The dumping area is char­
acterized by a very thick, dark cultur­
al layer containing an abundance of 
charcoal and fire-cracked stones but 
only a few dispersed flint flakes. This 
area is largely without surface features 
and the refuse layer is thickest next to 
the primary occupation zone. 

To the north, on the opposite side of 
the island, is a second refuse zone that 
had two subsections, each with some­
what different contents. The presence 
of the first subsection was initially 
indicated by a high density of flint 
artifacts. Careful stratigraphic work 
showed that some of them had been 
dumped in the original refuse zone, 
whereas others had been redeposited 
later in an episode of erosion. Just to 
the north of that region we found a 
small area where bones and nutshells 
had survived both erosion and decom­
position. Most of the shells are those 
of the hazelnut, which is known to 
have been a staple for some Mesolith­
ic groups. Among the bones are those 

1.0 

SITE PLANS OF VAENGET NORD show artifacts and modifi­
cations of the living surface (left) along with specialized activity 
areas (right). In 5000 H.C. the outline of the island was defined by 

the 1.5-meter contour. A depression in the southwestern part of 
the island may have been the base of a dwelling. There are cook­
ing pits and other pits as well as patches of charcoal, posts and 
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of several aquatic species, such as gar, 
mackerel, dogfish and even sting ray, 
in addition to the normal sylvan fauna. 

Another major feature of Vaenget 
Nord is the single burial pit, which we 
found on the very highest part of the 
island in front of the primary occupa­
tion zone. The pit lacks both a skeleton 
and the red ochre pigment found in 
many of the graves in the cemetery ex­
cavated in 1975. Nevertheless, it seems 
probable that the pit was once a grave: 
its size and contents (a heavy flint 
blade and two core axes) resembled 
those of another burial found earlier at 
a nearby site. Decomposition has re­
moved the organic part of the burial, 
leaving only the less destructible flint. 

The types of artifacts we found 
at Vaenget Nord, combined with our 
reconstruction of the activity areas 
there, enable us to make some tenta­
tive generalizations about the overall 
function of the site. The island was the 
focus for a set of related activities. 
Among them were manufacturing and 
repairing tools and weapons (as shown 
by the arrowheads) and butchering an­
imals (as shown by bones and the meat 
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polish on some flint blades). When the 
butchering was finished, animal by­
products were utilized for making 
tools and other equipment. Some of 
these items were of bone (as is shown 
by the wear marks on the burins), oth­
ers were of hide (as the scrapers and 
blades indicate) and still others were 
of antler. The presence of core axes of­
fers evidence that there was wood­
working at the site, but the proportion 
of woodworking tools is low com­
pared with the proportion at other 
Mesolithic settlements. 

What type of living arrangement 
could have given rise to such a 

pattern of activity? In answering that 
question one must keep in mind the 
fact that the nearby coast of the inlet 
was heavily settled. Therefore it seems 
plausible to think Vaenget Nord was 
a temporary encampment. The size of 
the island suggests that perhaps only 
five to 10 people lived there at any one 
time. Moreover, the evidence collect­
ed from the site suggests that the island 
was occupied in only a few episodes, 
each lasting for part of a year. It is not 
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possible to determine with preclSJon 
the seasons when the site was occu­
pied. (The inlet itself was certainly oc­
cupied throughout the year.) Yet ha­
zelnuts, which were found on the is­
land, ripen in the fall, and the aquatic 
species found at the site are generally 
available in spring or early summer. 

Thus some of the pieces begin to fall 
into place. It seems possible that what 
we have uncovered at Vaenget Nord 
is a seasonal camp-occupied in the 
warmer months-where the residents 
of a foraging community on the shore 
of the inlet carried out specialized 
tasks. Among them were the butcher­
ing and skinning of animals, messy 
tasks that might well have been done 
away from the main settlement. The 
prey came from both land and sea, 
with the sea possibly predominating. 
The island would quite likely have 
served as a dock and as a base for re­
pairing equipment used in hunting. 

The episodes of occupation of 
Vaenget Nord must have taken place 
in a fairly limited period. The radio­
carbon dates from the island range 
from about 5200 to 4800 B.C. Some 
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evidence of dumping_ In the eastern part of the island fragments 
of rock formed a crude paved gangway_ On the basis of such evi­
dence and other artifacts the authors have reconstructed the activ-

ity areas of the site_ The occupation zone includes a primary occu­
pation area where the dwelling stood and areas for hide and flint 
working. Around the island were areas where refuse was dumped. 
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Brown, Czysz, 
Medgyesi-Mitschang, 

Rice & Schneider 
These are the kind of Fellows who are 
making the world we'll live in tomorrow. 

These are five top achievers in technology-newly named McDonnell 
Douglas Engineering and Research Fellows. 

Our company searches out and develops men and women who are creative 
leaders in their work. We surround them with challenges to be met. We provide 
them with the facilities to fulfill their potential and with opportunities for 
advancement in the fields in which they do their best work. 

Brown, Czysz, Medgyesi-Mitschang, Rice and Schneider bring progress 
and honor to our company. They represent in the world of technology what the 
Albin Polasek sculpture shown here represents in art: Mankind carving its 
own destiny. 

Raymond E. Brown has 
consistently demonstrated 
outstanding technical leader­
ship in the field of simulation 
technology. He is currently using 
his expertise to guide development 
of a revolutionary eye-tracked 
visual system and a low-cost 
digital radar simulator. 

Paul A. Czysz has attained 
national recognition for his work 
in advanced hypersonic aircraft 
concepts. As Principal Scientist 
of our company's National Aero­
space Plane program, he is spear­
heading the development of a 
practical hypersonic transporta­
tion system. 

Dr. Louis N. Medgyesi­
Mitschang has substantially 
advanced mathematical formu­
lation of electromagnetic radiation 

scattering from two- and three­
dimensional surfaces. An eminent 
pioneer in the area of low observ­
ables, his prediction techniques 
have been applied to several 
advanced aerospace vehicles. 

Dr. Robert R .  Rice is excep­
tionally knowledgeable in the 
field of lasers and electro-optics. 
His innovation and dedication 
have contributed to a series of 
significant breakthroughs our 
company has achieved in laser 
communications. 

Stanley Schneider is a 
recognized leader in energy device 
physics. He is also the founder 
of internal electro magnetic pulse' 
physics. Creator of a revolutionary 
neutral particle beam direction 
sensor, he is currently continuing 
his work in energetic particle bearns. 

"Man Carving Out His Destiny" 

NlCDONNELL DOUGLAS 

(&: 1987 McDonnell Douglas Corporation 
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The 
Roster of 
Fellows 

Brown, Czysz, Medgyesi-Mitschang, 
Rice and Schneider join previously named 
top achievers in technology, listed here 
with their special areas of expertise: 

Distinguished FelJow 
Dr. Donald P. Ames. Low temperature 
physics, materials, lasers and particle 
beams. 

FelJows 
Eugene C. Adam. Aircraft crew station 
design. 

Kenneth B. Amer. Rotary-wing 
aeronautics. 

Dr. William F. Bozich. Laser technology. 

Dr. Norman R. Byrd. Materials science. 

Dr. Tuncer Cebeci. Computational fluid 
mechanics and theoretical aeronautics. 

Paul H. Denke. Finite-element 
structural analysis. 

Dr. William K. Douglas. Space flight 
medicine. 

Saul Fast. Avionics, communications 
and solid state electronic warfare. 

Dr. James I. Gimlett. Optical and 
electro-optical technology. 

John L. Hess. Air flow and acoustics 
radiation. 

Raymond J. Juergens. Composite 
materials. 

Fr ank Laacke. Fighter aircraft design. 

James G. Lair d. Radar design and 
analysis. 

Fr ancis D. McVey. Computer-aided 
engineering. 

John Mackey. Human interactions with 
technology. 

Lawrence D. Per lmutter. Navigation, 
guidance, control. 

Richar d A Rawe. Fracture mechanics. 

Dr. Daniel L. Rosamond. Orbital 
mechanics. 

Monte Ross. Space laser 
communications. 

Dr. Micklos Sajben. Flow fields in 
inlets and duct flow fields. 

Dr. Robert J. Sunderland. Adhesive 
bonding, corrosion and erosion resistance. 

John C. Weitekamp. Fighter aircraft, 
missile and spacecraft design. 

Dr. Clarence J. Wolf. Environmentally 
induced degradation of electrical 
insulation. 

Dr. Rainer Zuleeg. Gallium arsenide 
microcircuitry. 

of the latest dates were obtained from 
four large pairs of posts driven into the 
soil of the occupation zone. The posts 
may be the remains of frames or plat­
forms associated with fishing or other 
aq uatic activities. It is possible that 
these structures were not built during 
the main occupation of the island. The 
level of the sea continued to rise, and 
the island was submerged not long af­
ter 5000 B.C. Thereafter the island may 
have been transformed from a living 
space to a rich fishing ground, as is 
suggested by the discovery of a partial­
ly crushed and decomposed dugout 
canoe that had been moored there in 
about 3700 B.C. 

Nor did the changes in the environ­
ment cease when the island was cov­
ered. As we mentioned above, the re­
moval of the Pleistocene ice sheets led 
to a rebound of the landmasses that 
had been covered. That uplift is still 
continuing, albeit at a much slower 
pace, and it is more pronounced where 
the ice was thickest: in the upper Bal­
tic Sea between Sweden and Finland. 
Northern Denmark, which was closest 
to the center, continues to rise very 

slowly out of the sea, removing sites 
that were once on the coast farther 
inland. As a result Vaenget Nord is 
again dry land. 

What is the overall significance of 
the investigations at Vaenget Nord? 
Perhaps the most significant contribu­
tion comes from the mapping of the 
activity areas, one of the most precise 
such plots available for any Mesolithic 
site. Because of the limited occupation 
of the island surface, it was possible 
to readily observe distinct zones where 
specific activities took place. Such pat­
terns are generally obscured on settle­
ments with longer and more intense 
occupations. The island itself was part 
of a sedentary community onshore, 
and such communities are examples of 
the increasing complexity of human 
society in southern Scandinavia just 
prior to the introduction of farming. In 
sum, the work at Vaenget Nord has 
contributed to a growing appreciation 
of the complexity of archaeological 
sites and of the richness of the coastal 
cultures that flourished in the moment 
before agriculture arrived in Europe's 
northern zone. 

WOOD POST is one of several made of alder excavated at Vaenget Nord. This one is 30 
centimeters in diameter (each division of the bar measures 20 centimeters). Stone axes 
were employed to sharpen the post to a point so that it could be driven directly into the 
island's sediments. Such posts, which may have extended two meters or more above the 
surface of the island, could have formed the framework for platforms or other structures. 
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THE AMATEUR 
SCIENTIST 

Calculating the distance to the sun 
by observing the trail of a meteor 

by Jead Walker 

Can the distance to the sun be 
determined without optical in­
struments or any other mod­

ern equipment? Joseph L. Gerver 
of Rutgers University has devised a 
method by which a lower limit can 
be placed on the mean separation be­
tween the earth and the sun. He needs 
no more than paper, pens and a ruler. 
A star map is convenient but not es­
sential. With these simple materials 
and much patience Gerver ascertained 
that the sun must be at least 65 million 
kilometers away, which is about half 
the actual mean distance of 1 5 0  mil­
lion kilometers. 

Gerver's scheme involves observing 
a meteor as it penetrates the earth's at­
mosphere. A meteor, which is debris 
from a comet or a chunk of material 
from the asteroid belts, heats up rap­
idly as it falls through the atmos­
phere, becoming so hot that its glow 
is visible from the ground. Nearly all 
meteors burn up before they leave the 
upper atmosphere. 

Gerver's method is to determine a 
meteor's speed with respect to the 
earth by dividing the duration of the 
glow into the length of the meteor 
trail. If the meteor is orbiting the sun, 
the upper limit to its speed with re­
spect to the sun is related to the earth's 
speed around the sun. By measuring 
the meteor's speed through the atmos­
phere you can calculate the earth's 
speed and then the radius of the earth's 
orbit of the sun. 

Gerver's method is put into practice 
during a time of meteor showers. To 
apply the method you should arrange 
for several observers to be separated 
from one another by tens of kilome­
ters. Have them record the time and 
duration of any meteors they sight and 
also mark the path of the meteors on a 
star map. The duration of a meteor 
burn should be timed by a chant such 
as "One one thousand, two one thou­
sand" and so on to count off the sec-

1 22 

onds. Later examine the collected data 
for any common sighting. If you find 
one, you can employ the relative posi­
tions of the observers and their meas­
urements of the meteor to calculate 
the height of the meteor's end point, 
which is where it was last seen. 

At this stage Gerver introduces a 
check on the results. From the com­
puted end point and the observers' per­
spectives of it he calculates the com­
pass headings between the observers. 
If the calculated headings approxi­
mate the true ones, he knows he is on 
the right track. 

You see meteors against the celestial 
sphere, an enormous imaginary struc­
ture centered on the earth. Since the 
stars are so distant, they seem to lie on 
the inside surface of the sphere. The 
point there at which a meteor shower 
appears to originate is called the radi­
ant. The shower takes its name from 
the nearest constellation. In the course 
of a shower you may see meteors 
streaming in all directions from the ra­
diant. The appearance is an illusion. 
The trails are in fact approximately 
parallel. Their apparent divergence 
arises from your different perspective 
of the various paths. 

One advantage of having several 
distant observers is that you can ex­
trapolate the observed trails backward 
until they cross at approximately the 
radiant. Gerver extrapolates the trails 
by holding a straightedge against the 
night sky, aligning it first along the 
trail recorded by one of the observ­
ers and then along the trail recorded 
by another observer. He extrapolates 
each trail to the point where they all 
cross. (On a flat star map the extrapo­
lations are curved lines because of the 
distortions imposed in mapping the 
curved surface of the celestial sphere 
onto a flat surface.) After locating the 
radiant you can calculate the height of 
the meteor when it was first seen and 
the length of its trail. 

The meteor's speed in relation to the 
earth is the ratio of the calculated 
length of its trail to the duration of its 
burn. The speed is only approximate 
because the duration of the burn is es­
timated. You could greatly improve 
the precision of the experiment by tim­
ing the burn with an instrument. Bet­
ter yet, you could videotape a mete­
or shower and then replay it to time 
a burn. Such refinements, however, 
would spoil the fun. Gerver's aim is to 
calculate the distance to the sun with­
out instruments. 

The next step of computation re­
quires a knowledge of the orbital char­
acteristics of meteors. Many meteors, 
certainly those that are associated with 
repeated showers, move in an elliptical 
orbit around the sun before the earth's 
gravity captures them. When one of 
them passes through the earth's orbit, 
its speed with respect to the sun can 
be no more than '\1'2 times the earth's 
speed. A meteor with a greater speed 
orbits the sun only once and then flies 
off to an effectively infinite distance 
from the sun. 

Since Gerver limits his observations 
to meteors associated with repeated 
showers, he assumes that any mete­
or figuring in his calculations will be 
moving at a speed (with respect to the 
sun) no greater than the upper limit. 
Armed with this limit and the meas­
ured speed of the meteor with respect 
to the earth, he sets out to calculate the 
speed of the earth. 

The velocity of an object is a vector: 
a line with an orientation that rep­
resents the direction of the object 
and a length that represents the ob­
ject's speed. The velocities of the mete­
or with respect to the earth and to the 
sun and the earth's velocity in relation 
to the sun can be represented in what is 
termed a vector diagram. The length 
of the earth's velocity vector is arbi­
trarily drawn. The length of the mete­
or's velocity with respect to the sun is 
'\1'2 times as much, under the assump­
tion that the speed of the meteor ap­
proximates the upper limit. 

The third vector, which extends 
from the head of the earth's velocity 
vector to the head of the vector repre­
senting the velocity of the meteor with 
respect to the sun, represents the mete­
or's velocity in relation to the earth. Its 
size is the speed you calculate from 
observations of the meteor trail. Note 
that the vectors form a triangle for 
which one side is known and the oth­
er sides represent the unknown speed 
of the earth. To find the earth's speed 
from the triangle, you must first deter­
mine trigonometrically the angle be­
tween the earth's velocity and the me­
teor's observed velocity. 
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The meteor's velocity in relation to 
the earth points toward you from the 
radiant. Mark the radiant on a star 
map. Determining the direction of the 
earth's velocity by means of the map is 
somewhat trickier. The map is marked 
in right ascension along one axis and in 
declination along the other axis. The 
declination is measured in degrees. 
During the night stars on the celestial 
sphere move through your view paral­
lel to a line of declination. Right as­
cension is often measured in units of 
hours because the celestial sphere ro­
tates through a certain angle in one 
hour. Since a full rotation of 360 de­
grees takes 24 hours, each hour of ro­
tation is equivalent to 15 degrees. 

Celestial objects can be positioned 
on the map or in the sky by means of 
declination and right ascension. Imag­
ine an extension of the earth's Equator 
to the inside surface of the sphere. 
Also imagine a spherical grid, similar 
to the latitude and longitude lines on a 
map, laid on that surface. The grid rep­
resents declination (analogous to lati­
tude) and right ascension (analogous 
to longitude). 

In the course of a year the sun seems 
to move with respect to the celestial 
sphere along a curved path called the 
ecliptic; the movement is measured in 

degrees. (The motion is, of course, 
only apparent because the earth in fact 
orbits the sun in what is called the 
ecliptic plane.) For the day of your 
meteor observations figure out where 
the sun is on the ecliptic. Then move 
90 degrees to the east along the eclip­
tic. It is from the corresponding posi­
tion in the sky that the earth's velocity 
vector then points. 

You now have determined two ve­
locity vectors on the star map, one for 
the meteor's velocity with respect to 
the earth and another for the earth's 
velocity in relation to the sun. Meas­
ure the distance between the two 
marks in units of degrees according to 
the scale on either of the axes. For ex­
ample, you can mark the distance on 
the edge of a sheet of paper and then 
align the edge along the declination 
axis to convert the distance into de­
grees. The result is only an estimate of 
the angle between the two vectors be­
cause of the distortion of the flat map. 

The supplement of the angle you 
measure is the angle in the vector dia­
gram between the sides representing 
the earth's speed and the measured 
meteor speed. Substitute that angle 
and the lengths of the triangle's sides 
into the trigonometric cosine rule, 
which relates the sides to the cosine of 

05ce.n5ion 

Meteor trails plotted on a star map 

one of the angles, to solve for the only 
remaining unknown, the earth's speed. 
The calculation yields a lower limit to 
the earth's speed because it includes 
the assumption that the meteor's speed 
with respect to the sun is at its upper 
limit. The meteor could be slower, in 
which case the earth's speed would be 
greater than you had calculated. 

Since the earth's orbit is nearly cir­
cular, the circumference of the orbit is 
approximately 271T, where r is the dis­
tance between the sun and the earth. 
The product of the earth's speed and 
one year (expressed in suitable units) 
eq uals the circumference. From this 
relation you can calculate a lower lim­
it to the distance to the sun. 

On three occasions over three years 
Gerver collected data during meteor 
showers. He was assisted by his broth­
er Michael and Stephen Alessandri­
ni, Marcus Wright, Jonathan Singer, 
L. Thomas Ramsey, Herb Doughty, 
Peter Gaposhkin, Ned Phipps, Agnis 
Kaugars and Cynthia Burnham. He 
needed such a throng of observers be­
cause the chance that widely separated 
observers would sight the same meteor 
was fairly small. The group encoun­
tered problems such as overcast skies 
and traffic jams. The first time Gerver 
attempted the experiment he and an 
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assistant 10 miles away spotted a me­
teor at the same time and in the same 
part of the sky. When Gerver made his 
computations, however, the distance 
to the meteor turned out to be nega­
tive. Apparently he and the assistant 
saw different meteors. 

Gerver and his team achieved their 
first successful observation at 10:56 
P.M. Pacific Standard Time last Au­
gust 11. Gerver, Ramsey and Singer 
were stationed on Route 17 in the San­
ta Cruz Mountains midway between 
Los Gatos and Santa Cruz, Calif., and 
Michael Gerver was 31 kilometers dis­
tant in Palo Alto. Call the first position 
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A and the second one B. All observ­
ers spotted a meteor that was as bright 
as Jupiter and had an unusually long 
trail. Although most of the meteors 
visible that night were part of the Per­
seid shower, Gerver believes the bright 
one seen by the observers was part of 
the Delta Aquarid shower, whose path 
is perpendicular to that of the Perse­
id group. 

The observers recorded the altitude 
and azimuth of the meteor's end point. 
The altitude is the angle between the 
end point and the point on the horizon 
directly below it. The azimuth is the 
horizontal angle measured clockwise 

N 
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Ground plan for position A 

(as it would be seen from above) from 
north to just below the end point. 
From A the altitude of the end point 
was 58 degrees and the azimuth was 
225 degrees. From B the altitude was 
43 degrees, the azimuth 200 degrees. 

Let C be the point on the ground di­
rectly below the end point and h be the 
height of the end point. Construct a 
right triangle with one leg equal to h 
and another leg equal to the distance 
between A and C. The altitude is the 
angle between the hypotenuse and the 
leg along the ground. By means of 
the tangent of the angle determine the 
ground-level leg in terms of h. It is .62 
h in length. 

Next take an overhead view of A 
and C. Construct a right triangle in 
which the hypotenuse is the A-to-C 
separation of .62 h, one leg running 
�ast and west and the other leg north 
.lnd south. Since the azimuth to C as it 
is seen from A is 225 degrees, the angle 
between the hypotenuse and the north­
south leg must be 45 degrees. The co­
sine of 45 degrees equals the ratio of 
the north-south leg to the hypotenuse. 
Solve the equation for the north-south 
leg in terms of h: the leg is equal to 
.44 h. Similarly solve for the east-west 
leg in terms of h with the aid of the 
sine of 45 degrees. The east-west leg 
is also .44 h. Hence A is .44 h north 
and .44 h east of C. 

Repeat the procedure for the obser­
vations from B. The ground separation 
between B and C is 1.1 h. Since C has 
an azimuth of 200 degrees, the angle in 
the ground-level triangle between the 
hypotenuse and the north-south leg is 
20 degrees. After solving the appro-
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priate trigonometric relations you will 
find that B is 1.05 h north and .38 h 
east of C. 

Next draw a ground-level triangle 
that includes A, B and C. Subtract the 
north-south distance between A and C 
from the north-south distance between 
Band C to find that B is .61 h north of 
A. Subtract the ea�t-west distance be­
tween B and C from the east-west dis­
tance between A and C to find that B is 
.06 h west of A. The north-south and 
east-west distances between A and B 
form the legs of a right triangle that 
has a hypotenuse equal to the actual 
distance between the points. By means 
of the Pythagorean theorem calculate 
the hypotenuse, which turns out to be 
.61 h. Since this symbolic result must 
equal the actual separation of 31 kilo­
meters, h must be 50 kilometers. You 
now have the height at which the me­
teor was last seen. 

As a check on the calculations, re­
consider the ground-level triangle in 
which the separation of A and B is the 
hypotenuse. With h equal to 50 kilo­
meters, the north-south leg of the tri­
angle must be 31 kilometers and the 
east-west leg three kilometers. Since 
the tangent of the angle between the 
hypotenuse and the north-south leg 
equals the ratio of three kilometers to 
3 1 kilometers, the corresponding angle 
must be six degrees. Hence the com­
pass heading from A to B must be six 
degrees less than 360 degrees, or 354. 
The true compass heading was 345 de­
grees. Since the discrepancy is only 
nine degrees, the calculations appear 
to be trustworthy. 

From A the beginning of the meteor 
trail was at an altitude of 52 degrees 
and an azimuth of 160 degrees. If Ger­
ver were certain that both sets of ob­
servers spotted the beginning of the 
trail simultaneously, he could find that 
point the same way he did the end 
point. Without that certainty he must 
find the starting point by means of the 
radiant. Several nights after the obser­
vations he extrapolated the observed 
paths of the meteor back over the sky 
by means of his straightedge. The 
trails intersected just east of the star 
Tau Aquarii at an altitude of 20 de­
grees and an azimuth of 120 degrees. 
This approximate radiant is a few de­
grees from the star Delta Aquarii, 
which Gerver believes is the true radi­
ant for the meteor. 

To calculate the length of the trail 
and the height of the beginning point 
as Gerver did construct an overhead 
view of the trail's projection onto the 
ground. Let D be the point on the 
ground directly below the trail's onset 
point. The orientation of the trail is set 
by the azimuth of the radiant, which is 
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120 degrees. Find the angle CAD with­
in the triangle ACD by subtracting the 
azimuth of D from the azimuth of C. 
Find the angle ADC on the basis that 
the acute angle between AD and the 
north-south line is 20 degrees. 

From a previous calculation you 
know that the length of AC is .62 h, 
which is 3 1 kilometers. By means of 
the trigonometric law of sines, which 
relates the sines of two of the angles to 
the sides of the triangle opposite those 
angles, find the length of CD (44 kilo­
meters). Next draw a right triangle in 
which the hypotenuse represents the 
length of the meteor trail, one leg rep­
resents the distance between C and D 
and the other leg represents the verti­
cal extent of the meteor's trail. The an­
gle between the trail and the horizon­
tal is the altitude of the meteor's radi­
ant (20 degrees). Calculate the trail's 
length with a cosine function; the an­
swer works out to 47 kilometers. With 
a tangent function calculate the verti­
cal extent of the trail (16 kilometers). 
You have now determined the length 
and orientation of the meteor's trail. 

The meteor was visible for about 2.5 
seconds. In order to travel 47 kilome­
ters in that time, its speed with respect 
to the earth must be about 19 kilome­
ters per second. On the night of the ob­
servations the earth was moving to­
ward the constellation Aries. Gerver 
found from a star map that the angle 
between the earth's velocity in relation 
to the sun and the meteor's velocity 
with respect to the earth was about 112 
degrees. From a triangle of those two 
vectors and the calculated speed of 19 
kilometers per second you can calcu­
late that the earth's speed with respect 
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Ground plan for a meteor trail 

to the sun must be at least 13 kilome­
ters per second. Divide the product of 
the speed and the number of seconds 
in a year by 27T. The result (65 million 
kilometers) is a lower limit for the dis­
tance to the sun. 

Gerver puts forward several possi­
ble explanations for the fact that the 
result is only about half the true dis­
tance to the sun. The meteor may not 
have been traveling at the upper limit 
of its speed in relation to the sun be­
fore it entered the atmosphere. More­
over, the slowing effect of the atmos­
phere is not considered in the calcula­
tion. The most serious source of error 
is the estimate of the duration of the 
burn. Gerver believes it may be off by 
as much as 20 percent. 

Gerver also observed Perseid mete­
ors, but he had no distant assistants. 
Perseid meteors follow the orbit of 
comet Swift-Tuttle, which has a period 
of 120 years. When they pass through 
the earth's orbit, their speed in relation 
to the sun should be near the upper 
limit of a sun-orbiting object. By ex­
trapolation Gerver estimated their ra­
diant to be a few degrees east of Epsi­
lon Cassiopeiae, which is about 10 de­
grees from the accepted radiant near 
Eta Persei. One of the meteors seemed 
to move from Eta Herculis to Beta 
Herculis in about .25 to .5 second. At 
the time the altitude of Eta Herculis 
was 69 degrees and the azimuth was 
274 degrees; the altitude of Beta Her­
culis was 58 degrees and the azimuth 
was 240 degrees. The radiant estimat­
ed by Gerver was at an altitude of 25 
degrees and an azimuth of 22 degrees. 

Assuming that the initial height of 
the meteor was 66 kilometers, Gerver 
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Length of trail = 44 km� = 47 km. cos 20 C. 

=16 km. 

Calculations for the trail 

calculated that the final height was 57 
kilometers and the total length of the 
trail was 23 kilometers. Estimating the 
burn time to be .35 second, he found 
that the meteor's speed in relation to 
the earth was 65 kilometers per sec­
ond. The estimated radiant was about 
50 degrees from the direction of travel 
of the earth. From a vector diagram he 
calculated a lower limit to the earth's 
velocity in relation to the sun as being 
36 kilometers per second. That result 
puts the distance to the sun at 180 mil­
lion kilometers. 

Gerver employed star maps, but he 
points out that you can make altitude 
measurements with a primitive astro­
labe. As a trial he sighted stars with a 
pad of paper held vertically with one 
bottom corner in front of his right eye 
and the bottom of the pad exactly hor­
izontal. He rolled his eye upward until 
he saw a star aligned with a point on 
the far vertical edge of the pad. He 
marked the apparent position of the 
star on that edge of the paper. With a 
ruler he then measured the width of 
the pad and the distance from the bot­
tom edge to the mark. From the ratio 
of the lengths he calculated the angle 
between the horizontal and the direc­
tion to the star. He found that for any 
given star he was able to ascertain the 
angle to within five degrees of the true 
altitude of the star. 

Gerver offers several guides on how 
best to repeat his experiment. The ob­
servers should be familiar with the 
constellations so that they can accu­
rately locate a meteor trail in the night 
sky and mark it on a star map. At least 
two people should be at each observ­
ing site. One person should record the 

duration of the burn while the other 
memorizes the trail before marking it 
on the map. Having more than two ob­
serving sites improves the accuracy of 
the calculations. 

The weakest stage in Gerver's pro­
cedure is estimating the duration of 
the burn, particularly when it is less 
than a second. Sometimes, after a me­
teor had disappeared, Gerver attempt­
ed to sweep a finger of his outstretched 
arm across the sky at about the speed 
of the meteor. During the sweep he 
chanted to measure the time. The du­
ration of the meteor burn is the prod­
uct of the duration of the sweep and 
the ratio of the angle through which 
the meteor passed to the angle through 
which his finger moved. 

2 2 (, km\2 f. krn) 0 2Ye = Ye + \19--;5') - hIe \19-y' COS 68 

Earth-velocity vectors 

© 1987 SCIENTIFIC AMERICAN, INC



------���--.--� ------------

Better CheckThe Climate 
BefOre You Move Your Business. 

W hile most of the country may be 
cooling down, New jersey business just 
keeps getting hotter. 

In the first half of 1986, business 
starts in the nation were up only 8.4% 
over the previous year. New jersey, on the 
other hand, boasted a 30.3% increase. 

And although New jersey is one of 
the leading states for hi-tech industries, 
we are not interested in just being the 
Silicon Valley of the East. We're looking 
for those emerging growth industries 
that are best suited to our region. We call 
this strategy, niche-finding. 

Once we find a niche, we support it. 
New jersey has created five university­
based Centers of Excellence - tele­
matics, biotechnology, materials science, 
food technology, and waste management. 

New jersey is the right place. 
Geographically, SOCially, and politically. 
1\venty percent of our current employ­
ment is provided by firms which didn't 
even exist ten years ago. 

If you're an entrepreneur with vision, 
take a look at New jersey. We warm up to 
innovation and creativity. 

For more information, write: 

Ben Ferrara, Director, Division of Economic 
Development, CN 823, 1tenton, 
New jersey 08625 . Or call 609- 292-77 57. 

We won't leave you out in the cold. 
r ----------------------j 
I I 
I Department of Commerce and Economic Development 

I plan to locate or expand my bUSiness in New Jersey. 
Please have a relocation specialist contact me. 
Nam,-e _________ _ 

Title'-_________ _ 

Company' _________ _ 

Addre<''-_________ _ 

I City Stare Zlp, __ _ 

I ThL _________ -:-:--:-
�-----------------���� - � 

New Jersey And You, Perlect Together I 
Thomas H. Kean, Governor Borden R. Putnam, Commissioner, Department of Commerce & Economic Development 

© 1987 SCIENTIFIC AMERICAN, INC



BIBLIOGRAPHY 

Readers interested in further explana­
tion o/ the subjects covered by the articles 
in this issue may find the follOWing lists 0/ 
publications helpful. 

COMPUTER RECREATIONS 

INTRODUCTION TO NERVOUS SYSTEMS. 
Theodore Holmes Bullock, Richard 
Orkand and Alan Grinnell. W. H. 
Freeman and Company, 1977. 

SMALL SYSTEMS OF NEURONS. Eric R. 
Kandel in Scientific American, Vol. 
241, No. 3, pages 66-76; September, 
1979. 

VEHICLES: EXPERIMENTS IN SYNTHETIC 
PSYCHOLOGY. Valentino Braitenberg. 
The MIT Press, 1984. 

DYSLEXIA 

THE PSYCHOLOGY OF READING. Elea­
nor J. Gibson and Harry Levin. The 
MIT Press, 1975. 

DYSLEXIA: THEORY AND RESEARCH. 
Frank R. Vellutino. The MIT Press, 
1979. 

SPEECH, THE ALPHABET AND TEACH­
ING TO READ. I. Y. Liberman and 
D. Shankweiler in Theory and Prac­
tice 0/ Early Reading: Vol. 2, edited 
by Lauren B. Resnick and Phyllis 
A. Weaver. Lawrence Erlbaum As­
sociates, 1980. 

BIOBEHAVIORAL MEASURES OF Dys­
LEXIA. Edited by David B. Gray and 
James F. Kavanagh. York Press, 
1985. 

THE STRUCTURE 
OF POLIOVIRUS 

PHYSICAL PRINCIPLES IN THE CON­
STRUCTION OF REGULAR VIRUSES. 
D. L. D. Caspar in Cold Spring Har­
bor Symposia on Quantitative Biology, 
Vol. 27, pages 1-24; 1962. 

PORTRAITS OF VIRUSES: THE PICORNA­
VIRUSES. Joseph L. Melnick in Inter­
virology, Vol. 20, Nos. 2-3, pages 61-
100; 1983. 

PRINCIPLES OF VIRUS STRUCTURE. Ste­
phen C. Harrison in Virology, edited 
by Bernard N. Fields. Raven Press, 
1985. 

THREE-DIMENSIONAL STRUCTURE OF 
POLIOVIRUS AT 2.9 A RESOLUTION. J. 
M. Hogle, M. Chow and D. J. Filman 
in Science, Vol. 229, No. 4720, pages 
1358-1365; September 27,1985. 

COOLING AND TRAPPING 
ATOMS 

LASER-COOLED AND TRAPPED ATOMS. 
W. D. Phillips. National Bureau of 

128 

Standards, Special Publication No. 
653, 1983. 

ATOMIC BEAMS STOPPED BY LASER 
LIGHT, AND TRAPPED. Bertram M. 
Schwartzchild in Physics Today, Vol. 
38, No.6, pages 17-21; June, 1985. 

LASER COOLING AND ELECTROMAG­
NETIC TRAPPING OF NEUTRAL ATOMS. 
William D. Phillips, John V. Prod an 
and Harold J. Metcalf in Journal 0/ 
the Optical Society 0/ America B. Vol. 
2, No. 11, pages 1751-1767; Novem­
ber, 1985. 

LASER EXTREMES PROBE ATOMS AND 
MOLECULES. Arthur L. Robinson in 
Science, Vol. 230, No. 4727, page 
797; November 15, 1985. 

SODIUM ATOMS STOPPED AND CON­
FINED. Arthur L. Robinson in Science, 
Vol. 229, No. 4708, pages 39-41; 
July 5,1986. 

MONOCUL TURE 

N 0-TILLAGE AGRICULTURE PRINCI­
PLES. Edited by Ronald E. Phillips 
and Shirley H. Phillips. Van Nos­
trand Reinhold Co., 1984. 

ORGANIC FARMING: CURRENT TECH­
NOLOGY AND ITS ROLE IN A SUSTAIN­
ABLE AGRICULTURE. Edited by D. 
F. Bezdicek. American Society of 
Agronomy, 1984. 

SOIL EROSION AND CROP PRODUCTIVI­
TY. Edited by R. F. Follett and B. A. 
Stewart. American Society of Agron­
omy, 1985. 

OPTICAL NEURAL COMPUTERS 

SPECIAL ISSUE ON OPTICAL COMPUT­
ING. In Proceedings 0/ the IEEE, Vol. 
72, No.7; July, 1984. 

THE COMPLEXITY OF INFORMATION 
EXTRACTION. Yaser Abu-Mostafa in 
IEEE Transactions on In/ormation 
Theory, Vol. IT-32, No.4, pages 513-
525; July, 1986. 

OPTICAL COMPUTING: A FIELD IN 
FLUX. Trudy E. Bell in IEEE Spec­
trum, Vol. 23, No. 8, pages 34-57; 
August, 1986. 

COMPLEXITY IN INFORMATION THE­
ORY. Edited by Y. Abu-Mostafa. 
Springer-Verlag, 1987. 

THE RIFTING OF CONTINENTS 

A MODEL FOR DEVELOPMENT OF RED 
SEA. James R. Cochran in American 
Association 0/ Petroleum Geologists 
Bulletin, Vol. 67, No.1, pages 41-69; 
January, 1983. 

PERIDOTITE COMPOSITION FROM THE 
NORTH ATLANTIC: REGIONAL AND 
TECTONIC VARIATIONS AND IMPLICA-

TIONS FOR PARTIAL MELTING. Peter J. 
Michael and Enrico Bonatti in Earth 
and Planetary Science Letters, Vol. 73, 
No.1, pages 91-104; April, 1985. 

PUNCTIFORM INITIATION OF SEAFLOOR 
SPREADING IN THE RED SEA DURING 
TRANSITION FROM A CONTINENTAL TO 
AN OCEANIC RIFT. E. Bonatti in Na­
ture, Vol. 316, No. 6023, pages 33-
37;July 4,1985. 

PERIDOTITES FROM THE ISLAND OF 
ZABARGAD (ST. JOHN), RED SEA: PE­
TROLOGY AND GEOCHEMISTRY. En­
rico Bonatti, Giulio Ottonello and 
Paul R. Hamlyn in Journal 0/ Geo­
physical Research, Vol. 91, No. B 1, 
pages 599-631; January 10, 1986. 

THERMOREGULATION 
IN WINTER MOTHS 

TEMPERATURE REGULATION OF THE 
SPHINX MOTH, MANDUCA SEXTA: II, 
REGULATION OF HEAT Loss BY CON­
TROL OF BLOOD CIRCULATION. Bernd 
Heinrich in The Journal 0/ Experi­
mental Biology, Vol. 54, No.1, pages 
153-166; February, 1971. 

MORPHOMETRICS, CONDUCTANCE, 
THORACIC TEMPERATURE, AND 
FLIGHT ENERGETICS OF NOCTUID AND 
GEOMETRID MOTHS. Timothy M. Ca­
sey and Barbara A. Joos in Physiolog­
ical Zoology, Vol. 56, No. 2, pages 
160-173; April, 1983. 

FLIGHT OF WINTER MOTHS NEAR OCC. 
Bernd Heinrich and Thomas P. 
Mommsen in Science, Vol. 228, No. 
4696, pages 177-179; April 12, 1985. 

THERMOREGULATION BY WINTER-FLY­
ING ENDOTHERMIC MOTHS. Bernd 
Heinrich in The Journal 0/ Experi­
mental Biology, in press. 

A MESOLITHIC CAMP 
IN DENMARK 

THE EARLY POSTGLACIAL SETTLE­
MENT OF NORTHERN EUROPE: AN 
ECOLOGICAL PERSPECTIVE. Edited by 
Paul Mellars. Duckworth, Ltd., 1978. 

MESOLITHIC PRELUDE: THE PALEO­
LITHIC-NEOLITHIC TRANSITION IN 
OLD WORLD PREHISTORY. Grahame 
Clark. Edinburgh University Press, 
1980. 

THE EUROPEAN MESOLITHIC. T. Doug­
las Price in American Antiquity, Vol. 
48, No. 4, pages 761-778; October, 
1983. 

THE AMATEUR SCIENTIST 

BASIC PHYSICS OF THE SOLAR SYS­
TEM. V. M. Blanco and S. W. Mc­
Cuskey. Addison-Wesley Publishing 
Co., 1961. 

THE AMATEUR SCIENTIST. Jearl Walk­
er in Scientific American, Vol. 240, 
No.5, pages 172-182; May, 1979. 

© 1987 SCIENTIFIC AMERICAN, INC



THE COMPANIES OF AMERITECH BRING YOU A 
NETWORK SMART ENOUGH TO RESPOND TO YOUR NEEDS. 

The companies of Ameritech are helping 
you take greater control over your tele­
communications seNices. 

Working with you, we can customize 
our fiber optic and digital network to 
meet your specific needs. 

We can help you choose from a growing 
range of digital seNices that transmit voice 
and data with amazing speed, volume and 
accuracy. You'll command a network with 
the intelligence to give you information 
about its use and cost. Smart enough to 
give you what are virtually private digital 
fines at the lower cost of shared lines. 

Talk to our Ameritech Bell companies 
of Illinois, Indiana, Michigan, Ohio and 
Wisconsin. They have the network tech­
nologies, the combined resources and 
expert people close at hand to provide 
telecommunications systems you can 
manage and rearrange as needed. 

To put our network at your command, 
contact any of our Ameritech Bell com­
panies. Or phone us: 1 800562-2444. 
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