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The next revolution in computers, the subject of this issue, will see 
power increase tenfold in 10 years while networks and advanced 
interfaces transform computing into a universal intellectual utility. 
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1 0 Wired Glove gives a computer user the sensation of handling objects 

on the screen; the image of the hand mimics the user's movements. 
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To reach new heights of productivity, take a 

Knowledge is the capital of the future. 
Texas Instruments can help you manage it as a 
strategic resource for greater competitiveness-
on the factory floor and throughout your operations. 

Throughout American business, 
industry, education and government, the 
drive for greater competitiveness has be
come a strategic management concern. 

Never has the need for increased 
productivity been so pervasive and so 
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tops .. down approach to Artificial Intelligence. 

intense. Artificial Intelligence offers un
precedented promise to help you meet 
this need. 

That's why AI applications are spread
ing rapidly across an enormous range of 
human activity. More than 65,000 

participants took part in a recent TI 
satellite symposium on the subject. 

Nowhere does the potential for AI 
appear greater than on the factory floor. 
Applications abound - in planning, 
scheduling, interpretation, prediction, 
diagnosis, design, monitoring, debugging, 
repair, instruction, prototyping, control 
and more. 

And nowhere has AI been put to work 
as extensively as at Texas Instruments. 
At TI, we are implementing AI - for our 
customers and for our own needs - under 
a broad, high-level strategy we call 
Knowledge Technologies nt. These are the 
real products, programs, people and tools 
capable of helping you aggressively pursue 
the productivity potential of AI. 

Everything you need for your 
AI initiative. 
Wherever your organization is in the 
process of understanding and exploiting 
AI's potential, TI can help. We' ve assem
bled the industry's broadest array of AI 
products and services, and to date have 
helped over half of the Fortune 50 com
panies to begin applying AI technology to 
their operations. 

Tl's new Explorer II is [he o.wrld·s mas[ f>ow'rfuJ AI 
o.wrksuuion. 

We can provide a wide range of 
solutions to satisfy almost any level of 
interest and investment, from our Personal 
Consultant ™ Easy expert system software 
at under $500: through our Explorer ™ II 
advanced AI workstation to a full 

strategic-level AI initiative with 
corporate-wide fan-out. 

TI's Knowledge Engineering group Can 
work with you to develop an AI strategy 
for your organization. We can help iden
tify your company's projects where AI can 
be best applied, where your people can 
gain experience and where we can help 
you prepare for the future. 

We can teach your people how to 
use our tools to build your own expert sys
tems or how to enhance your own software 
productivity by using new software tech
niques such as rapid prototyping. 

TI provides a broad range of knowledge engineering. 
education and support services [0 help you start applying 
AI quickly. 

How to find out more. 
It is important to start now. And 
because TI offers the widest array of prod
ucts, tools and programs, the best way is 
to start with us. Let TI show you how 
your organization can become a tougher 
competitor. Just call us toll-free at 
1-800-527-3500 or write: Office of the 
President, Data Systems Group, Texas 
Instruments Inc., MS 2068, P.o. Box 2909, 
Austin, Texas 78769. 

31661 © 1987 TI 
KnOt"leJge Technologies, Personal Consulrant and Exrlorer 
are trademarks of Texas Instrumems Incorrorared. 
'Suggested list price. 

TEXAS ." 
INSTRUMENTS 
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The Next Computer Revolution 
Abraham Peled 

In the first computer revolution the technology emerged from the labora

tory as an indispensable amplifier of human intellect. A new revolution 

is under way: the power of computers will increase by an order of magni

tude while they become as accessible and convenient as the telephone. 

Advanced Computer Architectures 
Geoffrey C. Fox and Paul C. Messina 

Supercomputers can perform millions of operations per second. To 

perform billions of operations per second, a new computer architecture 

called parallel processing must be realized; such machines solve the 

elements of a problem Simultaneously rather than in sequence. 

Chips for Advanced Computing 
James D. Meindl 

The chip is the building block of computer architectures. The goal is 

speed, the strategy miniaturization. As elements grow smaller their densi

ty increases geometrically and operating speed goes up arithmetically; 

by the year 2000 there may be a billion elements on a single chip. 

Programming for Advanced Computing 
David Gelernter 

Parallel computers need parallel programs. Some linear programs can be 

"parallelized" automatically. In another approach, independent processes 

exchange messages as tasks are completed; in a third, elements called 

tuples ply tuple space, processing and becoming information. 

Data-Storage Technologies for Advanced Computing 
Mark H Kryder 

Advanced computers generate vast amounts of data, and yet storage 

devices can keep up. Magnetic devices should attain densities of four mil

lion characters per square centimeter in five years; by then magneto

optical devices may hold 10 million characters per square centimeter. 

Interfaces for Advanced Computing 
James D. Foley 

Beyond the mouse and touch screen are new ways to make a computer 

natural to use. They include voice communication, an electronic pad that 

responds to handwriting, sensors that track eye movement and a glove 

that enables the wearer to manipulate objects on the screen. 
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144 

Networks for Advanced Computing 
Robert E. Kahn 

The information generated by computing is useless until it is communi

cated, and so the nature of the networks that link computers is as 

important as raw computing power. Establishing an effective network 

can be as difficult a task as getting the machines to think. 

Advanced Computing for Science 
Piet Hut and Gerald jay Sussman 

Computing has begun to change how science is done. Computing can 

reckon the results of unforeseen combinations of factors or the influence 

of small effects. Galaxies can be hurled together and the results com

pared to the actual behavior of matter far out in the universe. 

154 PATIENTS' ROOM 
Advanced Computing for Medicine 
Glenn D. Rennels and Edward H. Shortliffe 

162 

A patient visits her doctor because of low-back pain. Could the symptom 

point to a recurrence of serious illness? Computing might support the ex

traordinary intuitive process by which a physician answers that question. 

Such expert systems may become as indispensable as the stethoscope. 

Advanced Computing for Manufacturing 
Albert M. Erisman and Kenneth W Neves 

DeSigning a product such as an airframe can require thousands of hours 

and millions of dollars' worth of model building, testing and prototype 

refinement. Supercomputers can cut the time and cost sharply, and they 

can model such physical processes as airflow in entirely new ways. 
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An early "watch camera" 
suggests a new way to time 
the finish of a horse race. 
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A game of nuclear strategy 
in which Mutual Assured 
Destruction is not the rule. 
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TWA invites business travelers 
to spend less time with us. 

TWi¥s Airport Express. 

Advance Boarding Passes 
Speed You to the Gate. 

With TWA, you can arrange to have your 
roundtrip boarding passes even before you get 
to the airport, so those of you without luggage 
to check can go directly to the gate. 

This special Airport Express service will save 
you much time. 

Express Check-In for First Class and 
Business Class Passengers. 

TWA realizes the business world moves fast, 
so we've made sure business travelers can too. 
Those First Class and Business Class passengers 
traveling on widebody flights will benefit from 
our special express check-in. This is a counter 
reserved specifically for these passengers to 
quickly assist them with baggage, reservations, 
or whatever other services they might need. 

TWA's Personal Service Commitment. 
TWA is determined to bring you the best 

personal service in the airline industry. So we've 
assigned an In-Flight Service Manager to every 
flight to make sure your trip is as hassle-free and 
comfortable as possible. 

In addition, our Chairman of the Board has 
put together a Quality Control Team. A group of 
30 very picky people who fly T WA, assessing the 
service they receive, on a checklist of over 100 
service items. They report directly back to him 
with their comments, good and bad. And if any
thing needs improvement, it gets improved. Fast. 

Because at TWA, great service is a top priority. 

TODAY'S TWA. 
FIND OUT HOW GOOD WE REALLY ARE. 
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y IBM has a full 
"I need a mid-size computer, 

but I'm no programmer and 1 don't 
want to hire one. 1 want software 
that's easy to get , install and learn. 
My budget is tight. 

Like the north and south poles, people who buy 
mid-range computers can be alike, yet opposite. 

Their needs may be worlds apart, but each asks, 
"Can you help me?" And IBM answers, "Yes:' 

The fact is, IBM can help more kinds of 
customers, more ways, than anybody. We offer an 
extraordinary range of computing power, and all of 
it is available to any of our mid-range customers. 

But there's one thing we don't have, and neither 
does anybody else: a "one-size-fits-all" design that 
can satisfy everyone without compromise. The needs 
of a small law firm, a retail chain and a multi
national corporation, for example, are too diverse for 
one architecture to serve each equally well. 

So IBM offers a choice of mid-range systems, 
System/3X and System/370. Neither is "better" 

"Can you help me?" 

than the other, they're just better suited for different 
kinds of jobs. You may even want both. 

And since we give you a choice, we'll help you 
make the right one. Together, we'll analyze your 
needs for software, connectivity and training. We'll 
look ahead to future growth, and we'll work to 
protect your previous investments. 

We'll fit our system to your needs, not vice versa. 

Power to start with, and grow with. 

The System/3X family includes the System/36 
and System/38. 

The IBM System/36 is our most affordable and 
easiest-to-Iearn system. With over 4,000 programs 
available, it's ideal as a small company's first 
computer, with plenty of room for growth. It's also 
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-range mid-range. 
"I'm building a network of 

mid-range computers in 37 remote 
locations connecting with 12 
mainframes in 5 other places. I'll be 
sending both data and mainframe 
applications. My growth ceiling is 
pretty much unlimited. 

"Can you help me?" 

extremely connectible. So a larger business can 
build a network of System/36s, or include them 
in existing networks with PCs and mainframes. 

The IBM System/38 makes it easy to develop 
applications, is renowned for its versatile data base, 
and connects with PCs, hosts and System/36. 

Mainframe architecture for smaller 
neighborhoods. 

Our System/370 architecture brings large system 
computing to mid-size environments with the IBM 
9370 Information System and the newly updated 
IBM 4381 Processor family. 

The 9370s are surprisingly compact, yet they not 
only connect with IBM's biggest mainframes and 
other systems (through a variety of networks) , they 

can run thousands of mainf'rame programs. 
For sending mainf'rame power out to 

departments, or for communicating between 
departments, 9370s are a terrific choice. 

IBM's new 4381s bring similar benefits, plus 
additional ones: added performance, added growth, 
and the ability to run MVS/XA, the most powerful 
IBM mainframe operating system. 

The IBM system of choice. 
But regardless of architecture, the most impor

tant considerations for any system are the people 
who'll be using it and the challenges they face. 

And that's why IBM's full-range mid-range is the 
right idea. No matter where you === -::-::::. = (!) 

fit into it, the fit feels good. :: :=:. = ':' = ---,-

� IBM 1987 
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LETTERS 
To the Editors: 

I find it incredible that "'Drivin' 
My Life Away' " ["Science and the Cit
izen," SCIENTIFIC AMERICAN, August] 
did not mention as one possible ex
planation of the higher automobile
accident death rates per capita in the 
West the fact that people there sim
ply drive more miles. The reasons 
mentioned (poor roads, longer time 
to reach medical care and so on) un
doubtedly do contribute to the high
er death rates. The lower population 
density, however, means that every
thing is farther apart. Since people 
have more miles and hours on the 
road, it is hardly surprising that they 
also have more accidents. 

BRUCE WALKER 

San Pedro, Calif. 

To the Editors: 
The discovery of geographic hot 

spots in the occurrence of automo
bile accidents, reported in "Science 
and the Citizen" in the August issue, 
is a superb parody of epidemiologi
cal research. It affords priceless in
sight into the problem of finding a 
cause-and-effect relation by means of 
statistical inference. 

You note that "106 of Manhattan's 
1,428,285 residents died in [a] three
year period, an average annual death 
rate of 2.5 per 100,000; in Esmeral
da County, Nev., where 13 of 777 res
idents died, the rate was 558 per 
100,000." 

Did 13 residents of Esmeralda Coun
ty die, or did 13 people, some from 
other counties or other states, die in 
a county whose population was 7777 
If the dead were all Esmeralda Coun
ty residents, one might conclude that 
it is absolutely safe for nonresidents 
to travel through the county. This 
is a very important point because 
most traffic does move through the 
county on a heavily used, undivid
ed highway joining Nevada's two 
population centers. 

Dividing the number of deaths by 
population introduces a correlation 
into the statistics where one may not 
have existed before. A county with 
no permanent residents, newly cre
ated by the Nevada legislature, il
lustrates the extreme case. There is 
considerable traffic through the new 
county because it includes the pro
posed site for a national nuclear-

8 

waste repository. If there is ever a fa
tal accident, even just one, that coun
ty will forevermore have the highest 
per capita death rate in the nation, 
and it will be infinite! Does that mean 
that every driver in that county is 
doomed to die? 

STANLEY CLOUD 

Department of Physics 
University of Nevada 
Las Vegas 

[EDITOR'S NOTE: Actually the study 
reported in "Science and the Citi
zen" did mention that highway death 
rates are higher in rural areas even 
after adjustment for the greater dis
tances driven there. The study also 
found that the high rates are not ex
plained by the large number of non
residents traveling through sparsely 
populated counties.] 

To the Editors: 
In "Drought in Africa" [SCIENTIFIC 

AMERICAN, June] Michael H. Glantz 
rightly points out the importance of 
nonmeteorological factors, but his 
prescription of shifting from cash 
crops to subsistence crops, although 
popularly accepted, is not necessari
ly the best policy. In a dissertation re
cently defended at the University of 
Wisconsin at Milwaukee, the geogra
pher David Iyegha demonstrated for 
Ondo State in Nigeria that food pro
duction can be easily maintained in 
the presence of cash crops through 
intercropping. Indeed, farmers can 
enhance production of both kinds 
of crops through judicious manage
ment of their plots. 

The real problem lies, as Glantz 
rightly recognizes, in governmen
tal poliCies that discriminate against 
farmers to the benefit of city dwell
ers or punish residents of politically 
troublesome regions. Indeed, as Dji
lali Sari showed in Le desastre demo
graphique de 1867-1868 en Algerie, 
government taxation poliCies can so 
impoverish farmers that the slightest 
deficit in rainfall can cause famine. In 
order to avert such disasters in the 
future, African governments must 
be encouraged to avoid both subsi
dies to city dwellers and large-scale 
"show projects," which have seldom 
succeeded. 

BRUCE FETTER 

Department of History 
University of Wisconsin 
Milwaukee 

To the Editors: 
There are conflicting views of the 

role of cash crops (as opposed to food 
crops) in the development process. 
From my perspective a few cases in 
which cash crops have neither been 
in conflict with nor taken precedence 
over the production of food crops do 
not negate the general case, in which 
the growing of cash crops (to gener
ate sorely needed foreign exchange) 
interferes with or takes precedence 
over food-crop production. There are 
scores of reports, books and articles 
that document the continued produc
tion of cash crops during drought
catalyzed famines in the West Afri
can Sahel and in Ethiopia in the early 
1970's and again in Ethiopia in the 
early 1980's. While food production 
declined sharply, cash-crop exports 
were maintained and even increased. 

To be sure, there are instances 
in which cash crops and food have 
been grown side by side, but when 
a crisis arises, cash crops have tak
en precedence. Professor Fetter cites 
an example from Ondo State in Nige
ria. In Borno State and elsewhere in 
Nigeria, however, cash crops still re
ceive inordinate attention from the 
government even during periods of 
drought-induced food stress. 

MICHAEL H. GLANTZ 

To the Editors: 
In an effort to provide a more bal

anced portrayal of the uncertain
ties connected with Scheiner's halo 
["Science and the Citizen," SCIENTIF
IC AMERICAN, May], we wish to raise 
two points. First, the laboratory evi
dence cited as being supportive of 
the hypothesis involving "diamond
shaped" ice is not nearly as strong 
as suggested in your article. Second, 
there is no need to resort to this exot
ic form of ice to produce the halo in 
the first place: polycrystals of ordi
nary hexagonal ice can do the job. 

Internal crystal structure must be 
distinguished from external crystal 
shape. "Cubic ice"-ice Ie-has cubic 
symmetry in its stacking of water 
molecules, and "hexagonal ice"-ice 
Ih-has hexagonal internal symme
try. Crystal shape is often related to 
the internal structure, but the rela
tion may not be completely straight
forward. Edward Whalley's hypothe
sis for Scheiner's halo involves octa
hedrally shaped crystals of ice Ie, and 
some other halos result from pyrami
dal forms of ice Ih, although the com
monest halos are produced by sim
ple hexagonal prisms of ice Ih. Struc-
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Create a new 
world where 
lightweight 
plastics can 
outfly metalS. 
Aerospace designers are limited by 

their materials, not their dreams. 

At BASF, we looked at the design 

limitations of metals and saw the 

need for a radically new generation 

of materials. The result: strong, 

lightweight, carbon fiber reinforced 

plastics. These Advanced Composite 

Materials will enable future designs to 

carry more, faster, farther. 

In one industry after another, from 

aerospace to automotive, our 

broad-based technologies help us 

create new worlds by seeing in new 

ways. 

The Spirit of Innovation 

BASF 
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DATA STORAGE 

[. 19=&\ BERNOULLI BOX 
For PC/XTIAT and most 
compatibles 
10 meg (single) . ..... ... .. .. $899 
20 meg (single) . .. ... .... ... 1199 
20 meg (10 + 10) . ... ... .. .. 1399 
40 meg (20 + 20) ... ........ 1799 
Bernoulli Plus (80+20+20) .... 3299 

interface priced separately 
Bernoulli Cartridges 
IOMEGA 10 meg-3 pak ...... 155 
IOMEGA 20 meg-3 pak .. ... . 239 
Dysan 10 meg-3 pak ........ 140 
BB HEAD CLEANING KIT ...... 59 

HARD DRIVE CARDS 
Plus Development 20/40 MB . CALL 
Western Digital 20 MB .. ..... $399 
Western Digital 30 MB ... .... . 550 

MULTI FUNCTION BOARDS 

A5T 
Advantage 128 ... ........ .. $249 
1/0 Mini II ..... ... ... ........ 99 
Six pak + with 384K ... ....... 185 
Six pak premium with 512K . ... . 229 
Rampage PC ..... ... ....... 239 
Rampage 286 ............... 279 
Preview 1/0 . ................ 150 

GENERIC Multi·function Board 
(clock & calendar. 2 ser .. 1 par.)  

OK .......... ...... ... ... 89 
384K . ......... ......... . 159 

INTEL ABOVEBOARD 
All products .. .. ......... .. CALL 

ORCHID TECHNOLOGY 
All products .... .......... . CALL 
GENERIC COMPATIBLES OF 
MOST OF THE ABOVE ..... CALL 

HARD DRIVES 
SEAGATE 
Internal Hard Disk Subsystems 
20 Megabyte .............. $349 
Each system includes: 
• Seagate Drive • Controller 
• Documentation • 2 Cables 
• 1 yr limited warranty 
• For use in IBM PC. Xl, AT&T. most 

compatibles 

40 MGB Drive (only) for AT .. .. 699 
80 MGB Drive (only) for AT .... 999 
Mini Scribe 30 meg RLL ...... 369 

• 40 MB Capacity 
• OIC-40 Tape and File Structure 

Format 
• Uses Standard floppy interface 

Mfr Sugg. $329 Ret. $419 

MODEMS 

(DHayes 
Model 

1200 

HAYES Internal 
(including software) 
1200B 1200 Baud ... ... ... ... 289 
2400B 2400 Baud . ........ .. 429 

HAYES External 
(no software included) 
1200 1200 Baud .. ........... 289 
2400 2400 Baud ............ 439 

OTHER MODEMS 
Hayes compatible 
Internal (including software) 
Practical Peripherals 1200B .... 100 
Novation 1200B . ... ....... .. 125 

External (no software included) 
Migent Pocket 1200 ... ....... 145 
U.S. Robotics 1200 baud ..... .. 199 
U.S Robotics 2400 baud . ... .. 359 
Practical Peripherals 1200 baud. 125 
Practical Peripherals 2400 baud. 179 
Novation 1200 baud . .... .. ... 175 
Novation Parrot 1200 .......... 92 

CHIPS 
64K RAM (150 or 200 NS) ..... $135 
128K RAM .. ............ .. .. 22• 
Samsung 256K RAM 150 NS .... 20• 
Major 256K 100/120/150 NS . .... 3'. 
256K Static RAM ............. 7 •• 
NEC V-20 or V-30 .... ... ..... 12 •• 
Intel 8087 math chip (5MH) ... .. 110 
Intel 80287 math chip (6MH) .. 155 

(6� �!�KL:�6 
LaserJet 

Toner Cartridges 
HP92285A for Original LaserJet 

HP92295A for LaserJet Series II 

Mfr. Sugg. Ret. $115 $80 

PRINTERS 

EPSON 
$310 

FX86e 

Epson's FX-86e is the industry's stan
dard DOT MATRIX PRINTER. Features 
include 8K buffer, NLQ, 40/200 cps. 

OTHER EPSON PRINTERS 
FX 86e (New)200 CPS ... ... . $310 
FX 286e wide carriage (New) ... 439 
LX 800 180 CPS . ......... ... 174 
EX 800 300 CPS ......... .... 375 
EX 1000 300 CPS .... .. .. . ... 499 
LO 800 NLO (Parallel) .... ..... 445 
LO 1000 NLO (Parallel) ...... .. 549 
LO 2500 NLO 324 CPS .. .... .. 875 
CR 420i NLO 420 CPS . .. ..... 699 

SAVE OVER 80% 
EPSON SQ-2000 

wide carriage Ink iet printer 

Mfr. Sugg. Ret. $2395 $399 

PRINT BUFFERS 
PRACTICAL PERIPHERALS 
64K parallel or serial .. .. ..... $129 
256K parallel or serial .. .... ... 159 

HANZON 
64K universal .. ........ ..... 250 
64K memory expansion . ..... .. 56 

QUADRAM 
Microfazers . .. .... ... .... . CALL 

MONITORS 
BEST BUY 
Samsung 1464W 13" RGB ... . $275 
Samsung 1252G 12" Amber TTL. 99 
Tatung 1360 RG B ... .... .... . 339 

Sanyo 9212 12" Amber Composite 84 

NEC 
M ultisync .......... ....... . 549 

AMDEK 
310A (T TL) Amber . ..... ...... 129 
410A. 410G. 410W .. ... .. ... CALL 
600S RGB color . .. .. ........ 339 
722C .... ........... ...... 488 

PRINCETON GRAPHICS 
All Models ........... ..... CALL 

SONY MONITORS 
All Models . ....... ....... . CALL 

Huge Discounts on 
TOSHIBA NEe 

� X_, Diablo' 

DICONIX 8213 
Portable Printer 

Perfect for Laptop Computers 
Call for Price 

SPECIAL PURCHASE! 
Diablo 0-625 Daisywheel 25CPS 

Elek-Tek Price $399* 
'Price includes IBM parallel interface 

TRIPPLITE & PERMA POWER 
POWER PROTECTION 

Surge protector strips 
PermaPower 6 outlet .... .... $28 
Isobar4-6 4 outlet ... .... ..... 42 
Isobar8-15 8 outlet .... .... ... 50 

Line conditioners/stabilizers 
TU200 4 out 1200W . ........ 135 
TU800 6 out 1800W ... .. .... 199 

Command consoles 
TLCCI 612 .. ..... .......... 79 
PermaRS562 Power Commander65 

Standby power systems 
TLBC450 450 watt system . ... 360 
TLBC675 675 watt system .... . 535 
TLBC1000 1000 watt system ... 850 
TLBC2000 . ........ .. ..... 1299 
SAFE400VA 400 volt system ... 350 
SAFE1200VA 1200 volt system . . 899 

PUSH BUTTON SWITCH BOXES 
448010 2 pos. 25-pin AB ... .. $29 
448052 2 pos. 36-pin AB . ..... 32 

ROTARY SWITCH BOXES 
448028 3 pos. 25-pin ABC .... $29 
448060 3 pas. 36·pin ABC .. ... 33 

VIDEO BOARDS 
Hercules Graphics PLUS ...... $175 
Generic Hercules compatible .... 80 
Hercules color .............. 155 
Generic color compatible ... ... . 80 
Hercules InColor Card ...... .. 329 
Vega Deluxe .. .... .... ...... 319 
Ouadram EGA . ....... ...... 299 
Generic EGA V2 card . ........ 139 
Ouadram Prosync .. ........ . 369 
Paradise EGA 480 .. .... ..... 279 
Paradise EGA 350 .. ......... 219 
Paradise Hi res . .... ....... ... 90 

HUGE SAVINGS ON DISKETTES Call for Quantity pricing for 10 boxes or more 3M DATA CARTRIDGES 

I1\s,.e\\ �" �� �"'i' �� 
3M 1 10 25 ('Packed in flip n' file) 

Op#,11 ("unformatted) SO DC100A $13.50 $13.00 $12.00 

3Y2" SSDD 
DC300A 17.50 17.00 16.00 

14.00 13.00 13.00' 13.00 12.00 DC300XLlP 21.50 21.00 20.00 
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3Y2" DSDDHD 49.00 49.00 DC1000 14.50 14.00 13.50 
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DC2000 19.00 18.50 18.00 
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SY4" DSDDHD (lor IBM AT) 12.50 20.00 20.00 12.SO 17.00 DC2000 alpha ••• 22.50 22.00 21.00 
8" SSDD** 19.00 20.00 20.00 ' formatted 10 MB Cartridges 

8" DSDD** 23.00 23.00 23.00 ,. formatted 20 MB Cartridges 
." formatted 40 MB Cartridges 
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ture and shape are not necessarily 
related at all, however. A common 
form of ice Ih in the atmosphere is 
spherical: frozen water droplets. 

The experiments of Erwin Mayer 
and Andreas Hallbrucker, which you 
cite as supporting Whalley's hypoth
esis, involve the rapid quenching of 
small droplets on a cryoplate. The 
formation of ice Ic was observed; 
however, the relevance of these re
sults to the freezing of atmospher
ic droplets is doubtful for two rea
sons. Both the extremely rapid rate of 
cooling and the presence of a sub
strate (the cryoplate) may influence 
the crystalline structure of the result
ing ice, and both are uncharacteristic 
of atmospheric processes. In addi
tion these experiments demonstrat
ed only that the ice so formed had a 
cubic crystalline structure. No claim 
was made about the shape of the sub
microscopic crystals. They might be 
octahedral as required by Whalley's 
hypothesis (and as stated in your ar
ticle), but then again they might grow 
into cubes or some other form inap
propriate to Scheiner's halo. 

We have suggested an alternative 
explanation for Scheiner's halo (Jour
nal of the Atmospheric Sciences, in 
press). As noted in your article, single 
hexagonally shaped crystals of ice 
Ih are incapable of producing a halo 
that has the right width. The same is 
not true of twinned crystals, howev
er. Such a twin consists of a pair of 
crystals in contact at a specific orien
tation. For the commonest (hexago
nal) ice-crystal twins, we have shown 
that a particular pair of crystal faces 
(one face from each member of the 
twin) forms a 70.S-degree prism, just 
as the octahedral crystals in Whal
ley's proposar do. Such twins might 
give rise to Scheiner's halo. 

What is so attractive about the ex
planation involving twins of ice Ih, 
we think, is that this kind of ice is 
not uncommon in the atmosphere. 
This is in marked contrast to octa
hedral crystals of ice Ie. Ice Ic has nev
er been observed in the atmosphere, 
and octahedrally shaped ice crys
tals have never been observed-any
where. We acknowledge that there is 
really very little positive evidence 
for either our proposal or Whalley's. 
After all, the last sighting of Schei
ner's halo was in 1920. 

ANDREW]. WEINHEIMER 

CHARLES A. KNIGHT 

National Center for Atmospheric 
Research 

AI IN THE 1980S 
AND BEYOND 
An MIT Survey 
edited by W. Eric L. Grimson 
and Ramesh S. Patil 
An inside report on the scope 
and expectations of current 
research in one of the world's 
major AI centers. 
$24.95 
THE CONNECTION 
MACHINE 
w. Daniel Hillis 
"This wonderfully lucid book 
describes what history may 
judge to be the second stage in 
the evolution of computer archi
tecture:' - Marvin Minsky 
$22.50 
THE ART OF PROLOG 
Advanced Programming 
Techniques 
Leon Sterling and Ehud 
Shapiro 
An advanced introduction to the 
techniques and applications of 
Prolog and Logic programming. 
$29.95 
PERCEPTRONS 
Expanded Edition 
Marvin L. Minsky and 
Seymour A. Papert 
An expanded classic work, the 
first systematic study of parallel· 
ism in computation. 
$12.50 paperback 

OBJECT·ORIENTED 
CONCURRENT 
PROGRAMMING 
edited by Akinori Yonezawa 
and Mario Tokoro 
Major themes of the Japanese 
Fifth Generation Project. 
$25.00 

Journals -------

THE INTERNATIONAL 
JOURNAL OF 
SUPERCOMPUTING 
Quarterly 
Joanne L. Martin, editor 

THE INTERNATIONAL 
JOURNAL OF ROBOTICS 
RESEARCH 
Quarterly 
edited by Michael Brady and 
Tomas Lozano-Perez 

The MOving 
Frontier ••• 

ROBOTICS 
PARALLEL P ROCESSING 

ARTIFICIAL INTELLIGENCE 

RESEARCH DIRECTIONS IN OBJECT· 
ORIENTED PROGRAMMING 
edited by Bruce Shriver and 
Peter Wegner 
The most complete survey available on object· 
orrented programming, including languages, 
models of computation, mathematical models, 
object'oriented databases, and object· 
oriented environments. 
$40.00 

ROBOT VISION 
Berthold Klaus Paul Horn 
A solid framework for planning future research 
and application of machine vision methods in 
the real world. 
$39.50 

The hottest research in parallel 
processing! 

PARALLEL DISTRIBUTED 

PROCESSING 
Explorations in the Microstructure 
of Cognition 
Volume 1: Foundations 
David E. Rumelhart, James L. 
McClelland, and the PDP Research 
Group 
Volume 2: Psychological and 
Biological Models 
James L McClelland, David E. 
Rumelhart, and the PDP Research 
Group 
$13.95 paperback, each volume. 
$25.00 the set 
$27.50 cloth, each volume $45.00 the set 

EXPLORATIONS IN PARALLEL 
DISTRIBUTED PROCESSING 
Programs and Exercises 
James L. McClelland and 
David E. Rumelhart 
Workbook and software to accompany 
Parallel Distributed Processing. 
$27.50 paperback 

.... ----- Books and Journals for Advanced Computing 
Order directly from ______________________ .. _ 

Th MIT P 55 Hayward Street, Cambridge, MA 02142 
e ress ((Jr).! 53 ·2884. Mastercard and Visa accepted. 
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THE MERCEDES-BENZ 190 CLASS: 

mE DELIGHTFUL PARADOX OF BEING IN A RUSH 

AND WANTING IT NEVER TO END. 

You have no reason to hurry, other than to see 

how a sedan built for triple-digit Autobahn 

mg efficiency - a state wherein automobile 

and driver interact to maximum effect, with 

a minimum of wasted energy 

and motion. 

velocities, and equipped with 

what Britains Car magazine 

terms "the most sophisticated 

steel suspension ever put into 

volume production," might ele

vate the experience of driving. 

'IE���� 

The feelings of plea

sure and deep satisfaction that 

ensue are intensified by other 

So you lean on the 

throttle a bit. The speedometer 

needle darts upward. The scen-

ery begins to blur. But all other familiar sensa

tions of speed have been transformed. 

Engine and wind noise are reduced to 

what one automotive writer described as "a 

hushed whoosh." In place of juddering tires 

comes an unflustered negotiation of the roads 

flaws. The car does not lurch through turns but 

shifts direction crisply, smoothly. Missing are 

the chassis squeaks that you expect as a matter 

signs of scrupulousness. By seats 

that are not styled but built and 

shaped for biomechanically cor-

rect support. By controls that provide 

an object lesson in ergonomic intelligence. By 

craftsmanship that led Car and Driver to ask, 

"How is it that Benzes fit together better than 

anything else in the world?" By the reassuring 

presence of the Mercedes-Benz Supplemental 

Restraint System (SRS), with its drivers-side 

air bag and knee bolster and front seat belt 

emergency tensioning retractors, primed to de

ploy within milliseconds of a major frontal 

of course. That anxious sense of being on the impact. 

edge has given way to a calm, purposeful sense The only perplexity is how, at this 

of control. 

The effect is liberating; you do not 

grapple with a 190 Class sedan but confidently 

direct it. Because Mercedes-Benz engineers 

grappled iri advance with thousands of design 

details, aiming to achieve consummate driv-

to 1987 Mercedes-Benz of N.A., Inc., Montvale, N.J. 

quickened pace, to make the trip last just a 

little longer. 

Engineered like no other car in the world 
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SO AND 100 
YEARSAGO 

SCIENTIFIC 
AMERICAN 

OCTOBER, 1937: "Despite great proj
ects for harnessing water power for 
the generation of electric current and 
the millions of kilowatts being made 
available by the simple process of 
making water work as it runs down 

hill, steam remains the principal gen
erative force for the production of 
mass power. In the year ending on 

March 31, steam turbines produced 
about 70 percent of the 109 billion kil
owatt-hours consumed in this coun
try, and if the struggle of turbine 
manufacturers to fill orders for cen
tral station equipment is any criteri
on, this percentage is going to endure 
or become even larger." 

"Arsenic, though highly poisonous 
to most forms of life, is food for some 
microbes. Other microbes eat seleni
um, an element with which the soil 
occasionally plays Borgia. Here are 
two elements that contribute to the 
vitality of some live beings and to 
the early death of others. It is one 
of the great mysteries of bio-science 
why a living mechanism can use 
only certain elements, and finds ei
ther useless or toxic the rest of the 
90-odd known to chemists. We may 
wonder if man really gets along, 
with a mere 15 elements, as famous
ly as he might with a number of ad
ditional ones. The fascinating histo
ry of the vitamins may be repeated 
with the chemical elements." 

"Engineers at the University of Illi
nois, Urbana, working in a 'research 
residence,' have determined that a 
seven-room home, under conditions 
existing in that locality, may be ar
tifiCially cooled and air conditioned 
throughout a four-month summer 
season at an operating cost as little as 
50 cents per day. During the period of 
tests, outdoor temperatures ranged 
from 84.5 to 102.8 degrees." 

"The discovery was recently made 
that, contrary to general knowledge, 
Matthew Brady, famous photogra
pher of the Civil War, was not the first 
man to make war pictures. The credit 

16 

really belongs to an unsung and un
known hero (or heroes) who took 
pictures of the Mexican War in 1847. 
The pictures were taken by the da
guerreotype process." 

"A new building code has been 
adopted by New York City. Among 
other provisions in keeping with re
cent progress in the building indus
try, it permits the use of welding 
in place of riveting in the construc
tion of steel buildings. This action 
removes the last serious obstacle to 
the general use of welding in build
ing construction." 

OCTOBER, 1887: "A reporter of the 
Evening Post lately interviewed Mr. 
Edison, who said that the commercial 
phonograph is now the most interest
ing thing to him. The stories he tells 
of what his perfected phonograph 
will do are so extraordinary that he 
scarcely expects people to believe 

him, and yet he says that the appara
tus is so simple, so effective and so 
immediately useful that he is certain 
of its rapid introduction into busi
ness. He said: 'The merchant or clerk 
who wishes to send a letter has only 
to set the machine in motion, and to 
talk in his natural voice and at the 
usual rate of speed into the receiver. 
When he has finished, the sheet, or 
"phonogram," as I call it, is ready for 
putting into a little box made on pur
pose for the mails. The receiver of a 
phonogram will put it into his appa
ratus, and the message will be giv
en out more clearly, more distinct
ly, than the best telephone message 
ever sent. For musicians the phono

graph is gOing to do wonders, owing 
to the extreme cheapness with which 
I can duplicate phonograms and the 
delicacy with which the apparatus 
gives out all musical sounds.' '' 

"The type writer is creating a rev
olution in methods of correspon
dence, and filling the country with 
active, competent young ladies who 
are establishing a distinct profession 
and bringing into our business of
fices, lawyers' offices, editorial sanc
tums, etc., an element of decency, pu
rity and method which is working a 
perceptible change. The art of dicta
tion is almost a new art, but it is 
spreading rapidly, and business men 
are beginning to understand that 
much of their lives has been wasted 

in the mere mechanical drudgery of 
letter writing." 

"Photography has long been con
sidered the trusty ally of counterfeit
ers and forgers, but it cannot be 
looked upon in that light any long
er, as M. Gobert, of the Banque de 
France, has succeeded in converting 
this art into a most efficient detective 
agent. His process consists of taking 
a greatly magnified photograph of 
the suspected coin or document, on 
which any erasure or defect can then 
easily be detected." 

"With regard to the general appli
cation of electricity to street car pro
pulsion, there is a very great future in 
store for us, and the time is very near 
when horses on street cars will be en
tirely abandoned. A great advantage 
(apart from economy) is that we shall 
be able to travel at a greater speed." 

"The first of this season's races for 
the America's cup, Sept. 27, was won 
by the American yacht Volunteer, 
which came in 20 minutes ahead of 
the British challenger Thistle. The sec
ond race, Sept. 30, was won by Volun
teer by the superiority of her wind
ward work. The cup therefore re
mains here." 

"Numerous ways have been in
vented to compress the essentials of 
a photographic apparatus into a com
pact space, but we call to mind none 
more effective than the watch cam
era illustrated herewith. By means 
of other special attachments, we see 
no reason why a genuine timepiece 
may not be combined with the pho
tographic watch in such a way that 
a race horse can be instantly pho

tographed at the same moment the 
stop mechanism of the watch is 
manipulated. " 

A watch camera 
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The makers of even the most popular 
PCs know it's insane to go to market 
without a reliable backup. 

So the hunt began. 
They each sat through hundreds of 

action-packed hours of blank, scrambled 
and frozen screens to see which backup 
system backed up best. 

In the end, they each chose 3M data 
cartridge tape technology. 

W hy? 
We've been covering computer and 

human errors almost longer than com
puters and humans have erred together. 

Not only did we invent and patent 

data cartridge tape technology, we've 
had 16 years to make it better. Through 
every technological breakthrough, 
we've consistently proven to be the best 
way to back up data. 

Just ask Apple� And NCR� And HP.® 

And IBM� And COMP 
Trademarks/owner: AppleiApplcComputer Inc.: 
NCR/National Cash Register: HP/Hewlett-Packard; 

IBM/International Business Machines Corp.; 
COMPAQ/COMPAQ Computer Corp. 
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and Sky & Telescope magazine aboard 

the elegant GOLDEN ODYSSEY Spe

cial 16 Day Solar Eclipse Cruise 

ing U.S. March 8,1988. Itinerary inclu 

Bangkok, Bali, Borneo, Manila, Canton 

and Hong Kong. Special group prices 

from $2378 per person plus airfare. 
Spectacular success achieved in 

observing and photographing solar 
eclipses at sea since July 19 72. 
Lectures on astronomy, eclipse-photo
graphy, meteorology, navigation, 
future of U.S. space program. "n,,,,,,,,,r'o. 
include ABC-TV's Hugh Downs, Time 
Sciences Editor Leon Jaroff, Hayden 
Planetarium's Dr. Fred Hess, "'"I'rnr'hn_1 
tographer Robert Little, editor Leif 
Robinson and meteorologist Jay 
Anderson. Call or write for free brochu 

SCIENTIFIC EXPEDITIONS, LTD. 
(Div World of Oz, Ltd.) 

20 East 49th Street Dept SA 
New York, NY 10017 

1-800-248-0234 or 1-212-826-0855 

Now you can 
forecast the 

outcome of your 
current negotiation 

or conflict. 

DECISIONMAKER 
The Conflict Analysis Program 

• predicts the likely consequences 
of your strategies 

• determines your best course of 
action 

• runs on IBM PC or compatible 

Based on models developed by Dr. 
N. Fraser and Dr. K. Hipel at the 
University of Waterloo 

For a free demonstration diskette 
and more information call toll free 

1-800-265-2766 

Waterloo Engineering Software 
a Member of NEXA group 
180 Columbia St. 1 Park Avenue Atrium 
Waterloo, OntariO 2'5l Park Ave., Ste. 2143 
Canada N2L 3L3 New York, NY 10017 
(519) 885-2450 
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THE AUTHORS 
ABRAHAM PELED ("The Next Com

puter Revolution") is vice-president 
of systems and director of computer 
sciences at the Research Division of 
the IBM Corporation. His B.S. and M.S. 
are from the Technion-Israel Insti
tute of Technology and his M.A. and 
Ph.D. are from Princeton University. 
He has been at IBM since 1974, when 
he joined the corporation's Thomas]. 
Watson Research Center. After work
ing at other IBM research centers, 
he returned to the Watson center in 
1983 as director of technical plan
ning and controls for the corpora
tion's research division. Peled has 
been in his current position since 
1985, managing the Watson center's 
department of computer science as 
well as overseeing computer-science 
activities at IBM research centers and 
laboratories around the world. 

GEOFFREY C. FOX and PAUL C. 
MESSINA ("Advanced Computer Ar
chitectures") are both involved in es
tablishing computer facilities based 
on parallel processing for the Califor
nia Institute of Technology. Fox, who 
is professor of physics and associate 
provost for computing, has been the 
principal investigator in a joint Cal
tech/jet Propulsion Laboratory pro
gram that encourages the application 
of parallel computing in science. Mes
sina is leader of a related project, 
the Concurrent Supercomputing Ini
tiative at Caltech (CSIC), which aims 
to set up a parallel-processing facility 
equaling the performance of conven
tional supercomputers. Fox studied 
mathematics at the University of 
Cambridge as an undergraduate and 
received a Ph.D. in theoretical phys
ics from the university in 1967. After 
holding appointments at various aca
demic and scientific institutions in 
Britain and the U.S., Fox went to Cal
tech in 1970 and became professor in 
1979. Messina has a B.A. (1965) from 
the College of Wooster and an M.S. 
(1967) and a Ph.D. (1972) from the 
University of CinCinnati, where he 
also managed the university's com
puter services. After completing his 
studies he joined the Argonne Na
tional Laboratory, where he became 
director of the mathematics and com
puter-science division in 1982. Messi
na was appointed project leader of 
the CSIC this spring. 

JAMES D. MEINDL ("Chips for Ad
vanced Computing") is vice-pres-

ident for academic affairs and pro
vost of the Rensselaer Polytechnic 
Institute. He was educated at Carne
gie-Mellon University, obtaining his 
Ph.D. in electrical engineering in 
1958. After working with the West
inghouse Electric Corporation and 
the Army Electronics Laboratory, he 
went to Stanford University in 1967 
as associate professor of electrical 
engineering. He was made full pro
fessor in 1970, served as director of 
the Stanford Electronics Laboratories 
from 1972 to 1986 and moved to 
Rensselaer last year. Meindl was the 
author of "Microelectronic Circuit El
ements" in the September 1977 issue 
of SCIENTIFIC AMERICAN. 

DAVID GELERNTER ("Program
ming for Advanced Computing") is 
associate professor of computer sci
ence at Yale University. After his

' 

undergraduate education at Yale he 
went on to earn a Ph.D. in computer 
science from the State University of 
New York at Stony Brook. He writes 
that his interest in programming lan
guages and parallelism "was moti
vated originally by the need for tools 
to support new kinds of program 
structures, particularly in artificial in
telligence, but then I became interest
ed in them in their own rigl;1t. I'm still 
interested in artificial intelligence, 
particularly in medical applications 
and in memory models; in my spare 
time I grow flowers, write fiction and 
complain about the quality of scien
tific prose." Gelernter's introductory 
text Programming Linguistics is to be 
published by W. W. Norton & Co. 

MARK H. KRYDER ("Data-Storage 
Technologies for Advanced Comput
ing") is professor of electrical and 
computer engineering at Carnegie
Mellon University. He studied at Stan
ford University, where he got a B.S. 
(1965), and at the California Insti
tute of Technology, where he got an 
M.S. (1966) and a Ph.D. (1970). After 
spending two years as a visiting sci
entist at the University of Regens
burg in West Germany, he joined the 
staff of the IBM Corporation's Thom
as]. Watson Research Center. In 1978 
he went to Carnegie-Mellon, where 
he was made full professor in 1980. 
Since 1982 Kryder has been director 
of the university's Magnetics Tech
nology Center. 

JAMES D. FOLEY {"Interfaces for 
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WITHOUT DATA GENERAL, INTEGRATING YOUR 
COMPUTERS IS LIKE PITTING MAN AGAINST MACHINE. 

DATA GENERA L G IVES YOU THE BEST 
SOLUT ION S FOR COMPUTER I NTEG RATED 

MA NUFACT URING SY STEMS. 
Are the levels of your manufacturing operation locked in 

hand to hand combat? Our total integration solutions can 
make them all work together. Hand in hand. 

Our computers and solutions span key areas. Linking 
Engineering with Manufacturing. Planning with Sales. 

We give you advanced productivity solutions. Like T EO�M 
our technical automation system. And CEO� our business 
automation system. To combine with major ClM applications. 

D ata General is firmly committed to industry communi
cations standards. Like MAP, SNA, X.25 and Ethernet� T hey 

help you forge different systems into a single information 
mainstream. 

. 

What's more, our MVlFamily computers are price/perfor
mance leaders. Which make these solutions more affordable. 

If your company is wrestling with today's complex manu
facturing needs, call1-800-DATAGEN (Canada 1-800-268-5454). 

t. Data General 
. a Generation ahead. 

© 1986 Data General, 4400 Computer Drive, MSC·228, Westboro, 
MA 01580. TEO is a trademark; CEO is a registered trademark of 
Data General. Ethernet is a registered trademark of Xerox Corp. 
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MONTBLANC 
THE ART OF WRITING 

NOBLESSE 
The jewel of the Montblanc collection. Gold or silver �Iated surfaces 

with a diamond pin-stripe cut. Or Montblanc high-gloss 
lacquer in jet black, Bordeaux red or midnight blue. Classic nib of 

18-carat gold with ornamental engraving. Noblesse - the return of 
style and elegance. Montblanc - the art of writing. 

Exclusive U.S. and Canadian Representative 

KOH-I-NOOR RAPIDOGRAPH. INC. 
100 North St" Bloomsbury. NJ 08804 
(201) 479-4124 

In Canada: 1815 Meyerside Dr" 
Mississauga.Ont. L5T 1G3 

(416) 671-0696 

Advanced Computing"), professor of 
computer science at George Wash
ington University, is studying the 
application of expert-systems tech
niques to user-computer interfaces. 
He received his B.S. at Lehigh Univer
sity in 1964 and an M.S. (1965) and a 
Ph.D. (1969) from the University of 
Michigan. A year later he became as
sistant professor of computer science 
at the University of North Carolina, 
where Frederick P. Brooks, Jr., intro
duced him to the promise of artificial 
realities. In 1976 he moved to the 
U.S. Bureau of the Census to design 
graphics for presenting statistics. He 
went on to G.W.U. a year later. Foley 
is a coauthor of Fundamentals of Inter
active Computer Graphics and a fellow 
of the Institute of Electrical and Elec
tronics Engineers. 

ROBERT E. KAHN ("Networks for 
Advanced Computing") is president 
of the not-for-profit Corporation for 
National Research Initiatives, which 
he founded last year to foster re
search in information processing. He 
got his bachelor's degree at the City 
College of the City University of New 
York in 1960 and his M.A. (1962) and 
Ph.D. (1964) in electrical engineering 
from Princeton University. After two 
years as assistant professor at the 
Massachusetts Institute of Technolo
gy he went to Bolt, Beranek and New
man, Inc., where he helped to devel
op the national computer network 
ARPANET. In 1972 Kahn moved to the 
Defense Advanced Research Projects 
Agency, where he subsequently be
came director of its information-proc
essing-techniques office. 

PIET HUT and GERALD JAY SUSS
MAN ("Advanced Computing for 
Science"), respectively professor 
of astrophysics at the Institute for 
Advanced Study and professor of 
electrical engineering at the Massa
chusetts Institute of Technology, are 
working on a project to combine as
trophysics with computer engineer
ing in a "computational observato
ry." Hut earned an M.S. at the Uni
versity of Utrecht and a Ph.D. from 
the University of Amsterdam. He has 
been a member of the institute since 
1980, except when he taught astro
physics in 1985 at the University of 
California at Berkeley. An avid dilet
tante of the Japanese language and 
culture, Hut has collaborated with 
colleagues in fields ranging from par
ticle phYSiCS, geophysics and paleon
tology to computer science. Sussman 
received his undergraduate degree 
(1968) and his Ph.D. in mathematics 
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MACSYMA 
automates symbolic mathematics. 

And yields enormous improvements in 
speed, accuracy and modeling power. 

If you work with quantitative models 
in scientific or engineering dis
ciplines, MACSYMA can increase 
your modeling power. MACSYMA 
combines symbolic and numeric 
computation. And enables you to 
accurately manipulate symbolic 
expressions in a fraction of the time 
required manually. 

Problem: solve the differential equation: 

. Wide range of capabilities 
MACSYMA offers the widest 

range of capabilities for symbolic 
computations in applied mathe
matics of any commercially available 
program. For example: 

tf( dT + Y' + (2T + 1) Y+ P + T + 1 = 0 

Algebra: MACSYMA can manipu
late large expressions, expand, sim
plify and factor expressions, handle 
matrices and arrays, and solve 
systems of equations. 

Calculus: MACSYMA can differen
tiate, perform definite and indefinite 
integration, take limits, expand func
tions in Taylor or Laurent series, solve 
dif ferential equations, and compute 
Laplace transforms. 

Numerical analysis: You can perform 
numerical analysis using MACSYMA® 
language, compute with arbitrary 
precision arithmetic, use a library of 
numerical analysis routines, and 
generate FORT RAN code. 

Graphics and interfaces: 
MACSYMA can generate report
quality graphics in 20 or 3D, with 
perspective, hidden line removal, and 
captions. MACSYMA also interfaces 
with the mathematical text processors 
'TeX' and 'troff'. 

Broad base of applications 
T hroughout the world thousands 

of scientists, engineers and mathe
maticians are using MACSYMA in 
such diverse applications as aero
nautical design, structural engineer
ing, fluid mechanics, acoustics, CAD, 
electronic and VLSI circuit design, 

electromagnetic field problems, 
plasma physics, atomic scattering 
cross sections, control theory, 
maximum likelihood estimation, 
genetic studies, and more. 

Available on many 
computer systems 
Current systems include: 

• Symbolics 3600™Series 
• VAX & MicroVAX II 
• SUN-2 & SUN-3 
• Apollo 
• Masscomp 

Other versions will be following soon. 

For an information kit about all the 
ways MACSYMA can work for you, 
just call 

1-800-MACSYMA. 
In Mass., Alaska or Hawaii only, call 
(617) 621-7770. 

Or please write to us at 

Computer-Aided Mathematics Group 
Dept. M-SA3 
Symbolics, Inc. 
Eleven Cambridge Center 
Cambridge, MA 02142 

MACSYMA 
The most comprehensive software for 
mathematical computing. 

syrnbolics ™ 

MACSYMA®, syrnboIic::s I Symbolic. 3600 are trademarks of Symbolics, Inc. VAX and MlcroVAX II are trademarks of the Digital Equipment Corporation. SUN·2 and SUN·3 are Irademar�s of 
. 

SUN Microsystems, Inc. Apollo<!i is a trademark of ApoUo Computer, Inc. Mas.comp is a trademark of the Massachusetts Computer Corporation. TaX is a trademark of the American MathematIcal Society. 

c Copyright 1987 Symbolics, Inc. 
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"'f3 is at the top of the 
in 'PCscientifu: 

I",,, m I. Ful K s s.... is' s.... is S 
1:1 PDS 1 12 fI,1 I,'/:i II Lin< flINt Ii Ii HID I 

. . t T" T 

24 

bel .. , N .. Uy ,....,..., ( .. E",) and ronts ",ppliM ,itlo tho ... rei .... .. 
tocinical t!!Pin! "" ... si" than .of,.." 

. . . IS EVEN BETTER 
We listen to our users. 
Version 2.2 is the unsurpassed 
WYSIWYG word processor 
they want. � 
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RESEARCH, INC. 
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THE LADY DAVIS 
FELLOWSHIP TRUST 

P.O. Box 1255, Jerusalem 91904, Israel 
GRADUATE, POST�DOCTORAL AND 

PROFESSORIAL FELLOWSHIPS FOR 1988-89 
AT THE HEBREW UNIVERSITY OF JERUSALEM OR 

THE TECHNION-ISRAEL INSTITU TE OF TECHNOLOGY 

Lady Davis Fellows are selected on the basis of demonstrated excellence 
in their studies, promise of distinction in their fields of specialization and 
qualities of mind, intellect and character. 

GRADUATE A ND POST-DOCTORAL FELLOWSHIPS are tenable for a 
full academic year and may be extended for another year. Post-doctoral 
applicants to the Hebrew University may apply not later than 3 years 
after completion of their Ph.D. dissertation. 

VISITING PROFESSORSHIPS are intended for applicants with the rank 
of Full or Associate Professor at their own institution. They are tenable 
from one semester to a full academic year. 

The grant covers travel, reasonable living expenses and tuition fees 
(wherever applicable). 

Requests from applicants (including Israelis) should indicate category of 
Fellowship and should be sent to the above address. Completed forms in 
all categories must reach Jerusalem not later than November 30, 1987. 

(1973) from M.LT., where he has been 
a member of the Artificial Intelli
gence Laboratory since his freshman 
year. He is coauthor of an introduc
tory textbook on computer science. 

GLENN D. RENNELS and EDWARD 
H. SHORTLIFFE ("Advanced Comput
ing for Medicine") work together in 
the Medical Computer Science Group 
at the Stanford University School of 
MediCine. Both of them are also prac
ticing physicians at Stanford, Ren
nels as a resident in anesthesiology 
and Shortliffe as associate professor 
of medicine. Rennels got his B.A. at 
Dartmouth College in 1977, his M.D. 
at the Dartmouth Medical School in 
1980 and a Ph.D. in medical informa
tion sciences from Stanford last year 
(with Shortliffe as his thesis adviser) . 
Shortliffe got his A.B. at Harvard Col
lege in 1970. He then joined the medi
cal-scientist training program at Stan
ford, where he earned his Ph.D. in 
medical information sciences and his 
M.D. in 1975 and 1976 respectively. 
His doctoral dissertation was on a 
rule-based computer program that 
advises physicians on antimicrobial 
therapies. Shortliffe was assistant 
professor of both medicine and com
puter science at Stanford from 1979 
to 1985, when he became associate 
professor. 

ALBERT M. ERISMAN and KEN
NETH W. NEVES ("Advanced Com
puting for Manufacturing") are both 
with the Boeing Computer Services 
Company, where Erisman is director 
of the Engineering Technology Ap
plications Division and Neves is man
ager of research and development 
programs for the Engineering Sci
entific Services Division. Erisman 
received his doctorate in applied 
mathematics at Iowa State Univer
sity in 1969 and then joined Boeing. 
His research has focused on high
performance scientific computing 
and sparse-matrix algorithms, which 
are applied to analyze large-scale cir
cuits such as electric-power systems. 
Erisman has also taught courses at 
the University of Washington and at 
Seattle University. Neves, who holds 
a Ph.D. in mathematics from Arizona 
State University, worked first at the 
IBM Corporation and at the Nuclear 
Power Generation Division of the 
Babcock & Wilcox Company, where 
he was a senior mathematician. In 
1975 he joined Boeing. Among his 
projects is a high-speed computing 
program, currently equipped with 
advanced workstations and parallel 
processors. 
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Permanent pleasures. 
Choose one of these fine works and save up to $30550 

You simply agree to buy 4 additional books within the next two years. 

The World Treasury of 
Children's Literature 
Selected and with Commentary by 
Clifton Fadiman 

for $11.50 (Pub. price $69.95) 
The Compact Edition of 

The Way to Cook 
Julia Child: 6 One-hour 
Videocassettes 
for $39.95 (Pub. price $179.70) 

Children and grown-ups alike will love 
curling up with these timeless fairy tales, 
fables, nursery rhymes and stories. A. A. 
Milne, Mark Twain, Dr. Seuss and many more 
of the world's master storytellers are 
represented by their classic works in this 
handsomely bound three-volume anthology. 
Illustrated in black and white and full color; 
1,561 pages. 

The Oxford English Dictionary 
for $27.95 (Pub. price $195) 

America's favorite cook demonstrates the basic 
techniques of good cooking with step-by-step 
clarity In her entertaining style. In this 6-hour, 
videocassette set-Meat; Poultry;  Fish & Eggs; 
Vegetables; Soups, Salads & Breads; First 
Courses & Desserts-she provides professional 
tips on how to master everything from thicken
ing sauces to butterflying a chicken. Six recipe 
booklets are included. Available on VHS or Beta. 

"The most complete, most scholarly dictionary of 
the English language" -The Christian Science 
Monitor. Through photoreduction, the original 
13-volume set has been reproduced in this two
volume Compact Edition. A Bausch & Lomb 
magnifying glass is included. 

The Encyclopedia of Philosophy 
for $24.95 (pub. price $225) 

The Story of Civilization by Will and Ariel Durant 

Regarded as the most comprehensive 
encyclopedia of philosophy ever published, 
this superb set-compiled with the world's 
foremost philosophers-encompasses all 
aspects of ancient, medieval. modern, Eastern 
and Western thought. The four vulumes 
represent an essential aid for students and a 
rewarding reference source. 

for $29.95 (Pub. prices total $335.45) 
For almost half a century Will and Ariel Durant 
traced the continuity of world history-the reli
gions and philosophies, the political and economic 
tides, the arts and sciences, the customs and con-

quests-to show the foundations of society today. 
A Book-of -the-Month Club exclusive for almost 50 
years, the Durants' illustrated masterwork is 
history come alive. 

Facts About Membership. As a member you will receive 
the Book-of the-Month Club Newfo 15 times a year (about 
every 3'h weeks). Every issue reviews a Selection and 
more than 100 other books, which are carefully chosen by 
our editors. If you want the Selection, do nothing. It will 
be shipped to you automatically. If you want one or more 
other books-or no book at all-indicate your decision on 
the Reply Form and return it by the specified date. Return 
Privilege: If the News is delayed and you receive the Selec
tion without having had 10 days to notify us, you may return 
it for credit at our expense. Cancellations: Membership 
may be discontinued, either by you or by the Club, at any 
time after you have bought 4 additional books. Join today. 
With savings and choices like these, Book-of-the-Month 
Club is where book lovers belong. 

BOOK-OF-THE-MONTH CLUB@ 

© 1987 BOMC r-----------------------�---
Book-of-the-Month Club, Inc., P.o. Box 8803, Camp Hill, PA 17011-8803 A170·10 

Check one box only. 

955. Treasury of 
Children's Lit. $11.50 

905. Compact 
OED $27.95 

928. Way to Cook 
(Beta) $39.95 

929. Way to Cook 
(VHS) $39.95 

913. T he Story 
of Civ. $29.95 

917. Ency. of 
Philosophy $24.95 

Please enroll me as a member of Book -of -the-Month Club 
and send me the item I have checked at left, billing me for the 
appropriate amount, plus shipping and handling charges. I 
agree to buy 4 more books during the next two years. 
A shipping and handling charge is added to each shipment. 

Name _______ =-_-,-��.,------ 7·64 
(Please print plainly) 

Address _______________ Apt. __ _ 

City ____________________ _ 

State Zi p' --;-:....,.,.-:--_ 
Prices shown are U.S. prices. Outside the U.S. prices are generally higher. 

All orders are subject to approval. 
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SCI ENe E AND THE CIT I ZEN 
Back with a Vengeance 

The Pentagon quietly rolls 
big H-bombs out of retirement 

W
hile the Reagan Administra
tion has recently professed 
a de sire to trim its nucle

ar arsenal ( if, of  course ,  the Soviet 
Union doe s likewise) ,  the Pentagon 
has quie tly taken a giant step away 
from that goal .  This step ,  which 
boosts the gross destructive power 
of the U .S .  arsenal by some 20 per
cent ac cording to one estimate , was 
revealed earl ier  this  ye ar in a single 
sentence of testimony by Robert B. 
Barker,  Assistant to the Secretary of 
Defense for Atomic Energy. "The BS3 
bomb,"  Barker told a House Appro
priations subcommitte e ,  "which was 
in inactive reserve , is  being returned 
to operational status . "  

The BS3  is not j ust another nucle
ar bomb:  it is  the most de structive 
weapon the U .S .  has ever posse ssed.  
I ts  explosive yield,  ac cording to Nu
clear Weapons Databook, is equal to 
the yield of nine million tons of TNT 

or 7S0 Little Boys (one of which dev
astate d Hiroshima) or 30 MX-missile 
warheads. Built in the early 1 960's ,  
the  BS3 's  were  deployed on B-S2 
stratofortresses of the Strate gic Air 
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Command; by 1 98 3  the command 
had mothballed the bombs and re
plac ed them with smaller bombs and 
cruise missile s .  

The Department of  Defense de
clines to explain why it  is bringing 
the aging bombs back in service ,  but 
Barker 's  testimony sugge sts a possi
ble motive .  Just before mentioning 
the BS3 decision, he described efforts 
to develop so-called earth-penetrat
ing warheads,  intended,  in his words ,  
t o  "hold hardened,  underground, 
deeply buried targets at risk." Robert 
S .  Norris of the National Re sourc es  
Defense Council  suggests that U .S .  
war  planners have recently be come 
convinced that modern, relatively 
low-yield warheads,  even when de-

Have doubts about the effectiveness of new weapons 
led the Pentagon to resurrect the "big old bomb"? 

B53 BOMB 

WEIGHT: 
8,890 POUNDS 

LENGTH: 
148 INCHES 

DIAMETER: 
50 INCHES 

YIELD: 
9 MEGATONS 

B53 THERMONUCLEAR BOMB sits on a dolly behind three employees of the U.s. Department 
of Energy. The bombs were built at a DOE plant in Burlington, Iowa, in the early 1960's. 
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livered by highly accurate missile s ,  
might not be powe rful enough to 
crush buried Soviet  command cen
ters unle ss they burrowed deep into 
the earth first .  Developing strate gic 
e arth-penetrating warheads has 
proved difficult .  We apons designers 
have built needle -nosed shells that 
can plunge hundreds of fe et  into the 
earth; now they are trying to design 
nuclear devices  that can fiUn these 
shel ls .  "The problem , "  Milo D .  Nor
dyke of the Lawrence Live rmore Na
tional Laboratory says, "is to build a 
warhead that will survive that very 
severe impact and still detonate . "  

Air Force officials may also have 
fallen back on the "big old bomb on a 
B-S2 " because they doubt the reliabil
ity of new strategic delivery systems,  
James P .  Rubin of  the Arms Control 
Association says. Technical  glitches ,  
he points out, have plagued the  B- 1 
and Ste alth bombers and the MX 
missile .  Rubin suggests that  the offi
cials '  concerns may be heightened 
by Pre sident Reagan's proposal to 
deploy a Strate gic Defense Initiative 
system jointly with the Soviet Union. 
Gen.  John T. Chain,  J r . ,  head of the 
Strate gic Air Command, recently stat
ed  that if the U . S.S .R .  deploys an SDI
type shield against ball istic missile s ,  
t h e  Air Force will  n e e d  t o  build up its 
bomber force to maintain deterre nce.  

Whatever its motive s ,  the Penta
gon's  resurre ction of the BS3 bel ies  
i ts  own stated poliCie s ,  ac cording to 
Josephine A. Stein,  a congre ssional 
science fe llow. Defense offiCials ,  she 
obse rve s ,  claim they must explode 
warheads at the Nevada Test Site to 
ensure that new warheads are "safe " 
( against accide ntal detonation) and 
that aging ones are "reliable " (rel i 
ably de structive ) .  Stein conte nds that 
by the military's own standards the 
BS3 bombs must be suspect on both 
counts.  Indeed ,  in 1 980 the U .S .  Arms 
Control and Disarmament Agency 
told Congre ss that new bombs enter
ing the U.S.  arsenal were safer than 
the BS3 . To comply with the ISO-kilo
ton limit imposed on nuclear tests by 
the Threshold Test Ban Tre aty, how
ever,  the military can only test the 
reliability or safety of a drastic ally 
strippe d-down version of the BS3 . 
Such a test ,  Stein says , would be vir
tually meaningless .  

Defense officials have also main
tained that they can wage a "limited 
nuclear war" against the U .s. S . R . ,  de-
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I
n the midst of the 
clamor surrounding the 
new IBMs PS/2 personal 
computers, one thing is 
perfectly clear to people 

who really know PC's. 
COMPAQs personal comput-
ers still work better. They 
enhance your produc-
tivity within 
the industry 
standard, and 
give you maxi
mum perform
ance from the 
world's largest 
library of busi
ness software. 

Still the 
performance leader 

COM2AQ personal com-
puters prove superior in overall 
performance. 

Take speed. The COMPAQ 
DESKPRO 286"' runs your soft
ware up to 20% ta�ter than its 
PS/2™ counterpart. And, the 
COMPAQ DESKP RO 386™ 
sets all records for speed in 
advanced-technology, industry
standard personal computers. 

Consider flexibility. Compaq 
offers 51/4" diskette drives, and 
allows you to add 31/2" drives. 
In fact, you can add up to four 

It still simply works better. 
-

different storage devices on all 
COMPAQ desktops. 

Examine compatibility. We 
let you use all the industry
standard software and ex
pansion boards that you 
already own. 

sti ...... 

Demand for the 12-MHz 
COMPAQ DESKPRO 286 has nearly 
doubled since the PS/2 introduction. 

Look at expandability. Our performance of a desk-
iudustry-standard slots enable top without any of the 
you to add many extra func- compromises you'll find 
tions. So you can i"'F=r=11r====;<=::;" in other portables. 
configure your sys- Compaq al-lplies 
ten! exactly the way innovative technology 
you want it. within the industry 

Finally, compare standard, without sac-
portability. You rificing compatibility. 
can't. The 12-MHz 
80286-based 
COMPAQ 
PORTABLE IIITM 
is the undisputed 
leader. It offers the 

COMPAQ PC's 
outperform PS/2 PC's 
in tests for processor speed & disk 
performance, using the Norton 
Performance Index Version 4.0.* 

Earn higher returns 
on your investment 
American business has 
$80 billion invested in 

'Index based on a scale that rates the original IBM PC as 1.00. 
IBM, OS/2 and PS/2 are trademarks of International Business Machines Corporation. MS OS/2 is a product of Microsoft Corporation. 
©1987 Compaq Computer Corporation. All rights reserved. 
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wor s 

the current PC standard, in
cluding 72 million software 
and hardware products, and 
hundreds of millions of hours 
in training. 

Compaq designs its comput
ers to protect your investment. 
And because they do more, 
they also maximize it. 

etter. 
Two-way compatibility 

Compaq has be
come famous for 

its legendary 
compatibility 

and connectiv
ity. Our per

sonal computers 
will run thou
sands of pro-

The COMPAQ 
DESKPR0386 

sets the standard 
for high-performance, 

advanced-technology 
desktop computing. 

grams, without modifi
cation, far faster than 

other computers. And 
they work with all the other 

compatible computers in your 
office, without time-consuming 
diskette conversions. 

As for the future, all 80286-
and 80386-powered COMPAQ 
personal computers will run 
the new MS OS/2 operating 
system, allowing you to di
rectly access up to 16 mega-

bytes of memory. And they'll 
run all the applications de
veloped for OS/2TM. Again, 
much faster. 

We don't burn bridges, 
we build them 
At Compaq, advances are mea
sured by our ability to push 
technology forward, without 
leaving you behind. 

The new 
MS OS/2 oper
ating system will run 
on all 80286- and 80386-
based COMPAQ personal computers. 

COMPAQ computers let you 
incorporate developing technol
ogy, and take advantage of the 
latest technology in a way that's 
fully compatible with the hard
ware, software and add-ons 
you already own. So Compaq 
protects your investment. 

These are all reasons why 
recent surveys show COMPAQ 
owners are the most satisfied 
personal computer users. 

Call 1-800-231-0900, operator 
39, for information and the loca
tion of your nearest Authorized 
COMPAQ Computer Dealer. In 
Canada, call 416-449-8741. 
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stroying military targets while mini
mizing "collateral damage" to civil
ians. But collateral damage, rather  
than military advantage, would be  
the  only significant re sult of  an at
tack on Soviet command centers by 
stratofortresses  loaded with nine
megaton bombs, Stein maintains .  By 
the time the subsonic bombers ar
rived at their targe ts, she points out, 
the Soviets would have had hours in 
which to launch their  own missiles, 
and que stions of military advantage 
would be moot. -John Horgan 

Animal Passions 

A study of laboratory-animal 
use founders in acrimony 

W hat controls should society im
pose on scientists who use lab

oratory animals? A report on the top
ic ge stating at the National Rese arc h 
Council, the research agency of the 
National Academies of Sciences and 
Engineering, is stirring strong feel 
ings .  Animal-welfare c hampions on 
the panel that produced the report 
complain that the benefits to animals 
of such controls have been slighted. 
But one panel member, Arthur C. 
Guyton of the University of Miss is sip
pi School of Medicine, fe lt so strongly 
that inve stigators' interests had been 
underrepresented that he submitted 
a "minority report on the plight of the 
scientific investigator using animals, 
especially large animals . "  

Some panelists wanted t h e  re port 
to acknowledge that research ani
mals have at times been mistre ate d 
and that some animal experiments 
have been misleading. Christine Ste
vens, president of the Animal Welfare 
Institute, said in late August that she 
would refuse to sign the existing 
re port because it was "completely 
unbalanced, with severe omissions 
of essential information . "  W. Jean 
Dodds, chief of the New York Depart
ment of Health's Laboratory of Hema
tology, who has avoided breeding 
animals with genetic defects, said 
that the re port gave " no perspective 
on the variety of views within the sci
entific  community. " She also would 
not sign without c hange s .  

A major i ssue  in the  dispute is  the 
1 98 5  amendments to the Animal Wel
fare Act that require institutions us
ing some warm-blooded animals to 
have animal-care committe es  that in
clude at least one outside member 
to ove rsee research, and to maintain 
certain standards in animal fac ilities .  

30 

The NRC panel initially voted to rec
ommend that these regulations be 
extended to cover research on rats, 
mice and birds but subsequently re
versed itse lf. Guyton's  submission 
depicts the changes that have been 
made as " a  suc ce ssion of  compro
mises with the animal rights-welfare 
movements"-which he charges is 
the antivivisectionist movement un
der a new name . Guyton argues 
that  "it is  very doubtful that  any but 
the very large animal  research pro
grams can survive unless many of 
the new rules are rescinded, which 
doubtle ss will not occur without the 
very strong support of the National 
Research Council . "  

T h e  panel w a s  also divide d ove r 
the use of animals from pounds for 
long-term or repeated experiments .  
Bills have been propose d  in both 
houses of Congre ss that would forbid 
any use of pound animals by re
searchers supported by the National 
Institutes of Health.  Michael  E .  DeBa
key, who pioneered many succe ss
ful techniques for he art surgery and 

who is a member of the NRC panel, 
has recently publishe d artic les  point
ing out that purpose-bred dogs for 
animal research cost be twe en $ 2 7 5  
and $600 each, compared with $ 5  
t o  $ 5 5  for a pound animal .  De Bakey 
says most pound animals are not lost 
pets, as they are often portraye d to 
be, but abandoned or stray animals 
that would be killed anyway. Inde ed, 
fewer than 2 percent of the 1 0  to 1 5  
mil lion pound dogs and c ats kil led 
each year go to research laborato
rie s, and most are used in acute stud
ies in which they are anesthetized 
and never re gain consciousness .  

Although the report is under inde
pendent review, it may never pre
sent a consensus that  could gUide 
legislators .  Guyton's  minority state
ment argues that "strong me asure s 
should be taken to insure that pound 
animals are  made available to medi
cal  researc h . "  If the NRC re port is ever 
issued, it seems likely that  it will 
have seve ral appended disclaimers 
and additions by individual mem
bers of the panel .  -Tim Beardsley 

PHYSICAL SCIENCES 

Hearts of Darkness 

Evidence grows that black holes 
lurk at the center of galaxies 

B
lack holes, obj e cts so dense that 
not even light can escape  from 
their gravitational field, were 

onc e  considered c uriosities  of rela-

ANDROMEDA GALAXY and its companion 
M32 (circular object above Andromeda) 
may have a black hole at their core. 

tivistic theory not likely to be found 
in the real universe .  Then in the e arly 
1 970's investigators spotte d a hand
ful of stars-the most notable is Cyg
nus Xl-wheeling around invisible 
partners .  After years of seeking oth
er e xplanations, astronomers have 
concluded that the unseen partners 
are almost certainly black holes, the 
collapsed remnants of stars several 
time s  as massive as the sun that ex
plode d into supe rnovas.  

Rece ntly four workers have report
ed that black holes millions of time s  
as massive a s  the s u n  may serve a s  
t h e  hubs o f  two o f  t h e  Milky Way's 
c losest  neighbors :  the great spiral 
galaxy in Andromeda and its small el
liptical companion, M32,  which re
side two million light-ye ars from the 
e arth . These reports, together with 
somewhat more circumstantial evi
dence that our galaxy itself contains 
a c entral black hole, suggest these 
fantastically compact obj e cts may 
play a crucial role in the evolution 
of many-and perhaps all-galaxies .  
"That's three out of  three with no los
ers," says Douglas O. Richstone of 
the Unive rsity of Michigan.  

Richstone and Alan Dressler of the 
Mount Wilson and Las Campanas Ob
se rvatories report they have found 
signs of a 70-million-solar-mass black 
hole in the Andromeda galaxy and a 
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1 0-million-solar-mass black hole in 
M 32. Their observations corroborate 
e arlier findings on M 3 2, by John L .  
Tonry of  the  Massachusetts Institute 
of Technology, and on Andromeda, 
by John Kormendy of the Dominion 
Astrophysical Observatory in Victo
ria, British Columbia. These obj e c ts, 
Richstone points out, should dwarf 
the black holes in binary star sys
tems in size as well as mass :  whereas 
Cygnus Xl's dark companion proba
bly measures only a few hundred 
meters across, Andromeda's black 
hole might be as wide as the e arth 's  
orbit around the  sun. 

The recent findings all derive from 
analyses  of the Doppler shifts of light 
near each galaxy's center.  Because 
the light is shifted in the dire ction 
of both longer and shorter wave
lengths, indic ating that the sourc es  of 
the light are moving both away from 
and toward the e arth, the workers 
conclude that stars are orbiting the 
c e nter at high velocities .  They then 
estimate how much invisible mass 
would be sufficient to keep the stars 
locked into these tight, rapid orbits .  
The tec hnique cannot be applied to 
our galaxy, since dust obscures its 
nucleus.  Stil l ,  various workers, no
tably Charles H. Townes of the Uni
versity of California at Berkeley and 
Reinhard L .  Genzel  of the Max Planck 

Institute for Physics and Astrophys
ics in Munich, have proposed that the 
intense infrared and radio radiation 
observed emanating from our gal
axy's center indicates the presence 
of a black hole .  

Other galaxies have been suspect
ed of harboring large black hole s .  
About a decade a g o  inve stigators 
proposed that the giant elliptical gal
axy M87 contains a black hole in its 
nucleus, but subsequent studies re
vealed flaws in the conclusions .  Kor
mendy has analyzed light from gal
axies beyond Andromeda and M 3 2  
a n d  found tentative evidence of 
black holes in at le ast three of the m.  
He and his colleagues acknowledge, 
however, that doing a conclusive 
study of galaxies  beyond Androme
da and M 3 2  with only ground-based 
observations is difficult .  "It  may not 
be possible until the space telescope 
flies," Dressler says. 

Tonry thinks binary systems such 
as Cygnus Xl sti l l  represent the best 
evidence that black holes  exist, since 
theorists seem unable to devise even 
farfetched alternative explanations 
of the data. He suggests it is  conce iv
able-although highly unlikely-that 
the invisible cores of Andromeda 
and M32 consist of clusters of white 
dwarfs or neutron stars. Kormendy 
points out that such a cluster would 

By probing the new superconductors' structure 
workers seek to understand their strange properties 

SINGLE CRYSTALS of YBa1Cu]Ox' which superconducts at up to 90 degrees Kelvin, were 
grown at the IBM Corporation by Debra L Kaiser and Frederic Holtzberg. 

3 2  

probably collapse into a black hole 
anyway. Alternative explanations of 
the data from Andromeda and M 3 2  
" are getting c razier a n d  crazier," h e  
says. "Nature c a n  be pathologic al, 
but it's usually not ."  

The findings, if confirmed, could 
bolster theories linking black holes  
to both galaxies and their  oddly lumi
nous cousins, quasars, ac cording to 
Ramesh Narayan of the University of 
Arizona. "The picture many people 
like to believe," he explains, "is that 
a galaxy forms first and then its cen
ter collapses into something more 
compact"-a black hole .  If the col
lapse of the nucleus continue s, the 
young galaxy may pass through a 
stage in which the energy released 
by stars and other matte r plunging 
toward the black hole outshines the 
rest of the galaxy; to a distant ob
server it would then appear not as 
an extended stellar c loud but as 
an extraordinarily intense point of 
light-a quasar. After the black hole 
consumed most of the matter with
in its gravitational grasp, Narayan 
says, the quasar might finally evolve 
into a less  luminous, more normal
looking galaxy. -}.H. 

Getting Warmer 

Research in superconductivity 
posts more remarkable advances 

The search for practical room
tempe rature superconductors is 

he ating up. At North Carolina State 
Unive rsity, Jagdish Narayan has de
termined the atomic structure of a 
new crystalline phase of yttrium b ari
um copper oxide, the material that 
has been the focus of most of the re
cent excitement.  Narayan believes 
this phase becomes superconduct
ing below 290 degre es  Kelvin, a spec
tacular increase in temperature over 
the previously known phase,  which 
superconducts only below 9 5  de
gre es .  At the Lockheed Palo Alto 
Research Laboratory, Chao-Yuan N .  
Huang maintains he h a s  detected re
producible signs of superconductiv
ity in one compound-he would not 
say whic h-at 52 de gre e s  Celsius, or 
about 1 5 1  degrees Fahrenheit .  

In spite of such progress, John K .  
Hulm of the We stinghouse Research 
and Development Center, who he ad
ed a National Ac ademy of Sciences 
panel  on the new materials, c au
tions that "a  whole new set of in
ventions" will be necessary before 
they can be widely used.  Narayan's  
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THE TIMING OF BIOL OGICAL CLOCKS 

Arthur T Winfree 

THE TIMr�G OF BIOlQG1C"l CtOCKS 

In 1931, Wiley Post flew around the world 
in eight days and became the first human being 
to experience jet lag . The fatigue and disorienta
tion he felt happens to all of us when rapid long
distance travel knocks our "internal clocks'�our 

In the early 1930s, Wiley Post used the Winnie Mae to study jet lag and its 
affect on pilot performance. Courtesy of the National Air & Space Museum, 
Smithsonian Institution. 

circadian rhythms-out of kilter with local time. 
Arthur Winfree describes jet lag as "that dis
concerting sensation of time travelers that their 
organs are strewn across a dozen time zones 
while their empty skins forge boldly into the 
future." 

Jet lag, biorhythms, mosquito insomnia, 
temporal isolation experiments, the sleep move
ment of plants, "forbidden phases" of sleep 
when one cannot 
awake spontane
ously-these are 
some of the many 
fascinating as
pects of circadian 
rhythms that Dr. 
Winfree explores 

Winfree shows that the most critical property 
of biological clocks is their ability to be reset on 
cue, enabling them to regain synchrony with a 
changing environment (as when we travel across 

Flowering in the morning glory, as in many other plants, is timed by a 
circadian clock. Courtesy of Travis Amos. 

time zones) or to adjust the body's 25-hour 
rhythm to the 24-hour solar day. 

Reporting experiments on animals, plants, 
and single cells, he not only illustrates the prin
ciples that guide the resetting of biological clocks 
but reveals that each of these clocks has a 
vulnerable phase when a suitably intense cueing 
stimulus can produce a thoroughly unpre
dictable resetting-perhaps even annihilating 
the clock's rhythm entirely. 

T he graphics 
that Winfree uses 
are as innovative as 
his insights.  By 
using gradient 
color rather than 
the conventional 
clock dial to ex-

.-� 
.' I.. 

press the passage of Has this cave salamander, living in 
time, Winfree helps temporal isolation, lost its circadian 

US visualize the true rhythmicity? Courtesy of Chip Clark. 

continuities-and discontinuities-of the in
ternal cycles that govern the processes of life. 

Arthur T. Winfree is one of the world's fore
most theoreticians of circadian rhythms. Trained 
as a biophysicist, Winfree received a MacArthur 
Grant for his work on biological clocks. Former
ly at the Institute for Nonlinear Science at the 
University of California at San Diego, he is now 
with the Department of Ecology and Evolution at 
the University of Arizona at Tucson. Professor 

in The Timing of . . .  
Biological Clocks Winfree's innovative use of gradient color to express the passage of tIme helps us vlsualzze the 

. biological cycles that govern the processes of life. Courtesy of Arthur Wmfree. 

Winfree is also 
the author of 
the classic work 
The Geometry of 
Biological Time 
and When Time 
Breaks Down, a 
technical mono
graph on circa
dian rhythms. 

199 PAGES, 233 ILLUSTR ATIONS 
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M OLECULES 

P WAtkins 

MOLECULES 

Everything we breathe, touch, eat , drink , and 
smell is made of molecules. They determine the taste of 
a barbecue and the fragrance of a rose. Yet , to many of us, 
molecules are an unfamiliar, abstract notion, hidden far 
below the surface of visible reality. 

In this highly readable work , P W. Atkins now makes 
the molecular world understandable, accessible, and 
familiar. You will meet the molecules that make sugar 
sweet , that make soap "soapy," and that give rise to the 
brilliant palette of colors unveiled in autum foliage. You 
will see molecules that can quell pain and alleviate 
depression as well as those that can induce addiction and 
w reak havoc on our environment. 

Lavishly illustrated and filled with original insights, 
MOLECULES portrays the structures of the substances 
that make up our everyday world and our daily experi
ences, showing us their shapes, their interrelations, why 
they behave as they do, and how they carry out their 
tasks. It gives us a more imaginative appreciation of the 
richness, economy, and variety of nature. 

P W. Atkins lectures in physical chemistry at the 
University of Oxford. He is the author of The Second Law 
(for the Scientific American Library) and the widely used 
textbook Physical Chemistry, now in its third edition. 

256 PAGES, 290 ILLUSTRATIONS 

EINSTEIN'S LEGACY 

julian Schwinger 

EINSTEIN'S LEGACY 

NObel laureate Julian Schwinger tells the cap
tivating story behind one of the t wentieth century's 
greatest achievements, the theory of relativity. 

The groundwork was laid first by Isaac Newton and 
then by James Clerk Maxwell. But it was left to the 
sixteen-year-old Einstein to glimpse, for the first time, 
that the unifying theories of these two giants were 
incompatible. 

In a lively and compelling narrative, Schwinger 
recounts Einstein's quest for the reconciliation of the 
conflict-a quest that ultimately led to the unification of 
matter and energy and of space and time in Einstein's 
special and general theories of relativity. 

Schwinger carries this story to the space-age experi
ments that have been designed to confirm Einstein's 
legacy-and possibly lead to a still more comprehensive 
theory. 

Julian Schwinger was awarded the Einstein Prize in 
1951, the National Medal of Science in 1964, and 
the Nobel Prize for Physics in 1965. He is currently 
University Professor of the University of California. 

"Delightful and instructive .... An ideal giftjor the 
curious non-expert. "-NATURE 

250 PAGES, 200 ILLUSTRATIONS 

"Tre diJJererzm [between this and other book series] comes in the quality a/the a 

DistingUished researchers take the trouble to talk simply and directly about the work they al 

The largest Jorms oJ life reproduce at a slower rate and live much longer than smaller 
organisms. On Size and Life examines why. 

A molecular view oJ the plasma membrane. Electro 
axopod oJ the heliozoon Echinosphaerium nucleon 

PHOTO CREDITS-Daphnia:]ames Bell, Photo Researchers, Inc/Hummingbird: Crawford H. Greenewalt, VIREO/Robert Wadlow, 8'91/211' tall, and his father: W ide World Photos/Elephant: Petcr Joh 
Black Star/Important anatomical divisions of the brain: Painting by Bill Andrews/Coca shrub, source of cocaine: W. H. Hodge, Peter Arnold, Inc. 

© 1987 SCIENTIFIC AMERICAN, INC



EXTINCTION 

Steven M. Stanley 

EXTINCTION 

Since the rise of multicellular life, a handful of 
mysterious cataclysms has swept our planet. These geo
logically brief outbreaks of mass extinction have 
decimated tens of thousands of thriving species, from 
huge dinosaurs to microscopic algae. 

In EXTINCTION, Steven M. Stanley gives us a 
fascinating account of these dramatic global disasters, 
investigating what the rich storehouse of rock and fossil 
clues-and the revolutionary findings of plate tec
tonics-can tell us about their origins, progress, and 
implications. 

In light of recent speculation that meteor impacts 
may have ended the reign of the dinosaurs through an 
early version of "nuclear winter''-about which Stanley 
has much to say-EXTINCTION is a timely as well as 
intriguing geological detective story. 

Steven M. Stanley, professor of paleobiology 
and director of graduate studies at Johns Hopkins 
University, is a Guggenheim Fellow and winner of the 
Schuchert Award of the Paleontological Society. 

242 PAGES, 183 ILLUSTRATIONS 
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new phase of yttrium barium copper 
oxide , for example , tends to be unsta
ble in its present ,  impure form. More
over ,  the unusual atomic structure 
of the new superconductors ,  which 
are c e ramic s ,  presents difficulties for 
those trying to use them. They con
sist of crystalline grains that are 
anisotropic : their electric al conduc
tivity and other  properties vary de
pending on the axis along whic h 
me asurements are made . In a bulk 
specimen the grains all point in dif
ferent dire ctions and are not in com
plete contact. To achieve high cur
rent densities  it may be necessary to 
point them all in the same direction 
and ensure c lose contact .  Douglas K. 
Finnemore of the Department of En
e rgy' s Ames Laboratory says work
ers there have achieved some suc
cess using magnetic fields to line up 
the grains during manufacture .  

Bulk specimens of the materials 
suffer  from brittleness ,  and identical
ly prepared samples vary in their su
perconducting behavior. Improved 
manufacturing techniques have in
creased both the maximum current 
and the maximum magnetic field the 
materials can tolerate while retaining 
their superconducting characteris
tic s ,  but the levels fal l  far short of 
those needed in a bulk conductor. 

Other limitations could pose prob
lems in constructing hybrid semicon
duc tor/superconductor chips ,  which 
could lead to computers of unpre ce
dented speed.  Superconducting ce
ramic s must  be heated during man
ufacture to about 900 degrees C, a 
temperature that semiconducting de
vic es  cannot tolerate . Furthermore ,  
ceramic supe rconductors are suscep
t ible  to pOisoning:  ions from other  
materials diffuse into them,  disrupt
ing their superconducting behavior. 

The Re agan Administration has 
quickly begun to seed the new field .  
The budget for superconductivity at  
the Argonne National Laboratory wil l  
increase from $ 1 . 5  million last year to 
about $ 1 0  million next year. The De
partment of Defense wil l  spend $ 1 5 0 
million over  the next three years,  
and other agency budgets are slat
ed for increase s .  Argonne,  the Ames 
Laboratory and the Lawrence Berke
ley Laboratory have been named as 
superconductivity research centers.  

The Administration has also imple
mented policy me asure s intended to 
reinforc e this country's compe titive 
advantage .  The president renewed a 
proposal to amend the Freedom of In
formation Act to limit the access  
of  foreign companies to Federal  re 
search,  and science attaches from 
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Embassy Row were excluded from a 
two-day Government-industry collo
quium that was held in Washington 
this past summer. Can such moves 
be effective? After all ,  notes Deborah 

C Runkle of the American Associa
tion for the Advancement of Scienc e ,  
t h e  first high-temperature supe rcon
ducting ceramic was developed in 
Switzerland. -T.M.B. 

BIOLOGICAL SCIENCES 

Threat to the Spotted Owl 

A petition to list this bird 
as endangered has been filed 

T
he timber industry is a signifi
cant source of revenue in the 
Pacific Northwest,  where an

nual sales of cut lumber total in the 
millions of dollars and from 3 to 6 
percent of manufacturing jobs are as
sociated with forestry. No one knows 
the exact rate of logging, but more 
than 900,000 acres have been cut in 
the past 25 years.  

Much of the logging is in national 
fore sts : pristine old-growth conifer  
stands hundreds of  years old .  There 
independent loggers have run into a 
problem:  the northern spotted owl, 
Strix occidentalis caurina, a raptorial 
bird one and a half fe et tall with enor
mous territorial requirements.  In or
der to hunt, mate and raise their 
young successfully, each bree ding 
pair (there are approximately 2 , 000 
in existence)  needs betwe en 1 ,000 

sPorrED OWL lives exclusively in old
growth forests of the Pacific Northwest. 

and 4 ,000 acres of undisturbed old
growth forest ,  a requirement that 
adds up to millions of acres of prime 
logging country. 

To preserve the bird and its habi
tat, a petition c alling for placement of 
the owl on the Endangered Species  
List  was filed with the U .S .  Govern
ment in late July by the Sierra Club 
Le gal Defense Fund on behalf of sev
eral le ading e nvironmental groups .  
The petition is  a countermove to an 
e nvironmental impact  statement 
drafte d by the U.S .  Forest Service and 
scheduled for publication in 1 988 ,  
which outlines management options 
for the spotted ow\. The option fa
vored by the Forest Service calls for 
5 5 0 protected habitat areas (one per  
breeding pair  of  birds)  ranging in s ize  
from 1 ,000 to 2 ,000 acre s .  Because 7 5  
percent o f  these areas are outside 
prime timber re gions and the plan 
provides for only 25 percent of the 
owl population , many biologists 
think it c aters more to industry than 
to the spotted ow\. 

Some state officials be lieve that is 
the correct  emphasis .  Ac cording to 
the Oregon State Department of For
estry, "If too many acres of old 
growth are set aside for the owl ,  
there will be irreversible e conom
ic damage to . . .  Ore gon as a whol e . "  
A n n  N .  Hanus,  t h e  state ' s  e conomist ,  
says re strictions on logging would 
lead to the loss of 1 , 740 to 4,200 jobs 
in that state and increase the need for 
social services  and welfare .  

Destruc tion of  a nonrenewable re 
source for economic re asons is un
popular with many biologists.  Rocky 
Gutierrez of Humboldt State Univer
sity, an expert on the spotte d owl ,  ex
presses it this way: "The U.S. is one of 
the few countries in the world that 
says animals have an inherent right 
to exist. To ignore that commitment 
[in order] to allow the timber indus
try to make a lot of money is unfortu
nate . "  He thinks government should 
"focus on the negative impact log
ging has had on renewable re sour
ces-such as salmon fishing-that 
are far more profitable and less cost
ly to harvest than timber ."  

"What we re ally need ,"  says Whit
ney Tilt ,  the director of the endan-
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gered-species  program for the Na
tional Audubon Society, "is a balance 
between e conomic interests and en
vironmental concerns .  If we reduce 
the issue to owls versus jobs, we lose 
everything . "  -Laurie Burnham 

Sonic Punch 

Dolphins and whales generate 
"bangs" that may stun prey 

S tun grenades occupy a key place 
in the weaponry of commandos . 

The disorientation the weapons cre
ate can provide a dec isive advantage 
in a surprise assault; by the same to
ken sonic booms have been used to 
confuse hij ackers .  As so ofte n hap
pens, nature appears to offer a model  
for such innovations :  re cordings of 
dolphins and whales in the wild sug
gest that some of them gene rate in
tense pulses of sound that may stun 
fish, rende ring the prey helpless .  

It  i s  well  known that several  spe
c ies  of dolphins and other toothed 
whales find prey by ec holoc ation, 
emitting ultrasonic "c licks" in rapid 
succession and listening for echoes 
returning from obj e cts in the wate r .  
Ac cording to Kenneth Marten of the 
Long Marine Laboratory at the Uni
versity of California at Santa Cruz, 
the clicks may be "j et-engine loud" if 
the obj e c t  is far away. Marten and his 
fe l low worker  Kenneth S .  Norris won
dered whether the clicks might not 
also disturb the sensitive lateral l ines 
of the prey: organs in fish that dete ct  
minute movements in the water .  Fur
thermore, several anecdotal reports 
describe fish as appe aring to be 
stunned imme diately before being 
e aten, and whale stomachs often con
tain fish that seem undamaged.  

Yet Marten and Norris were not 
able to show that even very loud 
e c holocation cl icks affect  prey. Re
c ently the fish-stunning hypothesis  
has regained ground. Seve ral investi
gators, starting with Virginia L .  Cass, 
formerly at the La Jolla Southwest 
Fisheries Center of the National Ma
rine Fisheries Service, found that 
wild bottle -nosed dolphins and kill
er  whales produc e  banging noises 
whi le  fe eding.  Tape recordings of the 
bangs show that they are much low
er in fre quency than cl icks and so co
incide with the hearing range of the 
prey; they are also much louder and 
last about 1 ,000 times longer.  

The recordings fe ature ascending 
tri l ls  of c l icks followed by what 
sounds exactly like a gun firing-or a 
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stun grenade exploding. Sometime s 
the bangs sound like machine-gun 
fire. Similar noises are made by dol
phins in threatening social interac
tions, sugge sting that for a dolphin 
a bang might be the equivalent of 
bared fangs for a dog. Analysis of the 
sounds rules out a nonvoc al source, 
Marten believe s .  Sperm whales have 
also been re corded making bang
ing nOises, although it is not known 
whether they were fe eding.  

Marten points out that the re cord
ings do not prove the fish-stunning 
hypothesis .  Bangs are not always 
produced when toothed whales and 
dolphins fe ed, and captive dolphins 
have not been he ard to make the 
sounds (Marten speculate s that they 
might be unbe arably loud in a con
fined tank). He plans to investigate 
the effect  of recorded bangs on cap
tive prey fish .  -T.M.B. 

Eyeing Myopia 

Research suggests how reading 
could lead to nearsightedness 

Can myopia, or nearsightedness, 
be caused by too much re ading? 

A long history of observations sug
gests that it can-including a report
ed increase in myopia among Eski
mos after the advent of compulso
ry educ ation . Research has also sug
gested that myopia is  assoc iate d with 
e longation of the eye : l ight from dis
tant images tends to focus in front of 
the retina instead of on it .  But what is 
the link between reading and ocular 
e longation? A hypothesis based on 
recent experiments with chicks has 
been put forward by a team led by 
Josh Wallman of the City College of 
the City University of New York. If 
the periphe ral re gions of the retina 
are understimulated, the workers re
port in Science, the re sulting reduc ed 
neuronal activity there may cause 
parts of the eye to e longate . The en
tire eye becomes myopic as a result .  

To test the hypothesis the team ob
scured the vision of one eye of each 
recently hatc hed chick (the unob
scured eye served as the control ) .  In 
one group the entire eye was cov
ered with a translucent plastic shield 
( imagine seeing through a Ping-Pong 
ball-perceiving light but not seeing 
shape s) .  In another group only part 
of the eye, and thus only part of the 
retina, was shielded.  

Me asurements made at two and six 
weeks of age showed that all the ob
scured eyes had enlarged and be-

come myopic .  Yet there were major 
differences betwe en the groups .  In 
chicks whose eyes were partially oc
cluded, elongation occ urred only in 
the re gions that had been visually de
prive d.  In contrast, the totally occlud
ed eyes enlarged uniformly. Myopia, 
then, may be caused by the retina's 
loc alized control of eye growth rath
er  than by proc esses involving the 
e ntire eye, such as foc using, Wall
man suggests. Similar results were 
achieved when chicks' optic ne rve s 
were cut, which shows that " little 
patc hes of retina, without input from 
the brain," can influence eye growth. 

Why is loc al control signific ant? 
Both human infants and chicks are 
hyperopic,  or farsighted, at birth: the 
eye is  too short for the optical  power 
of the lens, and so light rays con
verge behind the retina. During nor
mal development the le ngth of the 
eye tends to incre ase, thereby mov
ing the image plane c loser to the ret
ina.  Ac cording to Wallman's  theo
ry, different retinal re gions indepen
dently control this increase in length . 
If there is a lot of ne uronal activity in 
a re gion of the retina (that is, if  c lear 
vision has been attained), growth in
hibitors may slow the change.  Con
versely, low activity may stimulate 
the secretion of growth promoters .  

Wallman sugge sts that  neurons in 
periphe ral re gions of the retina are 
unstimulated by re ading, j ust as the 
chicks '  occluded eyes were unstimu
lated by seeing through white plas
tic .  The neurons near the center of 
the retina, or fovea, Wallman says, 
look at small parts of the visual fie ld, 
such as the dot of an i. The variation 
in letters and in the position of white 
space along a page provides enough 
stimulation to fire many nerve im
pulses in this region. The ne urons in 
the retina's periphery, on the other  
hand, have receptive fie lds  that are 
at least 1 0  times larger ;  hence they 
average the black type with the 
white background into a uniform and 
unchanging gray. The responses of 
these unstimulated ne urons dwindle, 
that sec tion of the eye elongate s and 
the forc e  pulls the rest of the eye into 
myopia.  -Elizabeth Collins 

Skin of Frog ... 

A newly revealed defense has 
a potent effect against microbes 

D id potion-concocting witc hes al
ready know something that a 

worker at the National Institute s of 
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More people use CompuServe than any other online 
computer information service on Earth. 

Over 375,000 members access hundreds of information, 
communications and entertainment services online. 

Thousands with similar interests and special expertise 
converge regularly and exchange ideas on an ever-expanding 
list of special-interest Forums. 

They have access to a combination of more financial 
information, a greater variety of shopping services, 
and deeper research resources than any other online 
computer service. Anywhere. 

Of course, it's conceivable that there's a service like 
ours somewhere that could give you more for your money. 
But you may have to travel a few light-years to find it . 

Instead, all you have to do is visit your nearest computer 
dealer today. To order CompuServe direct, or for more infor
mation

' 
write: CompuServe, 5000 Arlington Centre Blvd., 

Columbus, Ohio 43220. Or call 800 848-8199. In Ohio and 
Canada, call 614 457-0802. 

CoInpuServe® 
AN H&R BLOCK COMPANY 
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This mountain exists inside a computer, and can be seen on a 
computer screen. It was built only with numbers. And it exists only 
because of one man's idea. 

The man is Benoit Mandelbrot, a mathematician and an IBM Fellow. 
And his idea is known by the name he gave it: fractal geometry. 

This geometry is a new, non-traditional area of mathematics. Now 
scientists and artists can create computer images-like this mountain-that 
have all the quirks and irregularities of natural objects. That wasn't 
possible before fractals, and it's changing the way we look at the world. 
© COPYright IBM CorporatIOn 1987 
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Fractal image by IBM physicist Dr. RichardVoss. 

Of course, ideas like fractal geometry don't just happen. It takes 
support and encouragement, which is one reason why the IBM Fellow 
Program was created. It's a program that gives a select group of IBM 
scientists, engineers and other technical professionals the freedom to 
take risks, and pursue their ideas wherever they may lead. 

Today, there are over 50 IBM Fellows. Their influence on science and 
computer technology doesn't stop with their innovative thinking. 

Because they 've also shown us that the freedom to explor.e ideas can 
lead to places never imagined before. =§= =-==::.�® 

- - ---
- - - ---

-----
---,-
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He alth has j ust discove red? Michael 
Zasloff of the NIH has identified a new 
class of antimic robial compounds in 
the skin of the African clawed frog, 
Xenopus. The pe ptide s ,  which Zasloff 
c alls magainins (from the Hebrew 
word for shield) ,  constitute a verte
brate chemic al-defense system that 
seems totally distinct from the im
mune system.  

Xenopus is a standard research ani
mal, and Zasloff, chief of the human
genetics branch at the National In
stitute of Child He alth and Human 
Development, has for several years 
routinely made incisions in female 
Xenopus to extract eggs.  After sur
gery the wounds are sutured and the 
animals are returned to a tank of 
murky, bacteria-laden wate r .  

One day last year Zasloff suddenly 
wondered how it could be that the 
wounds almost always healed c lean
ly, showing no signs of immune-sys
tem activity such as inflammation or 
puss in spite of the "continual as
sault" from bacteria in the water .  He 
says that as soon as the question 
formed in his mind he knew there 
had to be some undiscovered de
fense at work; insects ,  for example ,  
also have a simple chemical defense 
against infection . 

Identifying the defe nsive com
pound was not simple : Zasloff found 
no antimicrobial activity in the mu
cus secreted by Xenopus skin, and 
crude extracts of skin also showed 
little activity. But when he added sub
stances  that inhibited the action of 

PARAMECIUM, a protozoan, swells and 
bursts in the presence of magainin II. 
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natural peptide-de stroying enzymes 
present in skin cel ls ,  he found pote nt 
antibacterial ac tivity in skin extract. 
Zasloff eve ntually trac e d  the activity 
to two pe ptide s ,  each consisting of 2 3  
amino acids.  The pe ptides were simi
lar at all but two of their amino acid 
site s ,  and they differed in their target 
organisms. That would have been 
c ause enough for ce lebration ; when 
Zasloff found that fungi and even har
dy protozoa-including some forms 
of the malaria parasite-succumbed,  
he "couldn't believe it ."  His findings 
have been published in Proceedings of 
the National Academy of Sciences. 

To cl inch the case ,  Zas loff had the 
molecule synthe sized and confirmed 
its effects .  He has since c haracterized 
two different molecules from Xenopus 
that have similar properties .  Zasloff 
thinks magaininlike compounds will 
also be found in other animals ,  in
cluding human beings.  

Computer modeling by Richard ] .  
Feldmann of  the  NIH sugge sts that 
magainin molecules might form he-

lixes that are the right length to span 
a cel l  me mbrane . Zasloff bel ieves a 
small group of magainin mole cules  
could organize to form a pore in the 
membrane of an invading organism. 
The pore would allow ions to leak in 
or out of the cell ,  fatally disrupting its 
osmotic or e lectrochemical balance .  
When the  common single-c el led or
ganism Paramecium is  exposed to 
magainin I I ,  its contractile vacuole , 
whic h normally empties wastes to 
the exte rior , stops working and the 
protozoan bursts.  Why magainins do 
not harm Xenopus' own cells is ,  ac
cording to Zasloff, "the number-one 
question . "  

Years o f  research l i e  ahead before 
it will be known whether therapeu
tic applic ations are possible , but the 
facts so far are not discouraging. Ma
gainins do not harm red blood cel ls ,  
and they are not  very toxic to mic e .  
NIH workers are alre ady investigat
ing their effects on infe ction of c e lls 
by the AIDS virus and also on cancer  
cel ls .  -T.M.B. 

MEDICINE 

Torn Genes 

Evidence mounts that defective 
or absent genes promote tumors 

C 
olorectal cancer ,  the se cond
commonest cancer among c iti
zens of developed nations ,  has 

begun to yield some of its key secrets 
to detailed genetic analysis .  

Part of the work was carried out by 
a team led by Walter F .  Bodmer ,  direc
tor of the Imperial Canc er  Research 
Fund in London. Writing in Nature, 
the investigators describe how they 
tracked the gene for a rare inherited 
syndrome called familial adenoma
tous polyposis (FAP) to chromosome 
5 by using a DNA "marker"-a short 
stretch of DNA-that binds to human 
DNA near the gene . The syndrome 
typic ally causes hundreds of polyps 
to develop in the bowel during ado
lescenc e ,  some of which be come c an
cerous unless the bowel is re move d.  
The probe can in principle be used to 
test DNA from people in familie s af
fe cted with FAP in order to detect  the 
condition before it shows itse lf. 

Me anwhile Ellen Solomon , also at 
the Imperial Cancer Research Fund, 
was analyzing cancer cel ls  from ordi
nary colorectal tumors-that is, tu
mors from "sporadic" cases ,  which 
ac count for the great majority of co-

lorectal cancers .  Her research team 
found that in a substantial proportion 
of the tumors-at least 20 percent
DNA from the same general re gion of 
chromosome 5 as the FAP gene (and 
pre sumably including it) had been 
lost  from one of the two copies of 
chromosome 5 .  

"It  seems a very plausible explana
tion ,"  Bodmer says, that this stretch 
of DNA on chromosome 5 might tell  
cells how to make some chemical 
that inhibits cel l  growth, preventing 
the formation of polyps .  If one of the 
two copies of the gene is  not func
tioning, either because it was lost 
during an error in cel l  division or 
because a defective gene was inher
ited (as in FAP) ,  cel ls  cannot pro
duce enough inhibitory substance .  
The bowel lining grows exce ssively 
and produces  a polyp , perhaps set
ting the stage for cancer if the other  
copy is also lost. 

Knowing the approximate loc ation 
of the FAP gene should make it possi
ble to devise other ,  more precise 
probes that might be better predic
tors of FAP. They might improve the 
diagnosis and classification of colo
rectal cancer .  "There is nothing at 
all , "  Bodmer says, "to stop us from 
finding the gene" that causes FAP and 
seems to be implicated in other co
lorectal cancers .  Bodmer  notes that 
if the hypothetical polyp inhibitor 
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the science of knowing 
which way is up. 

4Ilied Signal 
Technologies 

technology: Garrett 
electronic peripheral  
vis ion disp lay, excl usively 
from A l l ied - S igna l .  Laser 
l ine projected across 
instrument panel keeps 
pi lot constantly aware of 
changing aircraft attitude. 

benefit: Reduces 
disorientation, eases pi lot 
workload, increases safety. 
Permits more precise 
maneuvering, especial ly 
under instrument or combat 
conditions. 

future: Now in production 
for USAF, and under 
evaluation by several other 
nations. Al l ied-Signal 
advanced tec h n olog ies 
-focused on aerospace, 
automotive products, and 
engineered materials .  
For investor brochure, cal l 
1 -800-243-81 60. 
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Q U E S TAR 
The design of the Questar® telescope represents a careful combining of all ele
ments: optical quality, fine machining, convenience of operation and portability. 
The first, theoretically perfect optical resolution at the two extremes of infinity 
and 8 feet is unheard-of performance. Fine machining, which such optics deserve, 
provides rigidity of mount and slow-motion controls with the feel of velvet, which 
introduce a convenience of observing never known in a small telescope. Portability 
in a Questar means carrying it with you anywhere in its luggage-style case. And last 
but not least, Questar is a telescope destined to become an heirloom, an investment 
for a lifetime and more. During our 37 years in business, Questar owners have been 
protected by our faultless repair and restoration service should damage occur. 
Questars are treasured by dedicated astronomers, avid bird watchers and armchair 
observers alike. When you no longer need to compromise, talk to Questar. 

The Questar 31,2 in polar equatoria l 
position, achieved by 3 removable 
legs adjustable for any latitude. Its 
anodized monthly star chart slides 
off to revea l a map of the moon 
for easy identification of its 
features. The telescope is 
carried in a handsome cubic 
foot of luggage, weighing 
a little more than 12 
pounds in all. 

© 1987 Questar Corporation 

QUESTAR, THE WORLD'S FINE ST, MOST 

VERSATILE TELE�COPE IS DESCRIBED IN OUR 

COLOR BROCHURE WITH PHOTOGRAPHS BY 

QUEST AR OWNERS. PLEASE SEND $2 TO 

COVER MAILING COSTS ON THIS CONTINENT. 

BY AIR TO S. AMERICA, $3 .50 ,  EUROPE AND 

N. AFRICA, $4; ELSEWHERE $4.50 .  INQUIRE 

ABOUT OUR EXTENDED PAYMENT PLAN. 

Questar Corporation, P. O. Box 59, Dept. 216,  (215)  862-5277 
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c ould be identified ,  it might be possi
ble to treat the disease by replacing 
the inhibitor or somehow compen
sating for its lack.  

Similar results ,  also published in 
Nature, have been obtained with a 
rare inherited cancer  syndrome of 
middle age , multiple e ndocrine neo
plasia (MEN) type 2A. Two internation
al teams have independently found 
DNA markers that bind close to a 
gene on c hromosome 1 0  that appar
e ntly causes the syndrome .  The 
probes do not yet bind close enough 
to the gene itself to make them partic
ularly useful for detecting the disease 
in affected familie s .  Separate ly, in
ve stigators in England have found 
that tumors from patients with MEN, 

like colorectal tumors, also often lack 
genetic material at a speCific site . In  
this  case the loss is  from c hromo
some 1 ,  not from the site of the gene 
c ausing the syndrome.  Nancy E.  
Simpson of Que en 's  University in 
Kingston, Ontario, who led one of the 
two groups that traced the MEN2A 

gene to c hromosome 1 0, says, " It 's  
very hard to understand how that re
sult fits in ."  

Both new results support the  idea  
that loss  of one copy of critical ge 
netic information might  contribute 
to other cancers .  Jorge ] .  Yunis of 
the University of Minnesota Medical 
Sc hool has provided related c ircum
stantial evidence :  a wide variety of 
mutagens and carcinogens c ause vis
ible bre aks in human c hromosomes 
at critical "fragile site s . "  Chromo
some breaks at these sites are seen in 
many tumors, although many cancer 
researchers are not yet convinced 
that such breaks are c ause s-as op
posed to consequence s-of cancer 
development.  Perhaps coincidental
ly,  one of the breaks appe ars close to 
the FAP gene.  -T.M.B. 

Dysaphrodisiacs 

Many prescribed drugs have 
a side effect: sexual dysfunction 

M any commonly used drugs inter
fere with sexual function in both 

men and women. The Medical Letter 
on Drugs and Therapeutics, a newslet
ter published in New Rochel le ,  N .Y . ,  
recently listed 91  drugs that have 
been reported to cause side effects 
such as loss of libido , impotence or 
abnormal ej aculation in men and the 
prevention of orgasm in women. An
tihypertensive s ,  antacids and anti
psychotic s are cited most often.  
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Tandy Computers: 
Because there is 
no better value:M 

The New Tandy 1000 TX 
The most affordable 
80286"powered 
PC compatible 
made in America. 

Our new 1000 TX features an 8 MHz 80286 mi
croprocessor, for far greater processing power than 
ordinary PCs . This brings true 16-bit technology, 
previously found only in "AT®" class machines to 
an affordable Pc. 

The Tandy 1000 TX is outfitted with a new 
nOK 3 '/z " disk drive , and there 's room to add a 
second internaI 3 '/z "  or 5 '/4" disk drive . 
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pay extra for, like monochrome and color graph
ics adapters , a printer adapter, joystick adapter 
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DOS 3 .2� GW-BASIC-even our new integrated 
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How widespread is the problem? 
Although recognized by ce rtain cli
nicians, the prevalence of drug
induc ed dysfunction is of "unknown 
magnitude ,"  acc ording to Jerome L .  
A vorn of the Harvard Medical School .  
Few large-scale studies have been 
done-in part,  A vorn suggests ,  be 
cause  much of the  research on phar
maceutical side effects is sponsored 
by the drug industry, which is  not ea
ger to uncover this kind of adverse 
e ffect .  In addition the delicacy of the 
topic has limited both data collection 
and the search for solutions,  such as 
a switch to another drug. Physicians 
are often not adept at asking about 
sexual problems,  or they assume old
e r  patients are asexual ;  patients are 
often too embarrassed to mention a 
problem,  or they assume it has noth
ing to do with their drug. 

The drugs at issue act in many 
places in the central and peripheral 
nervous systems.  The pathways by 
which they affect  sexual function are 
sti l l  uncle ar-at least partly because 
sexual function is  itself poorly under
stood. Still ,  some progress has been 
made . Sexual dysfunction was  first 
recognized as a significant side effect  
of antihypertensives about 10  years 
ago,  acc ording to James E .  C .  Walk
er  of the University of Conne cticut 
School of Medicine. At that time Aldo
met (methyldopa) ,  a nerve blocker 
used to decrease blood pre ssure , was 
found to cause impotence .  This con
nection between antihypertensives 
and sexual dysfunction is not sur
prising. Drugs that lessen hyperten
sion-high arterial blood pressure
are also likely to affect  sexual func
t ions that  depend on engorgement 
with blood.  

Drugs may also impair sexual  func
t ion by interfering with emotional re
sponse . For example , dopamine is an 
important neurotransmitter .  Many of 
the implicated drugs block dopamine 
rece ptors in the c entral nervous sys
te m,  and dopamine has been thought 
to be dire ctly involved in sexual 
response . 

Dopamine blockage is also thought 
to affect  sexual function indirectly by 
raising levels of prolactin,  a hormone 
that stimulate s milk production in 
women and has an unknown role 
in men.  Dopamine normally controls 
prolactin levels ,  acc ording to Rich
ard Spark of Beth Israel Hospital in 
Boston, but in the wake of dopamine 
blockage the rise in prolactin de
presses the so-called hypothalamic
pituitary-gonadal axis .  The hypothal
amus is prevented from releasing a 
hormone called GnRh in the pulsed 
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fashion necessary to stimulate the re
lease of other hormones from the pi
tuitary. Without these hormones nor
mal levels of testosterone are not 
produced in the testis .  The same axis ,  
Spark note s ,  controls female sexual 
and reproductive function-but with 
a different target (the ovary rather  
than the  testis) and a different type of  
hormonal pulse .  

What can be done about sexual 
dysfunction as a side effect? Because 
of recent advances  in neuroscien c e ,  
nerve transmission can be analyze d  
a t  t h e  molecular level ,  making it pos
sible to target the e ffects of new 
drugs more speCific ally. Physicians 
might be well  advised to take sexual 
histories  before giving drugs that 
could cause side effects .  Such base
line data are nece ssary to separate 
preexisting problems from those 
caused by the drugs. -E.c. 

The Bad Seed 

Toxins in food may be partially 
responsible for brain disease 

A wartime food shortage on the Pa
J-\. cific island of Guam has led neu
roscientists, 4 5  years later,  to es
tablish one of the few known links 
betwe en e nvironmental factors and 
brain disorders.  There is evidence  
that a rare  toxin present  in cycad 
seeds ,  the main staple of the Guama
nian diet during World War I I ,  pro
duc es  a neurological syndrome that 
is known as ALS-PO. Because the syn
drome combines the c linical fe atures 
of amyotrophic lateral  sclerosis (ALS, 

or Lou Gehrig's disease ) ,  Parkinson
ism and a dementia associated with 
Alzheimer's disease , the findings 
lend credence to the sugge stion that 
these diseases too may have envi
ronmental cause s .  

Me dic al inve stigators have long 
been puzzled by the disease the Cha
morro people of Guam call "rayput ,"  
or lazy. ALS-PO among the Chamorro 
was first noted in neurological litera
ture at the turn of the century. In the 
late 1 940's ALS-PO death rates were 
as much as 1 00 times the rate s ob
served for ALS in the U . S . ,  and the 
mean age of onset was almost 20 
years less. By 1 9 5 5 ,  however ,  the in
cidence of ALS-PO on Guam had be
gun to decline . As genetic and viral 
agents for the syndrome were ruled 
out, environme ntal influenc es . be
came suspect .  

The seeds of the cycad plant drew 
the most suspicion. Flour made from 

these lime-size seeds was often the 
only food available during the war,  
and the Chamorro also used the 
seeds in medicinal poultices .  Further
more , cycad seeds are known to con
tain BMAA, an unusual amino acid 
that resembles a proved neurotoxin 
in the grass pea ( a  relative of the 
sweet pea) c alled BOAA. BMAA be
came the  focus of intensive research 
in the 1 960's ,  but the re sults were 
seen as inconclusive . By the mid-
1 970's  only one proponent of the cy
cad hypothesis remained:  Leonard T .  
Kurland of the Mayo Clinic . 

In 1 980 Kurland persuaded Peter S .  
Spencer  of the  Albert Einstein Col
lege of Medicine to revive studies  on 
BMAA.  Spencer had developed a way 
to test  in primates the relation be
twe en BOAA and lathyrism,  a mo
tor-neuron disease prevalent in In
dia,  Bangladesh and Ethiopia,  where 
large quantities  of the grass pea are 
consumed.  He hoped to use a similar 
approach to test the cycad hypothe
sis .  Be ginning in 1 98 5  Spencer and 
his colleague s ,  in c ollaboration with 
the Third World Medical Research 
Foundation,  examined the effe c ts of 
BMAA in macaque monkeys.  Their 
results ,  published in Science, show 
that macaques fe d BMAA exhibit ALS

po-like symptoms within weeks of 
initial exposure . 

It is not clear exactly how BMAA 
works, although it appears to block 
indirectly the glutamate receptor 
sites involved in nerve-cell  re gula
tion. It  is known that the substance is  
a "slow" toxin :  it may take 30  ye ars 
or more before BMAA damage mani
fe sts itse lf. Chamorro who left Guam 
as teen-agers are stil l  at high risk of 
developing ALS-PO in middle age . For
tunately both BMAA and BOAA are 
rare ; a person who has never e aten 
either cycad seeds or  grass peas is  
unlikely to come in contact with the 
chemicals .  

Indeed ,  the list of the substances  
whose  ro le  in c ausing brain disease 
has been cle arly demonstrated is 
quite short. Besides BMAA and BOAA, 
the only other celebrated member is 
MPTP, a de adly c ontaminant of de
signer street  drugs. The list may soon 
get longer .  Spencer expects his study 
to prompt a broad search for neuro
toxic agents.  "We are now j ustified 
in looking for environmental trig
gers for ALS , Parkinsonism and even 
Alzheimer's  dise ase , "  he says,  "and 
we need to throw a very wide net ." 
He hopes that the benefits of such 
research wil l  extend beyond the 
U . S . ,  but in Guam cycad is st i l l  on 
the menu.  -Karen Wright 
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TMd�nnabaw&na�a�ndwmd�kU and a shattered life. 

On November 17 , 1986, the car in which 
Tara Meyer was riding was in an accident. 
Like 150,000 other victims each year, her 
head hit and shattered the windshield. 

But unlike many of the others, Tara 
suffered no facial cuts or lacerations. 

The difference? 
A new idea developed by a group of 

Du Pont engineers. They believed that 
a thin layer of plastic along the inside of 
the windshield would keep the razor
sharp, shattered glass on the outside
away from the occupants. 

Their idea helped make more than 
just a safer windshield . . .  it made a dif
ference. 

And that's something we try to do in 
everything we do. 

At Du Pont, we make the things that 
make a difference. 

Belter thing,> for better living. @ P 0 ff!> 
Rf:G us �T.TM 0" 
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TECHNOLOGY 

Back to the Future 
A new concept may restore 
propellers to large jet airliners 

I f a $ 2-bill ion gamble by the Gener
al Electric Company pays off, the 
engines powering some large air

liners will look very different after 
1 992. GE is leading a race to develop 
a jet  engine that gains extra thrust 
from external propellers. GE believes 
the engine will consume 25 percent 
less fuel  (its main selling point) while 
maintaining existing levels of speed 
and passenger comfort. 

Actually most airliner jet engines 
already have a "fan," or propeller, 
which is contained within the engine 
shroud. The reasons are economic . 
Theory says that jet  propulsion is 
most efficient when the speed of 
the exhaust outflow from an engine 
is the same as the speed of flight. 
Conventional civilian airliners are 
designed to travel slowly compared 
with the maximum exhaust speeds 
that jet engines can achieve, and so it 
is advantageous to harness the jet  ex
haust by means of a turbine connect-
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ed to a large fan instead of letting the 
high-speed flow escape without do
ing further work. As the fan bites into 
the airstream, it sweeps most of the 
air from the intake around the engine 
core rather than through it; this is 
the "turbofan" principle .  To be sure, 
the "bypass" air moves more slowly 
than the jet exhaust, but it actually 
creates more thrust because there is  
more of it .  Manufacturers have tend
ed to use ever bigger fans to provide 
increaSing bypass. Exposing the fan 
allows it to be bigger still, producing 
an "ultrahigh-bypass" engine (see il
lustrations on pages 166 and 168). 

The Unducted Fan Engine,  as GE 
cal ls  i ts  version, has  two propellers 
that spin in opposite directions on 
the same axis; the propellers push 
from the back instead of pulling from 
the front. The fans are connected di
rectly to turbines in the engine. As a 
result the blade tips travel faster than 
the speed of sound, producing a dis
tinctive and annoying growl. Safety 
was also a concern, but the blades
which are made of a composite mate
rial-have passed the "rubber-chick
en test," in which artificial birds and 
pieces of tire tread are shot at them 
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in order to Simulate a collision. 
The noise problem has been coun

tered by giving the propellers a twist
ed, scimitarlike shape. Early tests 
used two eight-bladed fans. The Mc
Donnell Douglas Corporation and GE 
have now started flight tests of an en
gine equipped with a ring carrying 
eight blades and one carrying 1 0  
blades. This design ensures that 
blade tips on different rings do not 
all pass each other simultaneously, 
which should mean less noise. The 
tests are being done at Edwards Air 
Force Base with an MD-80 aircraft on 
which one engine has been replaced 
with an Unducted Fan. 

Other companies are not far be
hind. Pratt & Whitney, in partnership 
with the Allison Gas Turbine Divi
sion, has an ultrahigh-bypass engine 
that it calls a Propfan on the test 
stand; flight tests are planned for the 
end of the year. The Pratt & Whitney / 
Allison engine uses a gearbox to low
er the speed of the fan blades. 

The Boeing Commercial Airplane 
Company has announced plans to 
use the Unducted Fan in its 1 50-seat, 
twin-aisle 7]7 aircraft, which should 
be available by 1 992;  at that time Mc
Donnell Douglas hopes to offer both 
the Unducted Fan and the Propfan in 
its MD-9 1 and MD-92. -T.M.B. 
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It's a Dirty Job 
Microbes could do it: process coal 
and ore and control pollution 

Most people would not associate 
modern biotechnology with 

grimy materials-processing or pollu
tion-control industries. Yet those are 
the industries that stand to benefit by 
exploiting the remarkable appetite 
certain bacteria and fungi show for 
rocks and metals. Just as more famil
iar microorganisms are harnessed to 
produce antibiotics and other phar
maceuticals, so these microorgan
isms could be exploited to process 
coal, extract metals from low-grade 
ores and detoxify contaminated ter
rain. The microbes require little ener
gy input (they generate their own en
ergy through metabolism), and they 
could conceivably do the job cheap
ly and with a minimum of damage to 
the environment. 

Such triumphs of bioprocessing al
ready happen naturally. While carv
ing out an ecological niche for them
selves underground or underwater 
in the course of millions of years, var
ious microorganisms have evolved 
the capability to ingest metals and 
other inorganic elements in miner-

F/in- HEWLETT �� PACKARD 

als as part of their metabolic proces
ses or detoxification mechanisms. In 
fact,  some microorganisms thrive on 
nothing more than rock, water and 
air. Others are able to degrade min
erals indirectly, through reactions 
caused by the by-products of their 
metabolism. "These tiny microbes 
are found all over the earth, from the 
tops of mountains to the bottom of 
seas . . .  and they have been process
ing materials for about 3.5 billion 
years," says Gregory ].  Olson of the 
National Bureau of Standards. The 
trick is to find them, characterize 
the process by which they transform 
raw materials and then find ways to 
promote the process.  

The ElectriC Power Research Insti
tute (EPRI), in conjunction with the 
Battelle Memorial Institute and the 
University of Hartford, has already 
found several fungi that can degrade 
certain types of coa!. They have not
ed that when a common fungus re
sponsible for the rotting of wood, 
Polyporus versicolor, feeds on lignite 
(brown coal),  it releases an enzyme 
that turns the material into a water
soluble liquid having nearly the heat
ing value of the solid lignite. The 
Houston Lighting and Power Compa
ny has set out on a similar quest to 
find a bacterium that c an convert lig-

© 1987 Hewlett-Packard Co. 

nite directly into methane,  the main 
constituent of natural gas. 

In spite of these efforts, "the biolog
ic conversion of coal should be con
sidered a long-term application of the 
'bugs, ' ' '  says Linda Atherton of EPR!. 
The likeliest near-term use is the re
moval of sulfur, nitrogen and metals 
from coal before it is burned. As Ath
erton points out, "there are bugs that 
have the ability to use each of the im
purities found in coa!." Cleaning coal 
before burning it would decrease at
mospheric pollution and reduce the 
amount of ash. 

Microorganisms can also be em
ployed to extract copper and urani
um from ores that are not worth min
ing by conventional techniques. The 
process often amounts to no more 
than sprinkling water on piles of ore; 
bacteria, which are ubiquitous in the 
rock, do the rest. They oxidize sulfur 
and iron for energy, converting the 
copper or uranium into a water-solu
ble form that is  carried in the runoff. 
Other metals, such as zinc, lead, galli
um and even gold and silver, could 
be processed similarly. 

In addition to extracting metals 
from their natural ores, microorgan
isms could also be used to treat waste 
in order to reclaim valuable metals 
such as copper and strategic metals 
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Where ancient tradition 
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l ive on. 

Where l i fe becomes culture 
becomes art becomes l i fe. 
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Senility 
can be cured. 
True or false. 

Alzheimer's disease isn't the only cause of 
senility. There are many others, fifty of 
which are reversible. Careful diagnosis is 
the key in finding the right treatment. 

Senility is just one of the important 
topics covered in the Harvard Medical 
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Harvard MedIcal School. 
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such as cobalt ,  c h romium an\d nicke l .  

The National Bureau of Standards i s  
inve stigating the p o s s ibi l ity i n  c o l 
labo rative rese arch proj e cts  w i t h  t h e  
American Iron and Ste e l  Institute a n d  
the Offi c e  of N a v a l  R e s e ar c h .  

I t  i s  not always n e c e s sary to fin d  a n  
e x i s t i n g  m i c r o b e  w i t h  a deve l o p e d  
"taste " for a particular e l e m e n t .  I n 
d e e d ,  i t  has p r o v e d  surprisingly e a s y  
to cre ate new c ulture s of bacteria  

with a taste e v e n  for toxic metals  
by c arefully s e l e c ting and c ultivating 
strains.  Whereas some bacteria readi
ly  acc umulate the m e tals  internally,  
others attac h them to c o mpounds 
that p r e c ipitate out of s o lution or 
incorporate them into volati le  sub
stan c e s  that e s c ap e  into the atmos
phere.  S u c h  b e h avior c ould b e  fruit
ful ly appli e d  to d e toxify c ontaminat
ed water or s o i l .  -Gregory Greenwell 

OVERVIEW 

But Is It Art? 

Science can both deepen and 
resolve issues of authenticity 

J o h n  Ke ats wrote in Ode on a Gre
cian Urn: " ' Be auty is truth, truth 
b e auty , '-that i s  al l  / Ye know on 
e arth , and all  y e  n e e d  to know . "  

Is  i t  real ly that s imple? Consider  
the crouching d e e r  sold  i n  the 1 960's  
to the Fre e r  Gallery of Art in Wash
ington.  The c e ramic sculpture was 
thought to b e  Chinese Anyang white
ware some 3 , 000 ye ars o l d ,  but a dat
ing method cal led thermolumines
cence analysis r e c e ntly showed it  
was fir e d  less than 200 y e ars ago.  
"It 's  a fake , probably 2 0th c e ntury , "  
W .  Thomas Chase , t h e  Fre e r ' s  c on s e r
vator,  said as he drew the graceful  
fi gurine from a dusty c ab i n e t  i n  a 
back room of the museum.  "Too 
b a d , "  he added,  gazing at i t  wistful ly .  
" I t ' s  a c harming p ie c e . "  

Forgery i s  n o t  n e w :  Roman sculp
tors copied c lass ical  Gre e k  statu e s  
and sold  them as originals .  N e i t h e r  
i s  the use of technology to analyze 
art:  one of the first  o bj e cts  Wi lhelm 
Roentgen examined with the X-ray 
machine he inve nte d was a painting.  
But i n  recent ye ars t e c h n i q u e s  that 
can probe an art obj e c t  at levels  inac
c e ssible  to the eye have grown more 
se nsitive , while  the demand for art  
has  l e d  to a r ise  in the number and so
phist ic ation of forgeri e s .  

The result  i s  t h a t  the a e s t h e t e ' s  
eye-no m a t t e r  how e ducated and re
fin e d-is n o  longer  the sole  arbiter of 
art.  Incre asingly museums rely on 

s c i e ntifi c  instrum e nts to h e l p  them 
gauge the worth of obj e c t s ,  both 
those they are c onsidering ac quir
ing and those already i n  their col 
l e c ti o n s .  Yet  e v e n  with all  this  c o m 
b i n e d  s c holarly and s c i e ntific a c u 
m e n ,  j udging the authentic ity of art 
remains a profoundly difficult  task.  
Earl i e r  this  year ,  for exampl e ,  the 

New York Times reported that X-ray 
and c h e m i c a l  tests had c ast  doubt on 
a famous b r o n z e  c at i n  the M e tropol
itan Museum of Art 's  c o l l e c ti o n  of an
c i e n t  Egyptian art.  Months later offi
c ia ls  at the museum say they sti l l  
c annot determine whether the cat  i s  
ancient  or m o d e r n .  

Analytic t e c h n i q u e s  a r e  gene rally 
d e v e l o p e d  not  to fe rret  out fak e s  but 
to help  unravel the g e n e s i s  and his
tory of genuine work s .  Pieter Meyers  
of the Los Ange l e s  County Museum 
of Art  notes  that " authe ntic ation i s  
o n l y  a fringe b e n e fi t  t h a t  c o m e s  from 
s c h o l arly analysis  of material s . "  For  
examp l e ,  Maryan W .  Ainsworth of 
the M e tropoli tan uses a t e c hnique 
c al l e d  infrared r e fl e c tography in or
d e r  to study the c harcoal  or l e ad
point "underd rawing" that l i e s  under 
many paintin g s .  The paint ing i s  irra
diated with h e at lamps and viewed 
with a digital  video c amera e qu i p p e d  
w i t h  an infrare d fi l ter .  

Displaying an infrare d image of 
a 1 6th-c e ntury Flemish l a n d s c ap e ,  
Ainsworth pointed o u t  t h e  d e l i c ate , 
d e ftly s k e t c h e d  unde rdrawing of fi g
ure s ,  tre e s  and c astl e s ,  some of them 
not vis ible  in the paint ing i tself. " I t ' s  
l ike stumbling on an a r c h i v e  n o  one 
has u s e d  b e fore , "  s h e  said .  "This 
expands our c on n o i s s e urs h i p . "  Al
most re luctantly,  s h e  added that 
the knowledge gained of a p articular 
painte r ' s  style c a n  also h e l p  a s c holar 
to d e t e c t  the anomalous unde rdraw
ing of a different  painter ,  p e rhaps 
a forger .  

The sheer number of forgerie s o n  
the m a r k e t  m e a n s  t h a t  q u e s t i o n s  of 
authentic ity arise quite often .  O s c a r  
W.  M u s c a r e l l a  of the M e tropol itan 
maintains that more than 5 0  p e r
c e n t  of the N e ar Eastern artifacts  that 
dealers show him are fak e s ,  or  at 
l e a s t  wrongly attribute d ;  many of 
the works eventually e n d  up in mu

seums o r  private c ol l e c ti o n s .  
W h a t  instrum ents do museums u s e  

to prote c t  t h e m s e l v e s  from fak e s ?  Al-
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Science helps art scholars unveil hidden realms of beauty-or deceit 

1 6TH-CENTURY FLEMISH LANDSCAPE, when irradiated with heat 
lamps, reveals a dark "underdrawing" (right) to a video camera 

equipped with an infrared filter. The infrared reflectogram was 
made by Maryan W Ainsworth at the Metropolitan Museum of Art. 

most  all  have the old standby s :  mi
c r o s c o p e s  and X-ray m a c h i n e s .  M aj o r  
museums h a v e  considerably more 
than t h o s e .  The National Gallery in  
Washington,  for exampl e ,  has an X
ray fluore s c e n c e  s p e c trometer and a 
gas c hromatograph for analyzing re
s p e c tively the e l e m e ntal and c h e mi
cal  c omponents of material s .  Among 
other things ,  such tests  can d e te r
mine whether a painting thought to 

b e  of 1 9th-c e ntury origin c ontains ti
tanium white , a pigment fi rst  manu
facture d in  the 20th c e ntury. 

Museums s e e k  out r e s e arch labo
ratori e s  to gain access to st i l l  more 
powe rful machin e s .  T h e  M e tropoli 
tan,  fo r examp l e ,  has analy z e d  the 
distribution of different  e l e m e nts
and the pigments they make up-in 
paintings with the help of a reactor at 
the Brookhaven National Laboratory.  

FINEST BLENDED SCOTCH WHISKY 

'JA.fter the recent outbreak of burglaries, 
I had a state-of-the-art security 
system installed. But when the 
bill came I realized I had been 
robbed anyway. Luckily Ballantine's 
is sti l l  a good value:' 

To c arry out the analy s i s ,  c a l l e d  neu
tron-activation radiography,  t e c hni
c ians place the painting in front of a 
nuclear  r e a c tor and allow it to absorb 
the thermal neutrons.  E lements in 
the painting r e e mit  the radiation at 
c haracteristic intervals in the form of 
gamma rays , which are recorded on 
photographic plate s .  

N e w  t e c hniques a r e  c onstantly b e 
ing d e v e l o p e d .  The G e tty C o n s e r-

'/ "" 

The more you know about Scotch, the more you l ike Ballantine's. 
Blended Scotch Whisky. 86 Proof. Bottled In Scotland. Imp:lrted by "21" Brands, Inc . ,  New 'Ibrk, NY if" 1987. 
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SCIENCE/SCOPE® 

Galaxy II and INTELSAT satellites are now transmitting U S. television programming to Japan using a 
hookup provided by Hughes Aircraft Company. NHK, Japan's leading television broadcaster, transmits 
from its New York studio to Hughes '  Brooklyn, New York ground station. The signal is sent to Hughes '  
Filmore, California ground station via Galaxy II, and then beamed to an I: �TELSAT satellite over the 
Pacific Ocean. The signal is then relayed to a Japanese ground station norm of Tokyo and fed into the 
local NHK studio. The daily broadcasts include segments of major U S. and European news and 
entertainment programs, plus live on-the-scene reports from NHK bureaus in North America and 
Europe. Galaxy II is one of three domestic satellites owned and operated by Hughes Communications, 
Inc., a subsidiary of Hughes. 

Hughes is reducing software costs to customers by up to 40 percent via the comprehensive Hughes 
Software Engineering Environment (SP®) . SP is an integrated system of computers, workstations, 
communications, specialized software tools, and comprehensive training and user support. The system 
lets engineers and managers focus their efforts on software development, quality, and productivity, 
without having to supervise a complex computer facility. Operating successfully for several years on 
many diverse domestic and international real-time, computer-controlled projects, SE2 provides a 
complete life cycle of software development and support. Hughes is continually updating SE2 , 
including a 1986 upgrade to comprise a total Ada® capability. 

Gate array technology improves the airborne radar performance and increased operational modes for 
the U S. Air Force F -15. Pioneered by Hughes, gate arrays are used extensively in the new Hughes 
APG-70 radar system. They provide the capability to increase the speed of the system's programmable 
signal processor (PSP) to more than 34 million complex operations per second, five times faster than its 
predecessor. Gate array technology enables the APG-70 to incorporate operating modes that were 
unavailable in earlier tactical airborne radars, greatly enhancing the entire F-15/APG-70 weapon 
system's operational capabilities.  The system was developed under contract from McDonnell Douglas, 
which builds the F-15 for the U S. Air Force. 

Advanced composites of graphite and Kevlar have been evolving as replacements for metals . These 
composites have a unique advantage over metal because they do not expand or contract when exposed 
to heat or cold, and therefore are unaffected by the temperature extremes of space. Hughes has been 
using graphite composites in the construction of spacecraft since the early 1970 's, including the Leasat 
satellites built to provide communications for the U S. Navy. Until now, however, graphite has been 
difficult to mold into complex shapes, but Hughes has made it possible to produce complicated new 
forms. The company is developing intricate spacecraft coupling rings seven feet in diameter in which 
graphite composites will replace aluminum. 

Hughes Ground Systems Group is applying its airspace management experience to the exciting 
challenges of worldwide air traffic controL These systems will be designed to ensure service 24 hours a 
day, 7 days a week. They will support distribution of processing among multiple computers linked via 
local area networks. The many challenges include design and development of hardware and software to 
support advanced display and man-machine interface technology, and using satellite technologies for 
future ATC applications. To help design the next generation of air traffic control systems, send your 
resume to Hughes Ground Systems Group, Employment Dept. S2, P. 0. Box 4275, Fullerton, CA 92634. 
Equal opportunity employer. U S. citizenship required. 

Ada is a registered trademark of the U.S. Government (Ada Joint Program Office) . 

For more i nformation write to: PO. Box 45068, Los Angeles, CA 90045-0068 
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vation Institute in Marina Del  Rey,  
Calif. ,  for example , is studying how 
laser fluore scence spectroscopy can 
be employed in the analysis of oi ls  
and resins in paint .  When excited 
with a laser ,  these materials fluo
resce at wavelengths that indic ate 
their composition. Workers are also 
developing a way to digitize micro
graphs of the surface of a sculpture 
and analyze them with a computer,  
which looks for the surface irregular
ities that distinguish a genuine sculp
ture from a fake .  

Occ asionally a technical  examina
tion will provide an une quivocal in
sight.  Rece ntly conservators at the 
Isabella Stewart Gardner Museum in 
Boston examined under an infrared 
c amera a painting attributed to Rem
brandt and spotted a signature : it be
longed not to Rembrandt but to one 
of his students. Far more often the 
data are subj e c t  to widely varying in
terpretations.  Thermolumine scence 
analysis illustrate s this  pOint .  The 
technique exploits the fact  that  clay 
absorbs radiation with time ,  rele as
ing it only when heated. By he ating 
the c lay and me asuring the radiation 
it releases ,  workers can determine 
roughly when the clay was last he at
ed. If a sculpture has been repaired 
and reglazed or has survive d a fire , 
however,  testing will give the date of 
these events rather than the original 
firing. In  addition,  knowing that te st
ers commonly take samples from the 
bottom of the leg of a pot or a statu e ,  
forgers m a y  glue an ancient leg onto 
a modern pie c e ;  they have also 
beamed X rays at ceramic obj ects 
to boost their radiation content and 
hence their apparent age.  Only with 
additional analysis can technicians 
determine if X-ray irradiation has 
occurred. 

Gary W. Carriveau of the National 
Gallery notes that most information 
is  useful only when c ompared with 
data from tests of works known to be 
genuin e .  The data base is often defi
cient, he says:  " In most areas we 've 
re ally only scratc hed the surface . "  

T h e  n e e d  for a technical data base 
is c ritical for authentic ating modern 
art. Modern art is particularly easy to 
fake because forgers need not mimic 
the effects of aging. Moreover, as Eu
gena Ordone z of the Museum of Mod
ern Art in New York says,  "modern 
art is not always tec hnic ally c hal
lenging ."  Forgers may have a more 
diffic ult time ,  however,  reproducing 
a Klee or a Mira at the microscopic 
level .  With this in mind, Ordone z is  
systematically studying paintings in 
the museum's collection with a sc an-
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ning electron microscope ,  a n  X-ray
diffraction machine and a cross-po
larizing microscope . Through the 
polarizing microscope ,  for example ,  
Ordonez says she can instantly see  
that  a rather drab-looking fleck of 
paint from a Monet is  actually com
posed of many different pigments.  

Of course,  a determined forger can 
also le arn what materials and meth
ods an artist has used.  Indeed, as the 
art of technical analysis advances ,  so 
does the art  of forgery. "They read 
the same j ournals we do ,"  Stuart ] .  
Fleming of the  University of Penn
sylvania Museum observe s .  Forgers 
dip sculptures in acid or bury them 
in dung heaps to lend them an "an
cient" patina. They employ lasers to 
map the surface of ancient coins 
and then micromachine this topolo
gy onto fake coins. They are also tak
ing advantage of high-quality print
ing tec hniques to make bogus prints.  

The sc holar's job is further com
plic ate d,  Fleming says,  by the fact  
that  there  are  "degrees  of authentici
ty. "  Rubens ,  for example ,  is  known 
to have starte d paintings and then 
turned them over to students to com
plete . "Some pieces are out-and-out 
fakes ,"  Chase note s .  "Others are a 
pastiche of genuine fragments,  or 
have been altered later for popular 
taste s . "  

This range of possibilities is  impor
tant for investigators to keep in mind, 
particularly when testing small sam
ples. Robert L .  Feller of Carnegie-Mel
lon University recalls a colleague 
who found a sample of zinc white , a 
re latively modern pigment,  in an ear
ly- 1 8th-century American painting. 
"He concluded the painting was inau
thenti c , "  Feller says,  "but it turned 
out that  it had been retouched ."  
Fe l ler  adds  somewhat bitterly: "He 
was paid nothing for his work,  and he 
was discre dite d ."  

Some scholars admit the ir  inability 
to rid art of its ambiguity occ asional
ly frustrate s them. James R .  Druzik 
of the Ge tty Institute complains that 
it is almost impossible to prove the 
authentic ity-as opposed to the in au
thentic ity-of any particular obj e ct :  
"You' spend huge amounts of mon
ey proving something is authentic ,  
and someone says ,  'This  hand looks 
funky . '  I t 's  sti l l  a stylistic issue . "  Oth
ers are more sanguin e .  " Sometimes 
one can only deal with probabilities , "  
Meyers says.  "We have the  opinion of  
one  individual against another indi
vidual . "  Carriveau adds : "There are 
no scientific truth machine s . "  

Perhaps Ke ats w a s  right in spite o f  
i t  all .  -John Horgan 
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The Next Computer Revolution 
In less than 50 years computers have become essential to industrial 
society; in the next phase they will grow more powerful by at least 
an order of magnitude and become a ubiqUitous intellectual utility 

W
hen it was first invented, the 
computer was an interest
ing laboratory curiosity. To

day it is inconceivable that contem
porary industrial society could exist 
without it. The domestic and inter
national financial industry, manufac
turing and transportation all rely 
on electronic flows of information. 
Technologists who design materials 
or biologically derived pharmaceuti
cals depend on the computer, as do 
physicists who are exploring the na
ture of energy and matter. The way 
computing has permeated the fabric 
of purposeful intellectual and eco
nomic activity has no parallel. Com
puting is perhaps the most exciting 
technological enterprise in history. It 
certainly is to those of us taking part 
in it: imagine being engaged in a field 
that changes exponentially! 

And now computing appears to 
be entering a new passage. In this 
phase, by means of developments in 
hardware and software, computing 
will grow more powerful, sophisticat
ed and flexible by an order of magni
tude in the next decade. At the same 
time the technology will become an 
intellectual utility, widely available, 
ultimately as ubiquitous as the tele
phone. Visual and other natural inter
faces will make the machines easier 
to use, and a flexible high-capacity 

by Abraham Peled 

network will be capable of linking 
any combination of individuals who 
need computing, whether they are 
physicians trying to reach a difficult 
diagnosis, investment bankers struc
turing a deal, aeronautical engineers 
creating a new airframe, astrophysi
cists modeling the evolution of the 
universe or students studying for an 
examination. 

A lthough the emergence of such an 
!-\. intellectual utility represents a 
profound change in society's relation 
to the computer, it is the direct result 
of well-established trends that have 
been carrying the industry forward 
since the end of World War II. The 
most important of these forces is the 
miniaturization of electronic compo
nents. Miniaturization has been pri
marily responsible for a sustained re
duction in the cost of computing at a 
rate of from 20 to 30 percent per year 
over a period of three decades. As 
the size of a transistor, gate or other 
element etched on a chip declines, 
the speed of operation increases pro
portionately and the density of the 
elements per area of chip rises geo
metrically. 

The process of miniaturization can 
be expected to continue at its cur
rent pace for at least the next 10 or 
15 years, pushed forward by diffi-

ADVANCED COMPUTER DISPLAY shows an infinite recession of rotating cubes (six 

frames are presented to indicate motion). The images were made by software designed 

for SAGE (Systolic Array Graphics Engine), a specialized device that will consist of 16 

million transistors. SAGE will manipulate several thousand polygons at once; it will 

be the prototype for single·chip devices generating many graphic displays in 10 years. 

cult yet feasible engineering refine
ment of current technologies [see 
"Chips for Advanced Computing," 
by James D. Meindl, page 78]. X-ray 
lithography using synchrotron radi
ation, new materials and better de
vice structures will probably im
prove the density of components on 
a chip by a factor of 2 0  to 40. Such 
processors will probably be from six 
to 12 times faster than existing ones. 

These improvements will be com
pounded by the steady increase of 
parallelism in computing systems. 
Virtually all computers perform cal
culations in sequence-one step at 
a time. Parallel processing is much 
more powerful, as it enables a com
puter to operate many times faster by 
carrying out all or many of the steps 
in a problem or task simultaneously 
[see "Advanced Computer Architec
tures," by Geoffrey C. Fox and Paul C. 
Messina, page 66]. 

If miniaturization sets the pace for 
technological progress, the rate at 
which software can be developed 
and deployed will ultimately deter
mine the speed with which comput
ing systems penetrate and transform 
the industrial, service and scientif
ic enterprises. The reason is that soft
ware transforms a computer from a 
tool that can solve a particular prob
lem in principle to one that can solve 
it in practice. There is no single or 
even predominant software technol
ogy; progress will come from better 
structure, more powerful languages 
and more efficient programming en
vironments [see "Programming for 
Advanced Computing," by David 
Gelernter, page 90]. 
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EVOLUTION OF GENERAL-PURPOSE COMPUTING during a 40-
year period is charted by colored bands. Four kinds of machines 

are tracked: mainframes (blue), minicomputers (red), personal 

computers (green) and embedded computers (yellow). Each of 

the bands defines the range of computing power, in millions of 

instructions per second (MIPS), that is available from a specific 

kind of machine at a particular time. The dotted lines represent 

projections beyond 1987. In any year the computing power of 
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1980 1985 1990 1995 

mainframes is greater than that of minicomputers; the latter are 

more powerful than personal computers, which outperform em

bedded devices. Furthermore, computing power is cheaper on 

less powerful machines. For instance, in 1987 the approximate 

relative cost of executing one million instructions per second on 

a mainframe computer is 100 units; on a minicomputer it is 40 

units, on a personal computer it is three units and on an embed

ded computer (if one were powerful enough) it would be .15 unit. 
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In the context of software the term 
"structure" refers to the efficiency or 
even elegance with which the sub
routines that make up a complete 
program are put together to enable 
the machine to carry out its task. The 
language allows the user to tell the 
machine how to implement the pro
gram or some part of it to carry out a 
task. The power of a computer lan
guage is gauged by the degree of de
tail that needs to be specified. The 
most powerful languages enable the 
user simply to state the mathematical 
or logical formulation of the problem, 
in the expectation that the computer 
can fill in the details. 

The programming environment, 
the array of physical and logical 
means by which a programmer 
transmits instructions, has evolved 
from toggle switches to the keyboard 
and the mouse, from flow charts and 
coding sheets to interactive text and 
graphic representations. Advances 
in technology promise still more nat
ural means of communication [see 
"Interfaces for Advanced Comput
ing," by James D. Foley, page 126]. A 
major part of the software effort is 
clearly directed at removing the me
chanical difficulties impeding the use 
of a computer so that the only diffi
culty left will be the conceptual one 
of solving the problem at hand. 

The rapidly falling cost per calcu
lation, precipitated by advances 

in hardware and software, makes 
computing available in ever widen
ing price and performance catego
ries: the mainframe, the minicomput
er, the personal computer and the 
embedded computer that resides in 
the device it controls. 

Such powerful systems come into 
existence through continued minia
turization. The trend rides subtle im
provements in lithography (the proc
ess by which element patterns are 
etched on a chip), process technolo
gy and fabrication techniques. Today 
production lithography and process 
technology can achieve a resolution 
of from 1.0 to 1.5 micrometers. Op
tical lithography can probably yield 
devices as small as .4 micrometer; X
ray lithography can take us to .1 mi
crometer (the human hair is 100 mi
crometers thick). 

As the size of the devices declines, 
a new set of problems, called para
sitic effects, begins to emerge. On a 
scale measured in micrometers the 
electrical and magnetic fields that 
devices and minute wires generate 
interfere with and even make im
possible the desired operation. Yet 

field-effect transistor technology (the 
transistor technology that increas
ingly underlies all but the highest
performance machines) will proba
bly continue to offer improvements 
in density and speed. The time that 
elapses between the receipt of a sig
nal and a change in output, known as 
a gate delay, will be on the order of 
200 picoseconds (200 trillionths of a 
second) by 1997; density will be on 
the order of from 16 to 20 million de
vices per chip. Memory chips offer
ing capacities of 16 million, 64 mil
lion and even 256 million bits would 
be the natural consequence of such 
progress. 

Microprocessors designed for such 
technology could operate at speeds 
of from 30 million to 60 million in
structions per second (MIPS). The 
technology could yield a single-chip 
computer, including memory and in
put/output adaptors, capable of run
ning at 1 or 2 MIPS; it would be the 
equivalent of today's personal com
puter. Any other design point in be
tween is also clearly feasible. 

Bipolar technology, the original 
semiconductor technology, which 
underlies the critical components of 
a high-performance machine, can 
also evolve in this direction. Gate de
lays of 40 picoseconds are foresee
able. Because bipolar devices con
sume relatively large amounts of 
power, heat dissipation limits densi
ty. The problem may be solved with 
new materials, perhaps even high
temperature superconductors. 

As the speed with which a comput
er executes a command increases, 
the machine is able to utilize and pro
duce a growing amount of informa
tion in a given period of time. This is 
true whether the machine is running 
an econometric model or generating 
images of a vibrating protein mole
cule. Therefore the ability of storage 
devices from which the computer 
draws information or into which it 
loads information must increase [see 
"Data-Storage Technologies for Ad
vanced Computing," by Mark H. Kry
der, page 116]. Indeed, magnetic-re
cording devices such as disks have 
seen great improvements in their 
storage capacity during the past 2 0  
years. I n  1967 their capacity was 
200,000 bits per square inch; in 1987 
it is about 20 million bits per square 
inch. Continuation of this trend could 
yield storage densities on the order 
of 300 million bytes per cubic inch 
within a decade (the equivalent of 
300 novels). Optical storage medi
ums such as compact discs can pro
vide from five to seven times the den-

sity of information that magnetic de
vices can achieve. 

Growth in the speed with which in
formation is generated and in its 

volume creates a demand for com
munication capacity [see "Networks 
for Advanced Computing," by Robert 
E. Kahn, page 136]. Adding force to 
the trend is the need to interconnect 
computers and their users at differ
ent locations. Fiber-optic technology 
is being deployed to meet the expect
ed demand. More than 2 5 0,000 miles 
of fiber-optic cables are already in
stalled in the U.S. At present only 
about 25 percent of their bandwidth, 
or capacity, is being used, primarily 
for voice communication. Devices 
for getting information into and out 
of fiber-optic cables at 1.7 billion bits 
per second are commercially avail
able; experimental versions operate 
at 10 billion bits per second. 

Integrated optoelectronic circuits 
based on gallium arsenide, a semi
conducting material that can effi
ciently transform light into current 
or current into light, could offer im
provements in speed and cost. With
in the next decade high-speed com
puter networks with a capacity of 45 
million bits per second will be widely 
available. The effect of the availabil
ity of such a system, greater by three 
orders of magnitude than its 1970's 
predecessor, will be much more than 
a simple scaling up. Applications 
involving the rapid movement of 
visual images will be feaSible. New 
computer-system configurations in 
which distant machines will provide 
responsive support as if they were in 
the same building will be possible. 
Utilization of these networks will re
quire considerable advances in com
munications software and new and 
more efficient protocols, as well as 
specialized computing elements that 
embody the protocols in hardware. 

Because of improvements in semi
conductor technology and in screen 
resolution, users of such systems and 
other kinds of computing facilities 
will be able to work with high-quali
ty, fast displays that are reasonably 
priced. The displays will be capable 
of showing vivid, highly detailed im
ages depicting the results of complex 
simulations and modeling. It will be 
possible to interact with the display 
in order to explore the impact of a 
change, such as the introduction of a 
new element into a molecular struc
ture or a change in the camber of an 
airfoil. High resolution offers another 
advantage: a screen will be able to 
display text comparable in quality to 
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that on a fine printed page. Studies 
at the IBM Research Division have 
shown that the resulting 20 to 30 
percent improvement would lead to 
reading speeds and retention rates 
comparable to those associated with 
printed mediums. 

Such devices will require the de
velopment of special graphics chips. 
At IBM Research, for example, we are 
developing the prototype of this kind 
of system. It is called SAGE (Systolic 
Array Graphics Engine). SAGE manip
ulates a set of several thousand poly
gons, producing changes in shape 
and animating them. Through paral
lel computation it generates a new 
image in real time as it is needed. 
SAGE consists of more than 16 million 
transistors. Someday they will all be 
etched on a single chip. 

"I wish we could make progress 
on getting the right software as 

fast as we are building better comput
ers." The answer to this plaint is that 
substantial progress has indeed been 
made in the ability to produce soft
ware; it is simply dwarfed by the 
unprecedented rate of progress in 

the underlying hardware and over
whelmed by the number of new pos
sibilities resulting from that prog
ress. Writing software is inherently 
difficult because it involves specify
ing the solution to a problem in suf
ficient detail to enable a. computer 
to execute it. Choosing among many 
possible solutions while keeping in 
mind such constraints as the form in 
which data are received i s a concep
tually complex task. The complexity, 
coupled with the fact that!: successful 
software changes contil1l.ually as it 
is updated and adapted, c ompounds 
the problem. 

The creation and evolut:ion of high
level languages are part of the an
swer to the problem of' making it 
possible for software to realize the 
potential of hardware. A.. high-level 
language expresses instr ctions suc
Cinctly, providing relativeely little de
tail. For example, instecud of being 
speCifically instructed to eview each 
individual entity, a computer might 
be told in a language call1ed SETL to 
perform a mathematical c-amputation 
on a group of entities: "Ca !culate con
tributions as a percentagge of gross 

income for all tax returns report
ing gross incomes of $ 1,000,000 or 
more." Such languages are popular 
in the design and early proto typing 
of systems. Early proto typing helps 
to identify and solve many of the 
conceptual difficulties. It is a very 
promiSing way of gradually building 
software, and it could substantially 
improve productivity. 

A further dimension of improve
ment will result from the inclusion of 
languages aimed at facilitating large 
programming projects. In such proj
ects the challenge lies in the fact that 
many parts of the system must, for 
reasons of time and economy, be de
signed in parallel. The constraint fo
cuses attention on careful interface 
design. Because these programs are 
long-lived, the language must accom
modate modification and evolution. 
The main emphasis in this area is on 
provisions in the language for encap
sulation of data and for procedures 
that allow the data to be used only 
in predetermined ways. Such consid
erations often must be traded off 
against the immediate need for ade
quate performance. 

SINGLE-CHIP COMPUTER measuring 10 millimeters by 10 milli

meters can operate at 350,000 instructions per second; the de

vice is one of 87 etched on a wafer. Connectors and probes en-

able t_ttechnicians at IBM Research to simultaneously test all the 
device::e's circuits. If any are defective, the device can be discard
ed whhen the wafer is cut up to harvest the individual computers. 
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Past decisions favored efficiency. 
As the cost of computing continues 
to decrease, decisions will favor 
structure and modularity. Finally, 
there will be development and ex
ploitation of programming methods 
that reduce the time needed to in
struct the computer. An example is 
PROLOG, a language that frees the pro
grammer from the details of sequenc
ing so that he or she can focus on the 
simple logical relations between pro
gram elements. 

A s the programmer grapples with 
J-\. these challenges the job will be 
made easier through the power of 
personal computers combined with 
easily accessible repositories con
taining information about programs. 
These highly interactive systems 
will provide rapid access to many 
related views of the program. Such 
interactivity can be seen in the Cor
nell Program Synthesizer, where ear
ly work showed the effectiveness of 
a set of language-based tools for 
learning program skills. More recent
ly the Garden Project at Brown Uni
versity has mobilized the graphics 
capabilities of workstations to pre
sent the user with multiple views of 
the program. 

Expert systems are both a tool and 
a product of software technology. 
Creating software is perhaps the area 
in which the systems are most exten
sively used. A typical expert system 
consists of application logic, which is 
a set of rules (if A and B, do C), and a 
general-purpose program-the infer
ence engine-which invokes the ap
propriate rules for achieving a speci
fied goal and then executes them. 
This style of programming frees the 
programmer from the details of data 
structures and flow of control (de
tailed specification of the order in 
which instructions are to be execut
ed). It is also possible to add rules 
at any time and in any order. This 
makes the systems particularly suit
able for rapid prototyping and the 
gradual building of the application. 
Medicine is an area in which inten
sive work is pushing the technology 
closer to usefulness [see "Advanced 
Computing for Medicine," by Glenn 
D. Rennels and Edward H. Shortliffe, 
page 15 4]. 

Although software appears to lag 
behind hardware, a retrospective 
look at the evolution of the comput
er shows that the two technologies 
have produced an expanding array 
of computing capability and that the 
trend shows every sign of vigorous 
growth [see illustration on page 58]. 

There has been a steady increase 
in computing power and a widen
ing range of it available within ma
jor price brackets. Technology has 
made possible the production of con
siderably smaller but "useful" com
puters at a substantially lower cost 

per millions of instructions per sec
ond, as well as at a lower total system 
price. Consequently new price cate
gories have emerged: the mainframe 
has been followed by minicomput
ers, personal computers and embed
ded computers. The shaping of these 

THE ECONOMICS OF SYSTEMS DESIGN 
In order to buy a system capable of performing a task at the lowest cost, 

the bank information systems manager described in the text could employ 
the following equations. 

( 1) P, = M x C(M) where 

P, = Price of executing the task on one processor 

M = Millions of instructions per second (MIPS) required to execute the task 

C = Unit price in $/MIPS for the specified peak MIPS 

(2) PN = (e x M) x C (e x !$) where 

PN = Price of executing the task on some number of slower processors 

N = The number of slower processors 
e = Expansion factor, the increase in required work produced by dividing 

the task among several processors 

The multiprocessor option is preferable if: 

(3) C (M) e< C(e x MI N) 

With N = 10 and e = 2, the multiprocessor option is better if: 

() C(M) 
4 C(MIS» 2 

A more complete breakdown of the bank's costs is: 

( k x M + m x 1m ) (5) PN = (k x M + m x 'm) X C N + m X 8 

k = MIPS expansion within the given application 

where 

m = Number of messages to be exchanged between processors 

1m = Millions of instructions required per average message 

B = Price of communication per average message 

With N = 10, m = 100, k = 2, 1m I M = 0.005 and m x B I C(M) = 0.1, 
the multiprocessor option is better if: 

(6) C(c,&��) > 2.8 

If B increases five times, the requirements change to: 

() C(M) 7 C(MI4) > 5 

If 1m is reduced 10 times, the requirements change to: 

(8) qM) C(M 14.87) > 2.27 

If m x BIC(M) ;;. 1, it is never preferable to divide the task between several 
processors. 
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kinds of computing machines is a 
natural result of technology and eco
nomics. Denser circuitry consuming 
less power, associated with less 
expensive packaging and cooling, 
makes new design points possible. 
The increased demand for comput
ing at the lower price generates the 
additional economies of scale that 
are the result of volume production. 

It is important to note that the small
er systems generally have propor

tionately less memory, disk and in
put/output capacity; therefore they 
are simply not able to execute many 
large programs and applications. On 
the other hand, users who have tasks 
that can run on any of these systems 
clearly have an increasing number 
of choices; new applications-all oth
er considerations being equal-will 
tend to show up in their lowest fea
sible category. As the peak MIPS 
for each category increases, the total 
number of applications that are eco
nomically justified increases much 
faster, since it is the sum of all appli
cations justified at each level. 

Experience to date has shown that 
single processors (or a small number 
of tightly coupled processors) are 
most versatile; furthermore, their ca
pacity, throughput (actual process
ing capacity) and response time are 
predictable and well behaved for a 
wide class of applications. The per
formance, throughput and response 
time of any multiprocessor configu
ration depend heavily on the applica
tion assigned to it. 

For example, a bank-information
systems manager may need to buy 
a system that has the capacity to 
operate at 100 transactions per sec
ond in order to track withdrawals 
from an array of automatic teller ma
chines. He or she might buy a single 
50-MIPS machine to attain a response 
time below one second. It is perfect
ly conceivable that lOS-MIPS ma
chines might be cheaper, but the cal
culation is not yet complete. The 
manager must reckon with the ex
pansion factor: the cost of the hard
ware and software needed to coordi
nate the activity of the 10 computers. 
When the expansion factor is taken 
into account, the single 50-MIPS ma
chine could be more economic [see 
box on preceding page]. 

It is also possible that the cost of 
communication between individual 
computers will be so great that it 
equals or exceeds the cost of a single 
computer having a capacity equal to 
that of all the individual machines. 
The point is that as computing sys-
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tems become available in a growing 
number of forms the choice will de
pend largely on data-access and data
sharing patterns instead of on the 
raw cost of computing. 

Such considerations operate in de
cisions about systems as diverse as 
those that undergird the operations 
of a major corporation and those that 
amplify the creativity of an individ
ual worker. In a large corporation 
more than 100,000 terminal nodes 
may be generating 1,000 simulta
neous requests. Such numbers in
crease by an order of magnitude if 
interenterprise transactions are be
ing handled. 

The choice of system will depend 
heavily on the characteristics of 

the application. A system for execut
ing commercial transactions may 
require a one-second response time. 
Therefore at a given volume of trans
actions and price the most economic 
system might consist of four proces
sors, each capable of executing 18.5 
MIPS. Geographic distribution of such 
a system always imposes a penalty. 
The response time rises in propor
tion to the number of messages as
sociated with each transaction. Even 
if very high bandwidth eliminates 
communication delay, computing 
overhead (instructions that need 
to be carried out in each computer 
to send and receive a message) in
curred by the exchange of messages 
will slow response time. Massive 
worldwide systems will generate a 
number of formidable challenges: 
software distribution, maintenance 
and updating, as well as the prob
lems that arise from continuous oper
ation and those associated with inter
enterprise networking. The complex
ity that is encountered in scaling up 
will require new algorithms, data 
structures and concepts. 

In contrast to the enterprise-wide 
systems in which the essence is 
shared data, the essence of individ
ual computing systems is power. 
Such systems are designed to help an 
individual or small group of profes
sional workers by applying comput
er power to a problem. Their roots 
are in time-sharing and interactive 
computing on mainframes, but they 
have grown explosively since the ad
vent of the personal computer. They 
promise to produce the most funda
mental changes in the nature of com
puting, making it the universal ex
tender of human intelligence. 

A typical personal computer in the 
next decade may have an order of 
magnitude more computing power 

than today's typical machine, and 
from 10 to 100 times more storage. Its 
high-quality, high-speed screen will, 
in less than one second, reproduce a 
new image that consists of from one 
million to four million pixels in from 
64 to 256 shades of color. 

A considerable fraction of the com
puter's power will go to making the 
machine easier to use by accom
modating a natural human-machine 
interaction based, for example, on 
voice or handwriting. Workers at IBM 
Research have developed a system 
capable of recognizing 20,000 words 
if they were spoken with brief paus
es between words. The system com
prises 60 million instructions, which 
activate four specialized microproc
essors and an IBM PCI AT. Four years 
ago such a computer would have oc
cupied a room; in five years it will 
probably take up less space than a 
card. Continuous speech recognition 
would require 30 times more com
puting power, and additional storage 
and computing would be needed to 
improve accuracy and reduce sensi
tivity to ambient noise. 

A paperlike terminal allows the 
user to "write" on a flat liquid-crystal 
display; the computer recognizes the 
characters and translates them into 
commands, text or drawings. The 
prototype system requires from 2 to 
4 MIPS; even the improved algorithms 
necessary will consume only a small 
fraction of the processing capacity of 
future personal computers. 

In addition to accommodating rec
ognition of speech and writing, the 

power of the personal computer will 
increasingly be exploited to display 
the results of computation in a man
ner that is visually intuitive. Pie 
charts and graphs will be augmented 
by 3D images presented in many 
shades of color. These powerful in
teractive systems will mean that the 
personal computer can serve as the 
natural front end of any computing 
system-the human window opening 
on a large network or on a supercom
puter capable of depicting in a matter 
of seconds the results of hours of 
calculations. 

The availability of individual com
puting capacity of great power and 
flexibility will enable engineers to 
model such complex phenomena as 
the behavior and efficiency of an air
frame under various flight conditions 
[see "Advanced Computing for Man
ufacturing," by Albert M. Erisman 
and Kenneth W. Neves, page 162]. Of
ten the insights are more penetrating 
(and are gained at a much lower cost) 

© 1987 SCIENTIFIC AMERICAN, INC



than those of actual simulation or ex
periment. The ability to model per
formance and appearance electroni
cally can also benefit architects, in
terior decorators and theatrical-set 
designers. Such computer modeling 
will accelerate evolution from idea 
to product. The new insights gained 
could lead to totally new products 
or design concepts. In the same way 
electronic simulation can enable a 
research scientist to do experiments 
that would be impossible in na
ture, such as determining what hap
pens when galaxies collide [see "Ad
vanced Computing for Science," by 
Piet Hut and Gerald Jay Sussman, 
page 144]. 

Where the computation will be car
ried out depends on its size and the 
required response time. An engineer 
modifying the shape of an automo
bile body may need to invoke 60 mil
lion instructions to compute the re
sult and an additional four million in
structions to display the vehicle from 
a particular angle. On a personal 
computer running at 1 MIPS the job 
could be done in 64 seconds. On a 20-
MIPS computer, to which the personal 

computer is joined by a high-speed 
link, the display takes four seconds; 
the 60 seconds needed for the com
putation is cut to three. The tradeoff 
is between the individual's time and 
the cost of computing. As computing 
costs decline, the devices will be ded
icated to improving the individual's 
productivity. 

A nother implicit tradeoff is be
fi tween modeling the car body or 
airframe on the computer and con
structing an experimental version for 
laboratory testing. As the massive 
computing power needed to simulate 
reality becomes available it will be 
used for all but the final stages of 
the design-to-production cycle. Expe
rience shows that computer simula
tion is much more flexible and eco
nomic than proto typing. The result 
is invariably a better design for any
thing from the keel of an America's 
Cup competitor to a faster computer. 

A remarkable outcome of the ex
ponentially rising density of compo
nents and the deepening sophistica
tion of software is the parallel proc
essor. Certainly the uniprocessor, or 

conventional computer, will be the 
principal engine of computation for 
some time to come. Uniprocessors 
are versatile and well behaved. Eco
nomic motivation coupled with ad
vances in computer science, howev
er, will create many useful applica
tions for parallel processors (and for 
distributed machines as well). 

The quest is definitely for the high
est absolute performance. Virtual
ly every pattern of interconnecting 
computational elements is being ex
plored, from thousands of relatively 
slow, inexpensive elements to tens of 
the highest-speed uniprocessors that 
can be built. Very-high-bandwidth in
terconnections are essential to allow 
data and instructions to move among 
processors rapidly so that idle time is 
minimized. Small numbers of very
high-speed processors can be joined 
by optoelectronic circuits driving op
tical fibers. A large number of proces
sors must be connected by a switch
ing fabric (such as a dense array of 
field-effect transistors) that can estab
lish connections between any two 
processors the way a telephone net
work connects two telephones. A 
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RP3, an IBM parallel computer test-bed, simulates various kinds 

of parallel architectures and challenges them with specific 

kinds of tasks. The effectiveness of an architecture for a particU

lar task can be determined and the cost of a prototype avoided. 
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network of direct connections be
tween all the processors would be 
impossible to build. Switching fab
rics, as one might imagine, are ob
jects of intense inquiry. An intriguing 
model posits interconnections pat
terned after the mammalian brain. 

Performance-analysis tools, well 
developed for uniprocessors, are still 
rudimentary for parallel processors. 
At IBM Research investigators are 
experimenting by interconnecting 
small numbers of high-speed proc
essors and building highly parallel 
prototypes. One such device is RP3, 
a parallel processor whose flexible 
organization allows it to serve as a 
test-bed for various kinds of paral
lel architectures. The RP3 is devel
oped in collaboration with New York 
University and is partially supported 
by the Defense Advanced Research 
Projects Agency. The computer will 
be instrumented to enable investiga
tors to gather information in real time 
about how various kinds of parallel 
machines are able to handle a wide 
range of applications. 

Another type of machine, also at 

IBM Research, is YSE, a parallel proc
essor that Simulates circuitry at the 
component, or sWitch-and-gate, level 
rather than at the level of architec
ture. It is a highly parallel processor 
able to execute a simulation several 
hundred times faster than any uni
processor. YSE makes it possible to 
test and debug a number of designs 
quickly without incurring the ex
pense of a prototype. 

The trend toward building highly 
speCialized computers will acceler
ate as increasingly powerful micro
processors become available. For ex
ample, at IBM Research scientists are 
building Gigaflop 11, a machine capa
ble of executing 11 gigaflops (float
ing-point operations) per second. A 
switching fabric called a permutation 
network moves data among the 576 
processors executing a common in
struction according to a predeter
mined plan. GF11's first challenge 
will be to calculate the mass of the 
proton based on quantum chromo
dynamics, the dominant theory that 
attempts to describe the ultimate 
structure of matter. The calculation, 

which requires about 1017 floating
point operations for an accuracy of 
10 percent, would occupy 15 years 
of a typical supercomputer's time. 
GF11 should be able to do the job in 
four months. 

The progress in computing sys
tems will continue-perhaps ex

ponentially and certainly unabated
for at least the next 10 or 15 years. 
The widespread availability of com
puters to a growing community of us
ers will amplify creativity and fuel 
the continued progress. 

Currently computing can amplify 
only simple, relatively routine men
tal capacities, but steady progress is 
being made toward an ability to en
hance the more analytical and in
ferential skills. Just as machines ca
pable of extending and amplifying 
human physical abilities created the 
Industrial Revolution, so comput
ing-through its ability to extend 
man's mental abilities-is the engine 
propelling the current and as yet in
adequately named revolution. The 
journey has only begun. 

GFll , a scientific parallel processor capable of 11 billion float

ing-point operations per second, is being built by IBM Research. 

Its first assignment will be to derive the proton's mass in four 

months. On a supercomputer the task would require 15 years. 
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Advanced Computer Architectures 
Conventional computers attack problems one step at a time. Advanced 
computers are able to do several parts of the problem at once, just 
as a team of workmen might divide a task to complete it more quickly 

by Geoffrey C. Fox and Paul C. Messina 

S uppose you were overseeing 
the construction of a house and 
you chose to have the entire job 

done by a single worker. The worker 
would approach the project sequen
tially: he or she would complete each 
of the tasks involved (bricklaying, 
plumbing, installing wiring) one step 
at a time, doing the various parts of 
each job in a certain order. 

This seems an unnecessarily slow 
way to build a house. Many of the 
tasks, such as the bricklaying, could 
be completed much faster if they 
were split up among several laborers 
all working at the same time; some 
tasks, such as wiring and plumbing, 
are independent of each other and 
could be done concurrently by sepa
rate teams of workers. Yet the slow, 
sequential method-one worker do
ing the job one piece at a time-is a 
good analogy to the way most mod
ern computers work. 

Most computers have a single proc
essor, which is the unit that does 
computational work such as addi
tion, multiplication or the compari
son of two numbers. Human pro
grammers divide each computation
al task into a sequence of steps-a 
program-and the computer's proc
essor executes the sequence one 
step at a time. This approach is in
herently slow for two reasons. First, 
during each phase of a computation 

much of the processor is idle; the pro
cedure for multiplying two numbers, 
for example, requires several steps, 
and the circuitry that can perform 
one step may be idle while anoth
er step is being executed. Second, 
like the tasks involved in building 
a house, many computational tasks 
can be divided into sub tasks that are 
independent of one another and so 
could be done concurrently by sepa
rate processors. 

Designers of advanced comput
er architectures are developing ap
proaches that overcome both sour
ces of slowness. On the one hand, 
they are devising ways to increase 
the speed of single processors by 
keeping more of a processor's com
ponents active. On the other hand, 
they are designing systems in which 
many processors are linked together 
to form what are called parallel proc
essors or parallel computers. In both 
approaches the aim is to have many 
computational steps taking place at 
any given time. 

How might one improve the speed 
of a single processor? A major 

source of slowness in conventional 
processors involves access to memo
ry. If data or instructions need to be 
fetched from a memory bank before 
a certain computational operation 
can take place, all the processor's 

PARALLEL PROCESSING, in which a single computing task is divided among several 

processors (units that do computational work), is exemplified by this board from an 

NCUBE computer. Each of the 64 brown squares is a processor that has roughly the 

power of a VAX 11/750 minicomputer. The black rectangles are memory units; six of 

them (totaling half a megabyte of memory) are dedicated to each processor. The com

puter into which this board fits may have from one to 16 such boards (or as many as 

1,024 processors) in addition to a host board, which contains a master processor that 

distributes work and data to the other processors. This computer represents a middle 

ground in parallel processing. Some parallel systems include fewer but more powerful 

processors (the Cray X/MP, in a certain configuration, consists of four supercomput

ers linked in parallel), whereas others include a greater number of less sophisticat

ed processors (the Connection Machine can include 65,536 very simple processors). 

functional units (the logic circuits 
that perform the individual steps 
of computations) must remain idle 
while the memory cycles. At the end 
of the operation the result of a com
putation may itself have to be stored 
in memory, leading to another period 
during which no functional unit is ac
tive. The solution to this problem has 
been to design machines in which, 
while one operation is being execut
ed, the next set of instructions to 
be followed is fetched from memory 
and decoded, or divided into opera
tions that can be done by the various 
functional units. 

Access to memory can also cause 
bottlenecks when more than one op
erand needs to be fetched from mem
ory before an operation can be exe
cuted-for example, when two num
bers that are stored in memory are to 
be multiplied; the second operand 
cannot be fetched while the channel 
to memory is occupied in fetching 
the first one. How can one design a 
memory so that more than one da
tum can be called up at a time? 

The answer, a system known as 
interleaved memory, is particularly 
effective for certain kinds of numeri
cal calculations in which large arrays 
of numbers are acted on in succes
sion. An interleaved memory typical
ly consists of a small number of sepa
rately accessible memory units, per
haps eight or 16 of them. The first 
memory address (that is, the location 
in which the first number to be oper
ated on is stored) is in the first memo
ry unit, the second address is in the 
second unit and so on. If there are 
eight units, the ninth address is in the 
first unit, the 10th address is in the 
second unit and so forth. In this sys
tem several memory units can be re
ferred to at the same time through 
separate channels, and data that are 
to be operated on simultaneously 
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can be fetched simultaneously, with
out waiting for channels to clear. 

Mother source of slowness lies in 
the actual process of computa

tion. As anyone who has multiplied 
two seven-digit numbers by hand 
knows, arithmetic operations can re
quire many small steps. When a proc
essor multiplies two floating-point 

a 

c 

3.65 X 104 X 
4.45 X 10' 

2 

numbers (numbers that are not nec
essarily integers), it must first split 
each number into an exponent and 
a mantissa (as in scientific notation), 
then add the exponents, then multi
ply the mantissas (an operation that 
in itself can require a large number of 
steps) and finally express the new 
product in scientific notation. The 
functional unit that does floating-

3 

104 +, = 107 

point multiplication can be split into 
segments, each of which executes 
one of these tasks. Then, in a simple 
processor, all but one of the seg
ments must be idle at any given time, 
representing a great waste of com
puting power. 

A solution to this problem might be 
analogous in many ways to an auto
mobile assembly line. An assembly 

4 

16.24 X 107 = 

1.62 X 108 

2.55 X 102 X 
6.11 X 109 

104 + , = 107 102 + 5 = 107 1 106 +, = 109 I 
4.71 X 5.20 = 

24.49 

16.24 X 107 = 

1 .62 X 108 

PIPELINING, a technique for speeding up the operation of a sin· 

gle processor, is analogous to the operation of an automobile as

sembly line. Certain computational tasks require several small 

steps, each of which is done by a different component of the 

processor. In a conventional processor (a), while one component 

executes its task the others are idle. In the example shown the 

task is multiplying two numbers, and the steps are extracting 

each number's exponent and mantissa (in memory the numbers 

are coded in scientific notation), adding the exponents, multiply-

ing the mantissas and expressing the product in scientific nota
tion. In an assembly line (b) no assembly station is idle: as soon 

as a step has been completed on one car and that car has been 
moved down the line, the next car is moved into the station. Thus 

several operations are performed at once on different cars. A 

pipelined processor (e) operates in much the same way: after an 

operation has been done on one pair of numbers, another pair is 

brought in to have the same operation done on it, without wait

ing for the first pair to undergo every stage of the computation. 
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line can produce about one car per 
minute. The feat is not accomplished 
by having thousands of workers si
multaneously working on one car at 
a time. Instead the process of build
ing a car is divided into many smaller 
tasks, each done at a particular as
sembly station. As the partially as
sembled car goes by a station, the 
worker at that station executes his or 
her own task, such as bolting on the 
lid of the trunk or installing the radio. 
It is the large-scale repetition of such 
small tasks that gives the assembly 
line its inherent speed. 

Assembly lines for floating-point 
arithmetic can also be constructed; 
they are called pipelines, and they 
are particularly effective for applica
tions that require many repetitions of 
the same arithmetic operation. Sup
pose, for example, a particular com
puter program involves multiplying 
many pairs of numbers. Assume, for 
the sake of simplicity, that each of 
the small tasks involved in floating
point multiplication takes one tick 
of the computer's internal clock. At 
each tick of the clock a new pair of 
numbers enters the processing seg
ment that performs the first task. If 
the task requires, say, 10 segments, 
then at the end of the 10th clock tick 
the product of the first pair of oper
ands will be ready, the product of the 
second pair will be nearly ready, the 
third pair will have two stages left to 
go, and so on; the 11 th pair will have 
just entered the pipeline, and the 12th 
and later pairs will be waiting. 

The amount by which a pipeline 
can speed up a computer's operation 
depends on the pipeline's structural 
details. Pipelines can be designed for 
such operations as data transfers and 
fetches from memory as well as for 
arithmetic operations. For example, 
if a computational operation requires 
two or more items that are in memo
ry, and if a fetch from memory takes 
several clock ticks, a pipeline can 
make it possible for the processor to 
initiate requests for data on succes
sive ticks, without waiting for the 
first datum to arrive from memory 
before requesting the next. 

When an automobile assembly line 
is started, some time passes before a 
completely assembled car emerges. 
When a car does come off the line, 
it has been under construction for 
days, even though the line's rate of 
production is one car per minute. In 
a pipeline the time that passes be
tween the beginning of work on the 
first task and the emergence of the 
first product is called the latency. 
The latency of a pipeline depends on 

the number of segments in it and the 
amount of time needed to perform 
each task. A pipeline that has a large 
latency is efficient only when the 
number of identical computations to 
be performed is large, just as an as
sembly line is efficient only for pro
ducing large numbers of cars. (If only 
a dozen cars were made every time 
the assembly line was started up, the 
rate of production would be much 
lower than one car per minute.) 

One application for which pipe
lines are particularly well suited 

is called vector processing. In the ter
minology of computer science a vec
tor is essentially an ordered array of 
independent numbers. Such arrays 
are called vectors because in geome
try the independent numbers might 
represent coordinates: an array of 
three numbers could represent a po
sition or direction in three-dimen
sional space, whereas an array of 
four numbers could represent a posi
tion or direction in four-dimensional 
space-time. In the context of comput
ing, vectors can have thousands of 
elements and need not have any geo
metric interpretation. 

It often happens that similar opera
tions must be performed on every el
ement of a vector. For example, in a 
"vector multiply" the first element of 
one vector is multiplied by the first 
element of another, then the vectors' 
second elements are multiplied, and 
so on. Such operations are natural 
candidates for pipe lining, and hard
ware designed to pipeline vector op
erations is a mainstay of advanced 
computer architectures. In many of 
these systems groups of vector ele
ments are processed simultaneously 
by separate functional units within 
a processor. Such machines are not 
true Single-processor machines; they 
represent an intermediate step be
tween sequential machines and par
allel processors. 

Another class of machines that are 
virtually parallel computers are the 
"very long instruction word" (VLIW) 
machines. The processors in VLIW 
machines have several copies of 
each functiomil unit. During each cy
cle, at the stage when a convention
al processor would fetch a single 
instruction from memory, VLIW ma
chines fetch several instructions si
multaneously. To make this possible 
the instructions are grouped togeth
er into a single "word," which the 
processor reads from memory. The 
instructions are then carried out si
multaneously by the several func
tional units in the processor, and so 

the processor itself acts somewhat 
like a parallel machine. 

In VLIW machines the operations 
must be scheduled very carefully to 
avoid certain kinds. of conflict, such 
as those that can arise when one op
eration requires the results of anoth
er. Some VLIW machines that can fol
low 10 or more instructions simulta
neously are just entering the market, 
and designs have been developed for 
machines that will be able to do hun
dreds of operations simultaneously. 
VLIW architecture is particularly good 
for executing irregular operations, an 
application in which pipelined and 
vector architectures, which require a 
degree of regularity, do poorly. 

A ll these approaches-interleaved 
.t-\.memory, pipe lining, vector proc
essing and VLIW machinery-are ef
fective ways to increase the speed 
and efficiency of single processors. 
Yet there are some applications in 
which even very fast single proces
sors are simply not good enough. 

For example, a realistic numerical 
study of quantum chromodynamics 
(a theory of fundamental particles) 
would require repeated recalculation 
of about 100 million values, which 
represent the strengths of various 
fields in the four-dimensional space
time region near a proton. The speed 
with which computations can be car
ried out depends in part on the rate 
at which signals can pass from one 
part of the computer to another. The 
speed of light in a vacuum, the fastest 
speed at which such signals could 
travel, is about nine inches per nano
second (a nanosecond is a billionth of 
a second). Hence even if the compo
nents of a processor could work infi
nitely fast, even a physically small 
Single-processor machine could not 
achieve more than a few billion in
structions per second, which is not 
enough for a quantum-chromody
namics problem. For such applica
tions the answer is to link many proc
essors in a true parallel computer. 

In designing a parallel machine the 
engineer is faced with a large num
ber of choices. For example, how 
many processors should there be? 
How should they be connected? How 
sophisticated should each one be? In 
order to understand some of the op
tions available to a designer of paral
lel processors, it is helpful to consid
er an analogy. Assume once again 
that you are overseeing the construc
tion of a house, but this time you 
have chosen to contract with a con
struction company. In this analogy 
each worker represents an individ-

69 
© 1987 SCIENTIFIC AMERICAN, INC



:1 
• 

PROCESSORS 

: 00 
:0 

PROBLEM 
TO BE SOLVED 

CONSTRUCTION OF A HOUSE presents a good analogy for some aspects of parallel 

processing. Each worker represents a single processor; the construction crew as a 

whole represents a parallel computer. Just as several kinds of workers-bricklayers, 

plumbers, carpenters-may be employed in building a house (a, left), so it is possible to 

design a parallel computer that includes several kinds of processor, each specialized 

for a particular task (a, right). Similarly, just as bricklayers must communicate with 

one another if they are to build walls with even seams (b, left), so must the processors in 

a parallel computer be able to communicate (b, right) if they are to work together on a 

single large problem. The analogy extends to the way work is divided. In building a 

house each bricklayer may be assigned a particular stretch of wall (e, left); each worker 

executes the same operation but in a different place. Likewise (e, right), a computer 

problem can sometimes be divided in such a way that each processor performs the 

same operation but on a different set of data (perhaps representing the physical condi

tions in a particular region of space). Such a division is called a domain decomposition. 
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ual processor and the construction 
crew as a whole represents a comput
er. What are the characteristics of 
this "computer," and how does it dif
fer from other ways of arranging 
large numbers of "processors"? 

The system is clearly parallel, be
cause many workers undertake dif
ferent parts of the job at the same 
time. It is also heterogeneous: work
ers who have different skills (brick
layers, electricians and so on) do dif
ferent tasks. One can imagine oth
er situations, however, in which the 
best approach would be to employ 
many essentially identical workers, 
just as many advanced parallel com
puters are made up of arrays of iden
tical processors. 

Another feature of this system is 
that the individual "processors" are 
relatively sophisticated: each one of 
them has several "functional units" 
(hands, shoulders, legs and so forth), 
which are capable of operating si
multaneously. The system is said to 
have a coarse grain size, because 
each worker is relied on to do a sub
stantial amount of work. The effec
tiveness of the system is not reliant 
on a sophisticated network of com
munications among the processors. 

This is not to say that communica
tion among workers is unimportant. 
Bricklayers working next to one an
other must stay in close communica
tion to be sure they build a uniform 
wall that has clean seams between 
sections laid by different workers. In 
this case the network of connections 
has a so-called nearest-neighbor to
pology: information is passed be
tween neighboring workers. Such a 
system could have a high overhead 
(that is, it could cause workers to 
spend more time talking and less 
time working) if workers needed to 
pass many messages to others who 
were far away. For this reason many 
advanced architectures rely on com
munication networks based on topol
ogies other than the nearest-neigh
bor system. 

A nother important consideration 
!-\. involves the instructions given 
the workers. In the bricklaying anal
ogy each worker has a task slight
ly different from that of all the oth
er workers (the wall of a house has 
irregular features, such as doors, 
windows, ornaments and so on), 
and so each worker follows an indi
vidualized set of instructions. In a sit
uation where workers have identical 
tasks-say in a textile factory where 
each worker operates a loom and the 
looms produce identical patterns-
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identical instructions could be issued 
to all workers simultaneously. Both 
of these situations have analogues in 
advanced computer architectures. 

A final characteristic of the con
struction analogy has to do with the 
way tasks have been divided among 
the workers. Where bricklaying is 
concerned, the job has been divided 
into many smaller tasks that are simi
lar to one another; each bricklayer 
"solves" a small piece of the over
all problem. This kind of division is 
called domain decomposition, and it 
is particularly appropriate when the 
major difficulty in a problem is the 
size of the data base for that problem. 
Here each brick takes very little time 
to lay, but the overall problem is 
time-consuming because of the sheer 
number of bricks to be laid. Each 
worker is therefore made responsi
ble for a few of the bricks. 

Such problems are quite common 
in computing-the modeling of quan
tum chromodynamics is a good ex
ample-and domain decomposition 
is the most natural way to approach 
them. It is important in domain de
composition to ensure that the net
work in which the processors are 
connected bears some resemblance 
to the natural topology of the prob
lem being solved. Here the nearest
neighbor network is a good match 
for the actual geometry of a house. 

Some tasks are not amenable to 
solution by domain decomposition, 
however, and are best approached 
by a method known as functional de
composition. The construction com
pany again provides a good analogy. 
The company's staff includes man
agers and bookkeepers as well as 
workmen, and the workmen include 
plumbers and electricians as well 
as bricklayers. The overall task can 
be divided into subtasks that require 
the particular skills of each. A paral
lel computer that relies on functional 
decomposition can sometimes work 
significantly faster than a sequential 
computer, although the degree to 
which the computing process is ac
celerated depends on the number of 
significantly different tasks in the 
problem. Often functional decompo
sition can be combined with domain 
decomposition: the construction task 
can be divided among bricklayers, 
plumbers and so forth, and the brick
laying subtask can be divided among 
several bricklayers. 

The analogy to a construction 
company provides a good gener

al overview of the issues involved in 
designing parallel computers. Let us 

now consider in more detail some of 
the questions faced by design engi
neers and how they have chosen to 
answer them. 

Given the opportunity to include 
more than one processor in a system, 
there is no inherent reason to cre
ate a homogeneous system by choos
ing only identical ones. Why not 
combine an appropriate mix of spe
cial-purpose processors to make a 
heterogeneous system? After all, 
many human organizations follow 
this approach. For example, an air
line company that serves some small 
cities as well as major metropolitan 
areas would probably choose to op
erate some small, propeller-driven 
airplanes, a number of medium-size 
jets and a few jumbo jets. 

A few heterogeneous parallel com
puters have been built, and many 
more have been designed. The ma
chines that have actually been built 
generally contain only two kinds of 
processors: general-purpose proces
sors and processors designed to do 
floating-point arithmetic. Other sys
tems have been designed that would 
combine specialized processors with 
architectures that are particularly 
suited to such purposes as artificial 
intelligence, graphics, data bases and 
numerical proceSSing, but no large 
systems have yet been produced 
commercially. Because homogene
ous parallel computers are so domi
nant among working machines, the 
rest of our discussion will focus pri
marily on homogeneous systems. 

Once an array of processors has 
been chosen, how might each proc
essor be told what steps to follow 
during a computation? In the con
struction company each worker fol
lowed a unique set of instructions. 
In computer terminology such a sys
tem is designated multiple-instruc
tion-stream/multiple-data-stream, or 
MIMD. With an MIMD system one can 
split a program into separate piec
es, distribute the tasks and the asso
ciated data among the processors 
and let the processors run nearly in
dependently. Another approach is 
called single-instruction-stream/mul
tiple-data-stream, or SIMD. In an SIMD 
system a single set of instructions 
is broadcast to all the processors. At 
any given step in a computation each 
processor either executes precisely 
the same command as all the others 
or it does nothing. 

A good analogy to SIMD systems 
is a bingo game. In bingo one per
son calls out numbers in succession. 
Each number is really a command: 
"Check your card for the number I 

just called. If the number appears on 
your card, cover it. If it does not ap
pear, do nothing." This single in
struction causes each player either to 
do nothing or to take the same action 
as the other players. The numbers on 
a player's card are the data available 
to that player. In some ways the card 
can be considered a local memory 
unit: a memory unit available to only 
one processor. If the caller has a loud 
enough voice, an arbitrary number 
of people can play in near unison. All 
the action takes place in or near the 
memory units, each of which is asso
ciated with a separate instruction 
processor (that is, a human player). 

One natural application for SIMD 
machines is the quantum-chromody
namics problem we have mentioned 
above. To solve such a problem each 
processor might be made responsi
ble for computing the strength of var
ious fields in a particular region of 
space. Every processor would then 
have to perform essentially the same 
operation on its own data set. Other 
current applications for an SIMD 
structure include image processing, 
the analysis of fluid flows and search
es through large data bases. 

Several systems that have SIMD 
structure have been built and shown 
to be effective for many numerical 
and symbolic tasks. Examples in
clude the Goodyear Massively Par
allel Processor, which contains 16,-
384 individual processors, and the 
Connection Machine, which contains 
65,536 processors. Each processor in 
these computers is extremely simple, 
and yet the machines can carry out 
general computations in addition to 
the tasks that are more obviously 
suited to an SIMD structure. 

How should the many processors 
of a parallel computer be con

nected to one another and to the 
memory units? The system of in
terconnections by which processors 
can share information among them
selves and with memory units is one 
of the most important characteristics 
of any parallel system, and it is also 
the area in which most of the variety 
in parallel systems arises. In one 
method, called shared memory, all 
the processors are connected to a 
common memory system either by a 
direct connection, by a network of 
connections or by what is known as a 
memory bus. A bus is essentially a 
channel along which several proces
sors pass requests for information 
and along which the memory unit re
turns data to the processors. 

In a shared-memory system every 
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data location is directly accessible to 
every processor; if a processor needs 
data for its task, it simply reads it 
from memory. Since other proces
sors may be continually modifying 
the stored data, care must be taken 
that no processor reads from a mem-

ory location before the appropriate 
value has been stored there. Most of 
the necessary coordination is done 
by software, but some assistance 
from the hardware can be helpful. 
For example, in some systems cer
tain areas of memory are reserved 

a PROCESSORS 

MEMORY BANKS 

b 

i----------------------------� 

PROCESSORS 

C 
PROCESSORS 

--------- -------- I 

BUS 

MEMORY BANKS 

,--__ -, MEMORY BANKS 

SHARED-MEMORY ARCHITECTURES enable all the processors in a parallel system 

to have access to global, or common, memory units. In the simplest shared-memory 

scheme (a) every processor is directly connected to every memory bank One disadvan

tage of this system is that each processor or memory bank must support a large num

ber of connections. An alternative (b) is a "bus": a common communication line along 

which processors pass requests to memory banks and memory banks return data. Such 

a bus can become crowded (and therefore slow) when there are a large number of mes

sages to be passed. Another alternative is a so-called omega network (c), in which proc

essors are connected to memories by a series of switching boxes, each of which has two 

input lines and two output lines. In an omega network each processor effectively has a 

direct line to each memory, but there need not be as many communication lines as in a 

true direct-connection scheme. The advantage becomes more apparent as the number 

of processors and memory banks is increased. A disadvantage is that each message 

must pass through a number of switching stations before it can reach its destination. 
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for elements that can keep track of 
whether various locations have yet 
been written into, in order to safe
guard against premature attempts to 
gain access to the data those loca
tions will contain. 

One limitation of shared memory is 
that it may be difficult or expensive 
to make a memory that can serve a 
large number of processors simulta
neously. If each processor has a di
rect connection to memory and there 
are 1,000 processors, and if the mem
ory is split into 1,000 separate banks 
in order to reduce bottlenecks, one 
million connections must be made. If, 
on the other hand, all the processors 
have access to memory through a 
common bus, then the bus must be 
fast enough to service memory re
quests from all the processors simul
taneously. In this respect designing a 
common memory is similar to man
aging the traffic on a limited-access 
expressway. For a given speed limit 
and number of lanes, each highway 
has a certain capacity in cars per min
ute. When more cars attempt to use 
the highway than its capacity allows, 
traffic slows and becomes congested. 
One solution would be to build high
ways with more lanes (or several par
allel highways), but there are practi
cal limits to that approach. 

Another answer would be to build 
a communication network similar to 
the worldwide telephone network. 
There are hundreds of millions of 
telephones in the world, and yet with 
few exceptions any telephone in the 
world can be connected to any other. 
This is certainly not accomplished 
by stringing wire between all pos
sible pairs of instruments. Instead 
groups of instruments are connected 
to separate switching systems. The 
switching systems are connected 
among themselves in a hierarchical 
manner so that any one switching 
station is responsible for a manage
able number of connections. When a 
connection is requested (by dialing 
a telephone number), the request 
propagates by way of several switch
ing stations until that particular in
strument is reached. 

A disadvantage of network connec
tions is that they increase the latency 
of access to memory, since each re
quest for information must traverse 
several stages of the network on its 
way to the memory unit. In addition, 
just as in the telephone network, 
there may be periods of peak activity 
when the network is saturated with 
requests for connections, resulting in 
very long delays-a kind of computa
tional Mother's Day. Various types of 
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network have been designed to mini- a 
mize congestion while keeping the 
cost reasonable and the speed of ac
cess to memory high. 

b -

I 

- - -

I 

If it is difficult or expensive to con
struct shared-memory machines, 

why not attach some amount of 
memory to each processor and con
nect the processor-memory pairs (or 
nodes, as they are usually called in 
this context)? Systems that are built 
along these lines are said to have lo
cal memory (which is also known as 
distributed memory). In local-memo
ry architectures data must be distrib
uted to the appropriate nodes at the 
start of the computation. It will gener
ally be necessary in the course of the 
computation for nodes to get data 
from the memories of other nodes. 
This can be done by sending a mes
sage to the appropriate node, asking 
that the information be sent back in 
a return message. If the two nodes 
concerned are not directly connect
ed, other nodes in the path between 
them can forward the message. 

Many schemes have been devised 
for connecting the nodes of distribut
ed-memory systems. The designer of 
such a system has several aims: com
munication among nodes should be 
fast, no node should have to support 
too many connections and the topol
ogy of the connections should some
how match the natural geometry of 
the problem to be solved. The anal
ysis of quantum chromodynamics 
provides a convenient example of 
this last condition. If each node calcu
lates the values of various fields in 
a certain volume of space, then it 
should be connected to the nodes re
sponsible for calculating those val
ues in surrounding volumes. 

One of the simplest interconnec
tion schemes is a ring, in which each 
node is connected to two others and 
the line of connections forms a circle. 
Another relatively simple scheme is 
the mesh, in which each node is con
nected to its four nearest neighbors. 
Although any number of nodes can 
be connected in a ring or a mesh, the 
number of connections each proces
sor must support is small (two or four 
respectively). The processor within 
each node can have access to its own 
memory at an appropriate speed, and 
the communication channels are re
quired to handle traffic among only a 
few nodes. 

These simple topologies do have 
some drawbacks. The number of 
nodes involved in sending a message 
from one node to another can be 
quite large (in a ring as many as half 

I I 

I I 

I - - -

RING MESH FULLY INTERCONNECTED 

c e 

TREE HYPERCUBE 

DISTRIBUTED-MEMORY ARCHITECTURES establish connections among processors 

that each have sole control over some amount of memory. Two of the simplest schemes 

are the ring (a) and the mesh (b). A more specialized architecture is the binary tree (c). It 

is particularly useful for so-called expert systems, which often rely on decision-making 
processes that can be mapped as trees. One could also connect every processor to ev
ery other processor (d), but this system requires an unwieldy number of connections. 

One innovative architecture that is seeing wide use is the hypercube topology (e), in 

which processors are connected as they would be if they were at the corners of a multi

dimensional cube. (In the example shown they are at the corners of a four-dimensional 

hypercube.) In this system each processor can pass messages to any other by a relative

ly short route, but the processors are not required to support very many connections. 

of the nodes may be involved) result
ing in long delays. If a node cannot 
find anything to keep itself busy 
while it is waiting for data to arrive, 
its resources will be idle; if data from 
other nodes are needed often, a lot of 
computing power will be wasted. 

A way to alleviate that problem is 
to resort to a slightly more elaborate 
topology known as the n-cube or hy
percube scheme. In this approach 
nodes are connected as they would 
be if they lay at the corners of a mul
tidimensional cube. For example, 
eight nodes would be connected in a 
3-cube, whereas 16 nodes would be 
connected in the topological arrange
ment that models a four-dimensional 
cube. (The one- and two-dimensional 
cubes are respectively a straight line 
and a square.) In general, a p-dimen
sional cube can connect 2P nodes. 
The longest path a message might 
have to follow is the logarithm to the 
base 2 of p. Commercial systems are 
in use today that link 212 nodes in a 
hypercube topology. 

Given the differences between the 
topologies available to shared-mem
ory systems and local-memory sys
tems, and also given the different 
strengths of the two approaches, it is 
only natural to try to combine the 
two. For example, one could imagine 
a hybrid system in which each node 
consists of a modest number of proc
essors that share a memory. The 
nodes, which would be called clus
ters in this case, could be connect
ed in a mesh or hypercube topolo
gy. The converse of this system, in 
which a number of nodes that each 
have local memory also share a com
mon memory, is already found in a 
few systems. 

A s long as one is experimenting 
J-\. with the number of processors in 
a computer and the ways in which 
processors are connected, why not 
experiment as well with the way the 
operation of the machine is con
trolled? Almost all computers built to 
date, including parallel computers, 
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are controlled by prClgrams. A pro
grammer writes out al set of instruc
tions, which is then Itranslated into 
machine language: th,e code that de
scribes the actual computational 
steps to be undertaken by the com
puter. This program d\etermines, in a 
precise and absolute way, the flow of 
work through the computer. 

Parallel architectures make it pos
sible to imagine radrtcally different 
ways of controlling t,he computer's 
operation, most of which are still 
in the experimental phase. One ap
proach is known as dataflow. In a 
dataflow architecture a problem is 
represented as a directed graph: a 
collection of points, called nodes, 
connected by arcs. N odes represent 
mathematical or logic operations and 
arcs represent the flow of data from 
one operation to another. In a physi
cal machine nodes might be repre
sented by memory-processor pairs 
and arcs by physical connections be
tween the processors. 

A node in a dataflow machine does 
not execute its operation in a prede
termined sequence specified by a 
program. Instead it waits until it has 
received all the data required to car
ry out its operation, <lnd then it exe
cutes the operation and passes the 
answer on to the next node. A crude 
analogy might be a relay race, in 
which the second runner starts as 
soon as he or she receives the baton 
from the first runner. In the case of a 
dataflow machine, however, a proc
essor might wait for results from 
many other processors, not just one. 

One could imagine a dataflow sys
tem in which a very large number of 
nodes all execute instructions with 
no concern for what most of the oth
er nodes are doing. Because each per
forms its appointed (ask only when 
the necessary data arrive, there is no 
danger of acting prematurely, say 
by fetching data froro a memory lo
cation before the roost up-to-date 
value has been placed there. like
wise there is no danger of interfering 
with other processors, say by trying 
to read the same memory location 
at the same time. Moreover, there 
would never be an Instance of two 
messages trying to use the same 
communication channel at the same 
time; the dataflow approach thus 
avoids the commonest bottleneck of 
parallel architectures. 

The opposite approach, known as 
demand-driven architecture, is also 
possible. Demand-driven machines 
are similar to dataflow machines in 
that one can visualize them as a col-
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lection of nodes at which operations 
take place and arcs along which data 
travel. The difference is that an op
eration at one node is carried out 
only when another node requires 
the output of the first. Expressions 
are evaluated only when the result 
is required, whereas in dataflow ar
chitectures every operation is exe
cuted as soon as possible even if it 
turns out not to have been necessary. 

Demand-driven architectures do 
require an inherent time delay: the 
time it takes for a message to pass 
from one node to a "higher" node re
questing that the higher node exe
cute its operation. The advantage of 
dataflow and demand-driven archi
tectures is that they may be much 
easier to program reliably than con
ventional parallel machines. A user 
would merely need to specify the op
erations to be carried out at each 
node and the flow of data between 
nodes, without worrying about the 
exact mechanics or timing of the al
gorithm to be followed. 

Today's computationally inclined 
scientists have substantial but 

limited experience with advanced ar
chitectures. Several promising paral
lel architectures, such as SIMD ma
chines, the Connection Machine, the 
California Institute of Technology's 
Hypercube and various shared-mem
ory machines, have been explored 
and found viable in a broad range of 
applications. On the other hand, the 
currently available parallel hardware 
and software are rudimentary. There 
have been few broad quantitative 
comparisons of different machines. 
Hence, although we are confident 
that parallel machines will be ex
tremely important in the future, and 
that they promise much greater per
formance than sequential machines, 
we cannot predict either the speCific 
architectures or the performance lev
els that are likely to be found in the 
coming years. 

Parallel processing has come as far 
as it has largely because farsight
ed funding by the Government and 
industry of many university-based 
projects has led to an impressive 
number of commercial endeavors 
spanning a wide variety of architec
tures. We believe the near-term fu
ture for new hardware is most prom
ising. We are not as sanguine about 
software. We do not see the same vig
orous funding going into this crucial 
but unglamorous area. It has taken 
more than 30 years to build up to
day's base of sequential software. 

Ingenious software techniques may 
make some of this software base ap
plicable to newer machines, but any 
major progress will require a signifi
cant effort to restructure and rewrite 
the basic applications in commercial 
and research areas. 

One crucial step will be the estab
lishment of some standards. Such 
languages as FORTRAN, COBOL and LISP 
provided the building blocks for the 
fundamental scientific, business-re
lated and artificial-intelligence work 
on sequential machines. These are 
certainly imperfect languages, but 
they were good enough to allow the 
development of a foundation of se
quential software that could evolve 
as the hardware developed. No sim
ilar understanding and agreement 
concerning analogous software stan
dards has yet developed in the paral
lel world. 

The future will undoubtedly be af
fected by new technology; im

provements in semiconductor tech
nology, and perhaps in technology 
based on the new high-temperature 
superconductors, will certainly lead 
to new tradeoffs in the design of 
hardware. There will certainly be 
new hybrid machines in which opti
cal interconnections link high-speed 
digital processors. Such advances 
would retain the essential models of 
computing we have described here. 

More radical is the possibility of 
computing that is purely optical, 
which would allow fast analog com
putations of various algorithms that 
today can be implemented digitally 
only in very clumsy and time-con
suming ways. It is not known wheth
er such optical computers would nec
essarily be limited to a few special
ized areas of signal processing or 
whether they could be developed 
into general-purpose machines. 

Finally, we must also mention the 
recent work that has been done to de
velop so-called neural-network mod
els. These are intuitively attractive 
because they provide a computation
al model comparable to that of the 
human brain. Neural-network ma
chines are potentially far superior to 
conventional computers in such ar
eas as pattern recognition, although 
they are much weaker at such hum
drum tasks as floating-point arithme
tic. Investigators have already been 
able to build some simple neural-net
work hardware, and we expect this 
new model of computing to undergo 
rapid evolution both in hardware and 
in algorithms. 
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NonStopUX 
Distributed processing for every business location. 

It's the newest member of the Tandem 
NonStop family It can run a fully 
distributed network. You can start with 
a single processor system and easily 
expand to two, four and six-processor 
systems. You can add enough power to 
serve hundreds of users at each node 
in your network. 

Integrates UNIX'" into theThndem OLTP network. 
Our lowest-cost system can run UNIX 

applications and can access the 
Tandem OLTP network - all from any 
workstation: The LXN can support up 
to 32 users and take a huge workload 
off your host computer. We are the 
first to bring OLTP features to UNIX in 
this price range. 

UNIX and UNIX S)srem V are trademarks of Bell Laboratories. 
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The only high-per1bnnance, low-cost 
systems fur on-lirie transaction processing 

CHOOSE ANY SITE. 

Now you can afford to deploy your resources where 
they're needed. Branch offices, warehouses, the 
factory shop floor, retail stores, wherever. T hese 
systems require no special computer room environ
ment. T hey can also talk to other major computer 
systems. 

HIGH PERFORMANCE Af ANY LEVEL. 

Only Tandem is equally productive whether you're 
processing transactions in high volume from a 
central site or from many distributed sites. And we 
can deliver a lower cost per transaction at a lower 
cost per location. 

EFFICIENT EXPANDABILI1Y 
As you add users, add new processor and memory 
boards. You can expand in any increment vou 
choose. You never buv more than vou need. 
And there are no expensive rewrites of application 
software. 

ADVANCED COMPONENTS, 
FEWER PARTS. 

Our custom chip designs deliver more performance 
on less power 
and require less 
space. And haVing 
fewer parts 
increases each 
systems reliability. 

EASY SERVICE. 

To reduce maintenance costs, special software 
guides office workers through routine service pro
cedures. You can also let us do it, or we can do it 
cooperatively All critical components can be 
replaced on the spot, without interrupting the 
application. So fewer service calls are required, 
and they take less time. Other software allows us 
to diagnose system faults from remote Tandem 
service centers. 

SQL DKrnBASE TECHNOLOGY 
SQL, the industry standard for relational database 

management systems, is easier and more produc
tive for both the user and the programmer. But 
only Tandem's NonStop SQL "'combines this 
productivity with high-performance OLTP T here's 
no sacrifice in pertormance, no loss of data integ
rity And local processing can continue even when 
other parts of the database are unavailable. 

LXN CLX EXT VLX 

LET US DEMONSTRATE. 

Whenever there's a need for constantlv current 
information, efficient expandability an

'
d unbeatable 

price performance, Tandem technology proves 
consistently superior. Compare us to any other 
OLTP system. You'll see why companies in every 
major industry choose Tandem. 

For information, write: Tandem Computers 
Incorporated, 19191 Vallco Parkway,Loc. 4- 31, 
Cupertino, CA 95014. Or call 800-482-6336 
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Chips for Advanced Computing 
In 1959 the number of transistors that would fit on a chip was one; 
now it has surpassed a million. As limits are reached, the pace is 
slowing, but by 2000 there will be chips with a billion components 

P erhaps the most significant 
event of the past 50 years has 
been the emergence of a soci

ety whose chief product is informa
tion. The driving force of this trans
formation is the development of elec
tronics technology, particularly the 
integrated circuit fabricated on a 
single chip of silicon. Since the ad
vent of the integrated circuit in 1959, 
the number of transistors that can be 
squeezed onto a chip has increased 
from one to several million. As a re
sult the performance of integrated 
circuits has improved by a factor of 
more than 10,000. Remarkably, while 
the chip was undergoing dramatic 
improvements in performance and 
complexity, its cost remained virtual
ly unchanged. 

In considering such phenomenal 
technological progress the question 
that naturally arises is: How long can 
it continue? One way to think about 
the question is to ask when a chip 
with one billion transistors, corre
sponding to the initial stages of 
gigascale integration (GsI), will be
come commercially available. To de
termine the date it is necessary to an
alyze the factors that serve as limits 
on GSI. Those factors form a hierar
chy with five levels corresponding to 
fundamental limits, material limits, 
device limits, circuit limits and sys
tem limits. Each level of the hierar
chy can be considered from three 
different points of view, which are re
spectively theory, practice and his
torical analogy. 

Theoretical limits are based on ac
cepted principles of science. In effect 
they constitute design limits on GSI. 
Practical limits, on the other hand, 
depend not on scientific principles 
but on fabrication processes and 
equipment. Practical limits help to 
dictate what is possible at a partic
ular time within the framework of 
commercially available technology. 
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by James D. Meindl 

Historical analogy can help to illumi
nate the long-term future of the infor
mation revolution by way of compar
ison with the mature Industrial Revo
lution. Together these perspectives 
can answer the question of when GSI 
will come about. Having answered 
that question, one can look beyond 
currently projected limits to devices 
now in the laboratory that may trig
ger the revolution's next phase. 

In this article I shall take up the theo
retical perspective first, then the 

practical one and finally the analog
ical contribution of history. From a 
theoretical perspective the funda
mental limits are laws of nature that 
cannot be changed. Such constraints 
are by definition independent of the 
material employed to make a device, 
the design of the device itself, the cir
cuit in which it is used and the sys
tem in which the circuit is found. Fun
damental limits form the first (and 
most general) level of the hierarchy 
mentioned above. As such, they are 
extreme limits beyond which lie only 
forbidden zones of operation. 

Fundamental limits come from sev
eral areas of physical science. For ex
ample, thermodynamics shows that 
there are random statistical fluctua
tions in the energy level of atoms and 
electrons in the crystalline semicon
ductor of which a transistor is made. 
Now, the energy level of the elec
trons bears an intimate relation to 
the signal that is being processed by 
the transistor. If that signal is not con
siderably stronger than the random 
fluctuations, the fluctuations will be 
mistaken for the signal itself. Hence 
the fluctuations impose a minimum 
switching energy. Because they vary 
with temperature, the minimum en
ergy required to switch the device 
rises as the temperature increases. 
Other fundamental limits come from 
quantum mechanics and from elec-

tromagnetic theory or the speed of 
light. 

Material limits depend on the 
chemical composition and structure 
of a substance but not on the configu
ration of the device itself. In the case 
of microelectronic circuitry the ma
terials of greatest interest are semi
conductors. The atoms that make up 
the crystalline lattice of a semicon
ductor are held together by electrons 
called valence electrons; each silicon 
atom has four such electrons. Under 
ordinary conditions the valence elec
trons are tightly bound to the atoms 
of the lattice. 

The situation can be altered by 
"doping," or adding to the lattice im
purity atoms that have more or fewer 
valence electrons than silicon has. 
Arsenic, a common dopant, has one 
more valence electron than silicon. 
The extra electron is normally free to 
wander through the lattice. If an elec
tric field is applied to the material, 
the free electrons, which carry a neg
ative charge, conduct an electric cur
rent. Dopants such as boron, on the 
other hand, have one less valence 
electron than silicon. The "hole" re
sulting from this deficit acts as a posi
tively charged carrier of current. By 
chOOSing the appropriate type and 
concentration of dopant the electri
cal properties of the semiconductor 
can be precisely controlled. 

Several properties of silicon render 
it uniquely well suited to serve in in
tegrated circuits. One such property 
is the size of its bandgap: the differ
ence in energy between valence elec
trons and conduction electrons. If 
the gap is too small, relatively slight 
increases in temperature will boost 
many electrons into the conduction 
band, interfering with the precise 
control of electrical properties re
quired in the device. Silicon, howev
er, has a bandgap of 1.12 electron 
volts, sufficiently large for the mate-
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rial to maintain excellent semicon
ductor properties over a wide tem
perature range near 300 degrees Kel
vin (27 degrees Celsius, near room 
temperature). 

That is not all. In addition, silicon 
is an abundant elemental semi

conductor that can be formed into 
almost perfect crystals at relatively 
low cost. What is more, its native ox
ide, silicon dioxide (Si02), is an excel-

lent insulator with some desirable at
tributes for making integrated cir
cuits. No other material has such a 
combination of virtues, which helps 
to explain the dominance of silicon in 
the fabrication of integrated circuits. 
Some other material limits, howev
er, have in recent years elevated an
other semiconductor to a position of 
great importance: gallium arsenide 
(GaAs). 

The principal reason that chip de-

signers resort to gallium arsenide is 
speed. Under a low applied electric 
field conduction-band electrons in 
gallium arsenide drift six times as 
fast as they do in silicon. Electron
drift mobility, however, may over
state gallium arsenide's superiority. 
A more accurate comparison is pro
vided by a different material limit, 
namely the time required for a carri
er under the influence of an electric 
field near the breakdown value to 

SILICON WAFER contains 470 computer chips in the final stages 
of manufacture. The wafer, shown at its actual size, is a slice of a 
silicon "ingot." The chips are fabricated together on the wafer; 
the rectangles near the center are test circuits for monitoring 
fabrication processes. After testing to detect defective chips, 

the chips are cut apart with a diamond-tipped saw and the func
tional ones are packaged. These chips are of the type called 
PACE1750 A, manufactured by the Performance Semiconductor 
Corporation. Each one is the central processing unit of a mini
computer; they are used in military avionics and other systems. 
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undergo a drop in electric potential 
of, say, one volt. (The breakdown 
electric field is one that shakes so 
many valence electrons loose from 
the lattice that a self-ionizing ava
lanche begins.) By this measure galli
um arsenide is about 2.5 times faster 
than silicon. <l. 
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From the viewpoint of several ma
terial limits, then, gallium arsenide 
offers advantages over silicon in 
speed. As transistors become small
er, however, that advantage may 
be offset by other material factors. 
A transistor can be made to switch 
faster by applying more power to it, 
but so doing increases the buildup 
of heat in the device. For extremely 
small devices the speed of switching 
may be limited by the capacity of the 
substrate to conduct heat away from 
the device. Because silicon has three 
times the thermal conductivity of gal
lium arsenide, very small silicon de
vices may be able to switch just as 
fast as those made of the ostensibly 
"faster" materiaL 
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Thus at each level of the hierarchy 
opposing limits must be balanced 
against one another. Nowhere is this 
balancing process clearer than at the 
device level. Device limits are nu
merous, because they encompass all 
the material limits as well as addi
tional limits based on the device's 
size and geometry. In spite of such 
profusion, the key problem for GSI 
at the device level can be identified 
with reasonable certainty: to deter
mine the smallest possible dimen
sions for a metal-oxide-silicon field
effect transistor, or MOSFET. 

NUMBER OF COMPONENTS PER CHIP doubled annually in the 1960's. In about 1972 
designers ran out of unused space on the chip for additional components, and the rate 
fell somewhat. Nevertheless, according to the more optimistic projection, gigascale in
tegration (GSI)-a one-billion-component chip-will be achieved by the year 2000. (The 
projections differ in assumptions about limits imposed by chip· fabrication processes.) 

A common type of MOSFET consists 
of two islands of silicon doped to in
crease the concentration of negative
charge carriers (N-type silicon) in a 
layer of the same material doped to 
increase the concentration of posi
tive carriers (P-type). Bridging these 
islands, called the source and the 
drain, there is a layer of silicon diox
ide that serves as an insulator. De
posited on the insulator between the 
source and the drain is a metal elec
trode: the gate. A positive "input" 
voltage on the gate attracts electrons 
to the interface of the silicon sub-

strate and the insulator. The elec
trons form an induced channel, al
lowing "output" current to flow from 
source to drain and sending a logic 
signal to the next stage of the circuit. 
In the absence of an input signal no 
channel is formed, and no output cur
rent results. 

S ince metal-oxide-silicon technol
ogy has become the dominant 

one throughout digital electronics, 
achieving GSI rests on the continuing 
attempt to scale down the MOSFET. 
The process of scaling down begins 
with the definition of a scaling factor, 
often called S. All the lateral and ver
tical dimensions of the MOSFET are 
then reduced by a factor of S. (Thus if 
the scaling factor were 2, the height 
and width of the device would be de
creased to half their original values.) 
In addition, the supply voltage is re
duced by the same factor, which 
keeps the strength of the electric 

HISTORY OF CHIPS is one of increasing density, as six chips made by the Fairchild 
Semiconductor Corporation from 1959 to 1985 show. At the top left (1959) is the first 
planar transistor. At the top right (1961) is the first planar integrated circuit on a single 
chip; it includes four transistors along with other components. At the middle left (1964) 
is the first consumer-oriented linear integrated circuit; it has five transistors. At the 
middle right (1968) is a bipolar logic array; it has 180 transistors. At the bottom left 
(1978) is the first 16·bit chip to include an entire central processing unit; it has 20,000 
transistors. At the bottom right (1985) is the CLIPPER cpu; it has 132,000 transistors. 

field constant and prevents an in
crease of the stress on the device. 

The parallel reduction of size and 
electric-field strength yields some re
markable advantages. The time re
quired to switch the device, which 
depends on the length of the chan
nel, decreases by a factor of S. The 
power dissipated per unit of chip 
area remains constant, and so the 
problem of heat removal is not made 
worse. The packing density of the 
transistors on the chip, which de
pends on the area of the device, in
creases by a factor of 5

2
. Perhaps best 

of all, the energy consumed in each 
switching operation, which depends 
on the power and the switching time, 
decreases by a factor of 53. Thus the 
result of scaling is a chip that has 
more devices switching faster and 
using less power to do so. 

Given such advantages, the design
er of chips would like to know how 
far scaling can go. The answer lies 
in the minimum allowable length of 
the MOSFET'S channeL That minimum 
emerges in part from the interplay of 
the supply voltage and the doping 
concentration, which is the concen
tration of impurity atoms (usually bo
ron) in the P-type substrate of the 
channeL At every junction between 
N-type and P-type materials, charge 
carriers migrate to the opposite side 
of the interface, where their concen-
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COMPLEMENTARY MOSFET'S provide the basis for the dominant integrated-circuit 
technology. A MOSFET is a metal-oxide-silicon field-effect transistor. Electric charge in a 
semiconductor such as silicon can be conveyed by electrons (carriers of negative 
charge) or "holes" (carriers of positive charge). In N-type silicon electrons predominate; 
in P-type silicon, holes. Each type also contains a smaller quantity of carriers with the 
opposite charge_ When the voltage on the gate is "off," no current flows from source to 
drain. When the voltage is "on," minority carriers are drawn up under the gate, thereby 
forming an induced channel and enabling a large output current to flow from the de
vice. The illustration shows how a pair of complementary MOSFET'S (that is, one with an 
N-type channel and the other with a P-type channel) can be formulated on a single chip_ 

tration is lower: electrons migrate to 
the P-type side and holes to the N
type side. As a result there forms 
what is referred to as an electron
and-hole-free space charge region. 
To operate correctly, the channel 
must be at least twice as long as this 
region. 

If the channel length is to be the 
minimum, it is clearly desirable to re
duce the length of the space charge 
region, which can be done by in
creasing the doping concentration. 
Increasing the doping concentration, 
however, has the unwanted effect of 
necessitating an increase in the sup
ply voltage. If the supply voltage is 
raised too high, the oxide insulator 
under the gate will begin to break 
down as a result of the self-ioniz
ing process I mentioned above. The 
minimum channel length thus de
pends on reconciling supply voltage 
and doping concentration. For a sup
ply voltage and doping concentra
tion typical of those now in use, it can 
be shown that the minimum channel 
length is between .1 and .2 microme
ter (millionths of a meter). For the 
moment such limits are truly theoret
ical: current MOSFET'S have channel 
lengths of from one micrometer to 
two micrometers. 

Whereas scaling down has great 
advantages for devices, the opposite 
is true for the thin films of metal that 
connect transistors on a chip. First, 
not all connections between devic
es become shorter as transistors are 
scaled down. In the past two decades 
as transistors have become small
er, chips have become bigger. As a 
result long-distance interconnects 
(which may link transistors at op-
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posite corners of a chip) have tend
ed to become longer. Their increase 
in length is frequently described by 
a "chip scaling factor" (5c) corre
sponding to the linear dimensions 
of the chip. 

In contrast, local connections, 
which link neighboring transistors, 

do become shorter in proportion to 
the scaling factor S. Even for local 
connections, 'however, scaling is not 
beneficial. Because of the electrical 
behavior of conductors, the time re
quired for a signal to be conveyed by 
an interconnect may not decrease as 
the connector becomes both small
er in cross-sectional area and short
er. Instead the delay time tends to 
remain constant. Furthermore, the 
density of current in the connector 
increases with S. If the current den
sity increases sufficiently, the ma
terial of the connector may actually 
be pulled along, leaving voids. This 
phenomenon, called electromigra
tion, can eventually cause the inter
connect to fail completely. 

Stepping beyond devices, one 
reaches the level of circuit limits. On 
the circuit level one of the most sig
nificant problems is to determine the 
minimum supply voltage at which 
a basic logic circuit can operate. 
Perhaps the most basic logic circuit 
is one called the inverter, which is 
found as a component of almost all 
complex microelectronic circuitry. 
An inverter circuit converts a low
voltage input (a "0" in the computer's 
digital repertoire) into a high-voltage 
output (a " I " )  and does the converse 
as well. 

Perhaps the most remarkable log-

ic circuit in all of GSI is an inverter 
that includes one MOSFET with an N
type channel and one with a P-type 
channel, a combination that is called 
complementary MOSFET technology. 
As long as the circuit is not being 
switched, it is always the case that 
one of the devices is on (conduct
ing current) and the other is off (not 
conducting). Because the devices are 
wired in series, the result of such an 
arrangement is that the circuit con
sumes almost no power when it is not 
being switched. Indeed, by analysis 
of the circuit's characteristics it can 
be shown that the minimum possi
ble supply voltage needed to operate 
the inverter is about .1 volt at room 
temperature. 

Such remarkably low consumption 
of power is one reason complemen
tary MOSFET designs have rapidly be
come the dominant technology for 
processing information. That domi
nance has been reinforced by anoth
er circuit limit: minimum channel 
length. I have already described how 
minimum channel length appears as 
a limit at the device level, but mini
mum channel lengths for short-chan
nel MOSFET'S also depend on the con
figuration of the circuits in which 
they are used. It can be shown that 
a complementary MOSFET configu
ration makes possible the shortest 
channels: between .10 and .15 mi
crometer. The increased speed that 
accompanies the narrowing of the 
channel is one reason for the pre
dominance of the complementary 
MOSFET technology. 

The top rung of the hierarchy is the 
system level, and there the great 
challenge is formulating a model that 
can link lower-level parameters to 
the system's overall architecture and 
packaging. The only such model I 
know of was recently formulated by 
Brian Bakoglu, who was then one of 
my doctoral students at Stanford Uni
versity. The model, which we call 
SUSPENS, is based partly on a formula 
known as Rent's rule. Rent's rule, 
which was worked out in the 1960's 
and became widely known among 
computer scientists in the 19 70's, re
lates the number of logic circuits on a 
chip to the number of connections 
needed to link those circuits and to 
the number of pins (leads) needed to 
link the chip to the rest of the system. 
A clever extension of Rent's rule can 
provide an average length for the in
terconnections on the chip. 

The model based on Rent's rule 
includes 26 parameters. Of the 26, 
eight measure chip and system archi
tecture as portrayed by the rule it-
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self. Four correspond to transistor 
technology, five to chip wiring and 
nine to connections among modules 
(packages in the system that contain 
one or more chips). By inserting into 
the model values for the 26 parame
ters a designer can obtain the maxi
mum frequency for the "clock" that 
paces the system, optimum chip size 
and total power dissipation. Such in
formation enables a designer to de
termine the optimum number of tran
sis tors per chip and to test the effect 
that a new technology will have on 
system performance. 

By knitting together limits on many 
levels, the system model summa

rizes the hierarchy from the theoreti
cal perspective. The totality of practi
cal limits, on the other hand, can be 
described by three parameters: mini
mum feature size, die area and pack
ing efficiency. Minimum feature size 
is the lateral dimension of the small
est identifiable feature of a MOSFET or 

a metal interconnection. A prime ex
ample is the gate length of a MOSFET, 
which is somewhat greater than the 
length of the channel. 

In 1960 the average minimum fea
ture size of integrated circuits was 
about 25 micrometers. By 1980 it had 
fallen to 2.5 micrometers. If the mini
mum were to keep falling at the same 
rate, in 2000 it would have reached 
.25 micrometer, not much longer 
than the limits described above at 
the device and circuit levels. Because 
of the proximity of those limits, it 
appears unlikely that the historic 
rate of decrease-ll percent per 
year-will be maintained through the 
1990's. That conclusion is reinforced 
by the fact that the minimum feature 
size has begun to approach the limit 
of resolution of the optical lithogra
phy equipment used to make inte
grated circuits; the limit of resolution 
(about .5 micrometer) is determined 
by the shortest wavelengths of visi
ble radiation. 

As minimum feature size was de
creasing, die area, or the area of an 
average chip, was steadily increas
ing. Trends in die area are often ana
lyzed by examining the die edge: the 
length of one edge of a square chip 
whose size is typical for its era. In 
1960 the die edge was 1 .4 millime
ters; by 1980 it was eight. The contin
uation of that rate until 2000 would 
yield a die edge of 50 millimeters. Yet 
certain practical limits suggest that 
the rate will slacken. In optical lithog
raphy there is a tradeoff between 
field of view and resolution. Because 
chips are generally etched as a unit, 
the need to resolve smaller features 
also limits the increase in chip size. A 
more realistic prediction is a die edge 
of from 20 to 40 millimeters in the 
year 2000. 

Packing efficiency is, as its name 
suggests, a measure of how closely 
transistors can be packed on a chip. 
Since the 1960's packing efficiency 
has increased dramatically as the re-

r<c-------GATE LENGTH ---->;.11 
(Lg) 

MOSFET SCALING has considerable advantages for transistors. 
When a MOSFET is scaled down, a scaling factor (5) is chosen. All 
linear dimensions are reduced by 5, as is the supply voltage. 
Here 5 is 2. As can be seen in the lower panel, the packing density 

increases with 52. Gate delay, the time required for an electron or 
a hole to traverse the channel, falls with 5. Power density reo 
mains constant because of the scaling of the supply voltage and 
current. The energy required for switching decreases with 53. 
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suit of improvements in fabrication 
processes along with innovations in 
circuits and devices. Until 19 72 the 
increases were rapid. In that year 
designers ran out of unused real es
tate on the chip for transistors and 
connections. Thereafter increases in 

packing efficiency were slower, de
pending on ingenious transistor de
signs, augmenting the number of 
masking steps in the photolitho
graphic process and even building 
three-dimensional devices extending 
above and below the chip surface. 

LOCAL I NTERCONNECT 

LONG DISTANCE 
INTERCONNECT 

TRANSISTOR 
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SCALING OF CONNECTIONS between devices is not nearly as beneficial as scaling of 
devices. As devices have become smaller, chips have become bigger. The chip scaling 
factor (5) measures the proportional increase of an edge of the chip. The illustration 
shows the scaling of a chip in schematic form. Here S (the proportional decrease in de
vice dimensions) and Sc are both equal to 2. Whereas local interconnects linking neigh
boring devices decrease with 5, long-distance interconnects tend to increase with Sc. 
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The combined effect of changes in 
minimum feature size, die area and 
packing efficiency has been a rapid 
growth in the number of components 
on each chip. Indeed, that growth is 
one of the most remarkable techno
logical trends ever recorded. Begin
ning at unity in 1959, the number of 
devices per chip doubled annually. 
In the 19 70's (as a result of the practi
cal limits described above) the rate 
declined, but only to the still remark
able level of quadrupling every three 
years. That level should persist until 
the early 1990's, when the effect of 
other limits will probably slow the 
rate of growth again. Nevertheless, 
the answer to the question posed at 
the beginning of this article is that 
GSI-one billion components per 
chip-should be achieved by the 
year 2000. 

The full impact of GSI, however, 
will not be felt immediately. Past 

experience shows that the volume of 
production of a new integrated-cir
cuit product does not reach its peak 
for from three to five years after the 
product has been introduced com
mercially. (The delay is necessary in 
order for demand to grow and full 
production capability to be estab
lished.) Hence the ultimate effect of a 
chip with a billion components is not 
likely to be felt until after 2005. Thus 
both practical limits and theoretical 
limits suggest that the torrid pace of 
the information revolution will prob
ably be sustained for the next two 
decades. 

Having traversed the realms of the
ory and practice, I should like to turn 
away from science and engineering 
as such to consider history, which 
can by analogy serve as a guide to 
the future of the information revolu
tion. Historians have often observed 
that a commercially successful tech
nology tends to follow an S-shaped 
developmental curve. At the begin
ning development is slow and largely 
confined to the laboratory. After the 
commercial significance of the tech
nology is realized as the result of ini
tial commercial introductions, there 
is substantial investment; a period of 
rapid advance follows. At the top of 
the curve, as basic limits are reached, 
development slows and technologi
cal obsolescence sets in. 

Various signs suggest that the in
formation revolution is following this 
pattern, as did the Industrial Revolu
tion that began in the 18th century. 
By drawing analogies between these 
two technological upheavals, it may 
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PROPERTY VALUE VALUE 
BEFORE SCALING AFTER SCALING 

LENGTH 
LOCAL L LIS 
LONG DISTANCE L SeL 

THICKNESS W WIS 

WIDTH H HIS 

RESISTANCE 
LOCAL R SR 
LONG DISTANCE R SeS'R 

CAPACITANCE 
LOCAL C CIS 
LONG DISTANCE C SeC 

DELAYTIME 
LOCAL RC RC 
LONG DISTANCE RC (SSe)'RC 

CURRENT DENSITY J SJ 

EFFECTS OF SCALING CONNECTIONS include severe disadvantages. As the dimen· 
sions of the interconnect are scaled, the delay time of long·distance interconnections 
(the time required for a signal to traverse the connection) tends to increase exponen· 
tially with the product of 5 and 5, . Current density increases with 5, which can ravage 
the interconnect, leaving empty spaces that cause the connection to fail completely. 

be possible to locate the information 
revolution on the S·shaped curve. I 
think no one would deny that iron 
was the most important material of 
the Industrial Revolution. In that 
sense it is analogous to silicon, the 
key material of the information revo· 
lution. Iron combined with other ele
ments to yield steel alloys is the ana· 
logue of silicon doped with impurity 
atoms, which forms the starting rna· 
terial for an integrated circuit. The 
set of analogies can readily be com· 
pleted at the device level (a transistor 
and a piston), the circuit level (an in· 
tegrated circuit and an internal-com· 

bustion engine) and the system level 
(a computer network and a transpor· 
tation system). 

Now, from 1860 to 1900 the annual 
rate of steel production in the U.S. 
doubled every four years. At the end 
of that period the top of the S was 
reached and the production curve 
became saturated: from 1900 to 1985 
steel production remained roughly 
constant. Silicon production, on the 
other hand, is still on the steep part of 
the S curve. For more than a decade 
the rate of production has been dou
bling every two years. Furthermore, 
as I pointed out above, the achieve-

Vi 

VDD 

INVERTER CIRCUIT includes complementary MOSFET'S. The inverter is a basic logic 
circuit. It converts a low-voltage input (a "0") to a high-voltage output (a "1") and does 
the opposite as well. Unless the circuit is switching, one MOSFET is always off (not con
ducting current) and the other is on <conducting current). Because the devices are 
wired in series, the circuit consumes very little power when it is not being switched. 
Low power consumption is a marked advantage of complementary-MosFET technology. 
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ment of GSI suggests that rapid in
creases will continue for two more 
decades. Not long after that, though, 
the shoulder of the S curve will prob
ably be reached and silicon produc
tion may level off, or at the very 
least its rapid growth may slow 
somewhat. 

It should be noted that even at the 
top of the S-shaped curve, steel re
mains the dominant industrial ma
terial in terms of tonnage. Yet the 
production of other materials such 
as aluminum, titanium, plastics and 
composites is growing much faster 
than that of steel. The integrated-cir
cuit industry is likely to follow a simi
lar pattern. Silicon will undoubtedly 
remain the dominant material. The 
focus of scientific interest and eco
nomic growth, however, will shift 
to other materials. Among them are 
cryogenic superconductive integrat
ed circuits, thin films of semicon
ductors on insulator materials, and 
substrates formed from several ma
terials by means of molecular-beam 
depOSition. Such possibilities suggest 
that growth need not end when the 
top of the S curve is reached. 

Indeed, an inspiring feature of the 
history of technology is the appear
ance of discontinuities: points where 
the established limits are violated 
and new vistas suddenly open up. 
Discontinuities are caused by discov
eries or inventions that fundamental
ly change future prospects. There are 
several innovations that could have 
such a dramatic effect on integrated
circuit technology, and they are best 
understood in terms of the scales of 
length on which they will have their 
effects. 

One scale is provided by the dis
tance an electron or a hole can 

travel in silicon before colliding with 
a vibrating silicon atom or a dopant 
atom. That distance is called the 
mean free path; the longer it is, the 
faster the carriers travel. The mean 
free path can be increased merely by 
substituting gallium arsenide for sili
con, as in the MESFET (metal-semicon
ductor field-effect transistor). A more 
radical departure is the MODFET (mod
ulation-doped field-effect transistor), 
in which a thin layer of aluminum
gallium-arsenide is deposited on a 
gallium arsenide substrate contain
ing no dopant. The absence of impu
rity atoms increases the mean free 
path, rendering MODFET'S faster than 
MESFET'S, which are in turn faster 
than MOSFET'S. 

On a scale just below the length 
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The pip-eline 
and the 

dancing bird. 
At sunrise in Western Wyoming 

the strange and spiky male Sage 
Grouse does his mating dance. 

It's the beginning of a process 
of life that could be endangered 
if anything enters his breeding 
ground. 

That's why people building a 
pipeline stopped construction. 
They worked further down the line 
and came back to finish the job 
only after the chicks had hatched. 

Sometimes doing what's required 
doesn't make work easier, but it 
can make it feel more worthwhile. 

Do people really put aside human 
plans so nature can take its course? 

People Do. 
'\ Chevron 

�� === 
} For more information write: People Do-S, 

P.O. Box 7753, San Francisco, CA 9'\120. 
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TRANSFER CURVE for the inverter circuit on page 86 shows output voltage as a func
tion of input voltage_ Ideally the curve should be perfectly quantized, or stepped_ If that 
were so, the slope of the curve at the point of transition between a high output and a 
low one would be infinite_ In practice this cannot be achieved, but the curve for the 
complementary inverter circuit comes closer to it than the curve for any other circuit-
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RENT'S RULE describes the relation between the number of logic circuits on a chip and 
the number of pins (leads) needed to connect the chip to the rest of the system_ The 
rule is an empirical one, worked out in the 1960's as experience with chips was accumu
lated_ Rent's rule forms part of the basis for an overall model linking the properties of 
materials, devices and circuits with those of the system in which they are employed_ 
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of the mean free path, carrier speed 
can be increased still further. As the 
length of the channel becomes equal 
to or less than the mean free path 
of an electron, it becomes possible 
for the electron to traverse the chan
nel without any collisions at all. The 
collisionless result is referred to as 
ballistic motion. Over short distances 
ballistic velocity can be several times 
higher than the collision-dominated 
drift velocity that prevails in chan
nels longer than the mean free path . 
Ballistic transistors constitute anoth
er integrated-circuit frontier meriting 
considerable exploration. 

On a still smaller scale is the quan
tum regime, whose range extends 
downward from the mean free path, 
which in silicon is about 10 nanome
ters 00 one-billionths of a meter). 
One of the features of the MODFET 
described above is that it includes 
two materials joined in a single crys
tal lattice called a superlattice. The 
physical properties of one material 
(gallium arsenide) are such that it 
acts as a "quantum well," capturing 
many electrons from the other ma
terial (aluminum-gallium-arsenide). 
By means of superlattice technolo
gy it may be possible to construct 
quantum wells vertically and hori
zontally in a crystal whose cross 
section would resemble a checker
board. Electrons that "tunnel" be
tween squares might be exploited to 
perform digital operations. Quantum
well devices could be more than 10 
times as fast as even the most opti
mistically imagined MOSFET'S of the 
year 2000. 

No three-dimensional quantum
well devices have yet been con

structed, but their construction re
mains an intriguing prospect just 
over the technological horizon. If the 
quantum-well devices were made 
practical, they could send the S
shaped curve moving sharply up
ward again. Indeed, the current situa
tion could be compared to the one 
prevailing in the 1950's between the 
invention of the transistor and that of 
the integrated circuit. The most rudi
mentary quantum-well device-the 
MODFET-has already been formulat
ed. What remains is to extend that 
concept to three-dimensional struc
tures, provide connections among 
them and put such devices in the 
context of new computer architec
tures. If those things can be done, it 
may be possible to transcend all the 
limits currently in view on chip de
sign and fabrication. 
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How nuclear energy 
can help defuse 
the next oil crisis 

Nuclear-generated 
electricity, still the 

fastest-growing major 
energy source in Amer
ica, may be our best de
fense against another 
oil crisis. 

More and more energy ex
perts are asking the same 
question: How long before 
another oil shock torpedoes our 
economy and threatens our na
tional security? 

Oil turmoil 

Signs of the next energy crisis: 

• US. oil imports soared last year, 
costing the country $27 billion. 
This year, America's foreign-oil 
bill is expected to grow even 
bigger. 

• Many oil analysts are saying that 
in three years or less, as much as 
50% of all the oil used in the US. 
will have to be imported. That's a 
higher percentage than we have 
ever imported before, even dur
ing the oil crises of the 1970s. 

• A whopping t wo-thirds of the 
world's oil lies under the sands 
of OPEC nations. 

The need for nuclear 

Nuclear electricity is a domesti
cally produced alternative to 
foreign oil. Not just at the power 
plant, where nuclear energy is 
used instead of oil to generate 

electricity; but wherever Ameri
cans choose electricity (in

stead of oil) to heat 
their homes or 

r un their 
factories. 

The 1987 special 
'report on US. energy 
security, ordered by the Presi
dent and prepared by the US. 
Department of Energy, states that 
without electricity from nuclear 
energy; the United States "would 
be using more oil, paying more 
for each barrel of it, and feeling 
much less secure about its energy 
outlook." 

The more we use our own nu
clear electricity; the less we'll have 

to rely on energy from unstable 
regions of the world. 

Nuclear energy for a 
secure future 

With over a hundred operating 
plants in the US., nuclear energy 
is now our second leading source 
of electricity. But in spite of all 
that we have accomplished, the 
threat of foreign oil dependence 
remains. Diffic ult choices still 
need to be made, but one fact is 
clear: the more we develop our 
own energy sources, the more we 
can control our own destiny. 

For a free booklet on energy inde
pendence, write to the US. Coun
cil for Energy Awareness, P.O. 
Box 1537 (FQ20), Ridgely, MD 
21681. Please allow 4-6 weeks 
for delivery. 

Information about energy 
America can count on 

u.s. COUNCIL FOR ENERGY AWARENESS 

©1987 USCEA 
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for 
Programming 

Advanced Computing 
Parallel computers pose the major challenge: they demand 
programs that do many things at once. How do we organize 
a complex beehive of activities to form a coherent whole? 

C
omputers are too slow. Even 
the fastest conventional ma
chines can't manage more 

than a couple of hundred million 
multiplications per second. Where 
does that leave hard problems-sim
ulating the interactions of systems 
of atoms, for example? Small atom
ic simulations can run for weeks on 
the fastest of current-generation ma
chines. Many other important prob
lems are just as hard or harder, from 
simulations of the gravitational in
terplay of celestial objects to the 
fluid-flow problems that are central 
to weather forecasting to the fast 
searches of enormous knowledge 
bases that are becoming important to 
artificial intelligence. 

As a stopgap the traditional se
quential computer, which executes 
its instructions one at a time through 
a central processing unit, can be 
made faster by improvements to its 
circuitry and internal organization. 
But the long-term answer is parallel
ism: hooking many computers to
gether and focusing them all on a sin
gle problem. Ten identical comput
ers working together on a problem 
will solve it, in the best case, 10 times 
faster than a single computer work
ing alone. Accordingly parallel com
puters are now for sale that incorpo
rate tens or hundreds or thousands 
of individual processors, or subcom
puters. Building a parallel computer 
poses a number of engineering prob
lems, many of them related to estab-

by David Gelernter 

lishing ways for the processors to 
communicate [see "Advanced Com
puter Architectures," by Geoffrey C. 
Fox and Paul C. Messina, page 66]. 
Unlike strategies for making conven
tional computers faster, which entail 
relatively minor adjustments in pro
gramming style, it also poses a hard 
software problem. 

To start out, think of a computer 
program as a kind of machine. A par
allel program is a machine that dif
fers from a sequential one as radical
ly as a parallel computer differs from 
its sequential counterpart. In one 
sense, of course, a program is mere
ly a document-a set of instructions 
to be executed by the computer, 
written in a language both the pro
grammer and the computer can un
derstand. When the instructions are 
carried out, however, the program 
becomes an event, a process that 
transforms data into results. Viewing 
a program as a machine reconciles its 
two aspects: the text is the machine 
before it is turned on and the event is 
the machine in operation. 

There is nothing a program can 
do that a mechanical "computing 
engine" built of gears and sprock
ets cannot. The software machine is 
much easier to construct, though; it 
can be built on a computer terminal 
using a programming language. If a 
program itself is a machine, where 
does that leave the computer-the 
physical machine on which the pro
gram runs? It becomes nothing more 

HONEYBEES EXECUTE A PARALLEL PROGRAM to maintain the hive. Like the bees
individually feeble agents working in concert-a parallel program can bring large 
amounts of computing power to bear on a problem by establishing multiple processes, 
or loci of activity. The bees coordinate their activities through visual and chemical sig
nals; similarly, processes in a parallel program must communicate to work together. 

than a kind of power source for the 
software machine. Thus a program 
can usually be made to run on a wide 
range of dissimilar computers, and 
its characteristics can be largely in
dependent of the details of the phys
ical computer it inhabits at any giv
en moment. 

We can therefore discuss parallel 
computing in terms of programs 
alone, glancing at the physical ma
chinery only in special circumstan
ces where software and hardware are 
intertwined. A conventional program 
does one thing at a time, but a paral
lel program must create and manage 
many simultaneous threads of activi
ty. It must divide a task into many 
parts, and it must coordinate them by 
establishing an orderly flow of in
structions, data and results. 

To build a new kind of software 
machine, we need a new kind of con
struction kit: a new programming 
language. Conventional languages 
lack the vocabulary and syntax for 
specifying parallelism. They enable a 
programmer to write, roughly speak
ing, "Do A, then B and then COO but not 
"Do A, Band C at the same time." But 
the practical requirement for a new 
language is only the surface manifes
tation of a deeper issue. A program
ming language doesn't leap into exis
tence by itself; it is the expression of 
a particular software model, of a par
ticular approach to constructing pro
grams. So the fundamental question 
becomes "What should a parallel pro
gram look like?" In the many lines 
of investigation that are now under 
way I see three broad answers to 
the question. 

The first school sidesteps thetissue 
altogether. Instead of proposing 

new software models, it relies on the 
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ROW x RESULT 

for (each ROW and COL in the RESULT) do 
RESULT[ROW,cOLI: = InnerProduct(ROW,coL) 

) l 
I \I ) 

RESULT[], ]1:= RESULT[] ,21:= RESULT[] ,31:= 
InnerProduct(] , ] ) InnerProduct(] ,2) InnerProduct(] ,3) 

MULTIPLICATION OF TWO MATRICES is typical of the problems for which a conven
tional program can automatically be transformed to a parallel one. Each element in the 
result represents the "inner product" of a row in one matrix and a column in the other, 
computed by multiplying each element in the row by the matching element in the col· 
umn and summing the products (top). A conventional program for matrix multiplica
tion centers on an inner·product subroutine that does the pairwise multiplications, 
nested inside a loop that computes successive inner products (middle). Because each 
inner product can be computed independent of the others, a parallelizing compiler 
might automatically convert the loop into an array of simultaneous activities (bottom). 

automatic generation of parallel ver
sions of ordinary programs. One ap
proach within this school extends 
the strategy by which a single pro
gram can be made to run on many 
different computers. A computer can
not in general understand a program
ming language without help. Setting 
a variable equal to the product of two 
numbers requires just a single line 
in a "high level" programming lan
guage such as Fortran or Pascal, but it 
entails a number of machine opera
tions, which vary depending on the 
design of the computer. The com
mand must therefore be translated 
into the right step-by-step instruc
tions in machine code, the comput
er's own primitive, digital language. 
A second program called a compiler 
usually does the translation. 

Driven primarily by the famous 
"dusty deck" problem-the colossal 
investment of time and money rep
resented by existing programs (a 
"dusty deck" is an old deck of 
punched cards)-workers at the Uni-
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versity of Illinois, Rice University, 
Multiflow Computer, Inc., the IBM 
Corporation and other places have 
been developing compilers that auto
matically transform sequential pro
grams into parallel machine code. A 
parallelizing compiler finds the par
allelism hidden in a sequential pro
gram by searching its text for opera
tions that in fact can be done simulta
neously, even though the program 
specifies they be done one by one. It 
then generates code that reflects the 
implicit parallelism it has found. 

For example, many programs cen
ter on a computational loop in which 
the same operation or series of op
erations is performed for each of a 
succession of values. A parallelizing 
compiler can often tell by inspection 
whether loop iterations really must 
be done sequentially, as the pro
gram prescribes. If each new calcu
lation depends on values calculated 
in a previous iteration, sequentiality 
is required. Otherwise the compiler 
might well be able to convert the 

loop into parallel machine code, al
lowing the computer to do all calcula
tions simultaneously. 

Consider a program for multiply
ing two matrices, a basic procedure 
in numerical computing. Each ele
ment in the result matrix represents 
the "inner product" of a row in the 
first matrix and a column in the sec
ond. To get the element in row i, col
umn j of the result matrix, we multi
ply each element in row i of the first 
matrix by the corresponding element 
in column j of the second matrix
first element times first element, sec
ond times second and so on-and 
sum the products. A convention
al program for matrix multiplication 
might include two loops, one inside 
the other-an inner loop for the pair
wise multiplications and an outer 
one for computing successive inner 
products. On each iteration the outer 
loop takes a row and a column, does 
the multiplications by way of the in
ner loop and sums the products. 

Because each iteration is logically 
autonomous, a parallelizing compil
er might convert the loop into paral
lel code. If we are multiplying, say, 
two square matrices, each with 500 
elements on a side, then by paral
lelizing the outer loop and doing the 
inner-product computations simulta
neously we can speed up the compu
tation by-in the best case-250,000 
times. ("In the best case" here means 
"on a computer containing 250,000 
processors." So far no general-pur
pose machine this large exists; the 
smaller number of processors in ex
isting machines sets an upper limit to 
the speedup by forcing each proces
sor to do several of the potentially 
parallel steps in sequence.) 

Dataflow computers offer anoth
er way to take advantage of implic
it parallelism. These machines are 
usually not aimed at the dusty-deck 
problem, since they tend to be con
ceived together with a new style of 
programming. But they address the 
same basic question: how to avoid 
explicitly parallel software models. A 
dataflow-machine program does not 
specify an execution sequence. The 
only constraints on its order of ex
ecution are those that are forced 
by the program's logical structure. 
Any two instructions can be execut
ed by separate processors simultane
ously, unless one instruction needs 
a value the other is directly or indi
rectly responsible for computing. In 
that case its execution is postponed 
until the datum arrives. Data flow 
from instruction to instruction as 
the program executes. 
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• Imagine a workstation with real-time 3D color graphics 
and all the compute power your applications require. 

Prime Computer, a Fortune 500 company and a 
pioneer in providing engineering and scientific systems, 
introduces the workstation of your dreams. The PXCL ™ 
5500 workstation. For over 15 years Prime has struck the 
perfect balance between engineering experience and 
innovation. It's only natural that we now bring you a work
station that exemplifies this symmetry and raises it to a 
higher dimension. A system that perfectly balances high 
computational processing power with three-dimensional 
color graphics. 

Some workstaaons give you extraordinary 30 graphics. 
Others may offer exceptional computing capability. But 
the PXCL 5500 workstation has the unsurpassed power 
and sophistication to give you the 30 color graphics you 
need, when you need them. 

• Your ideas never looked so good so fast. 
The PXCL 5500 system has the graphic capability to 

make your ideas look even better than you'd imagined. 
With its customized geometry circuits, it is capable of 
transforming and rendering the most complex images, 
turning your ideas into pictures that can represent poten
tial products. At the heart of the system is a variety of 
custom VLSI dedicated graphics processors, true color 
capability (a palette of 16.7 million colors), and full RGB 
and look-up table color selectable on a per-window basis. 

A Power beyond pictures. 
And to all this incredible color, dimension and detail, 

the PXCL 5500 workstation applies remarkable speed. 
Over 145,000 30 floating point transformations per sec
ond. No more waiting for your workstation to create 30 
shaded images or complex simulations. Because the 
PXCL 5500 system is so interactive, you may find your 
workstation waiting for you. 

The speed of the PXCL 5500 workstation isn't limited 
to graphics. Featuring a 10-MIPS CPU engine, with up to 
16Mb of main memory, and using the most advanced 
RISC technology, the PXCL 5500 system can easily run 
the most demanding engineering and analysis pro
grams. And all that power is housed in a slim 26" cabinet 
that fits easily under a desk. 

• Imagine the possibilities. 
With an operaang system based on UNlX™ System V3, 

the PXCL 5500 system makes it easy to develop or port 
your own softvvare or run a wide array of applications 
ranging from industrial design to computational fluid 
dynamics to computer-aided manufacturing. And with 
Ethernet - TCP/IP communications, this workstation will 
fit easily into any engineering and scientific computing 
environment. 

Whether you're a software developer or an end user, you 
can easily imagine the benefits you'll reap from this perfect 
balance of speed and power. Working with the Prime PXCL 
5500 workstation, your possibiliaes are truly endless. 
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D Please send me a free copy of Dr. Thomas Banchoff's report, 
"Discovering the Fourth Dimension." 

D Please send me additional information on Prime's PXCL 5500 
workstation. 

D Please have a sales representative contact me. 

Name ________________________________________ __ 

Title __________________________________________ _ 

CompanyName __________________________________ __ 

Address ________________________________________ _ 

City, State, Zip ___________________________________ _ 

Phone ________________________________________ _ 

Now you can read about what the PXCL 5500 workstation did for 
Dr. Banchoff. And imagine what it can do for you. 
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PROGRAM STRUCTURE 
DATA STRUCTURE 

STYLES OF COMMUNICA nON distinguish parallel-program 
models. The message-passing model establishes many subpro
grams (left), each with its own data structures (the arrays, lists 
and other patterns of data that are transformed by active pro
gram structures). The subprograms are barred from one anoth
er's data structures; they can communicate only by sending mes-

sages. In a second approach, seen in programs for a computer 
known as the Connection Machine, many identical program 
structures carry out a single instruction, issued by a "boss" pro
gram, to transform many parts of a data structure (middle). A re
lated approach allows simultaneous operations on the same 
data structure by unsynchronized program structures (righl). 

Thus (in a sense) the computer it
self and not the program sets up par
allel threads of activity. The lan
guages that are usually associated 
with dataflow machines, "functional 
languages," make it easier for the 
machine to decompose the program 
into parallel activities. These lan
guages simplify the data relations 
among statements by allowing a pro
grammer to set the value of a vari
able once only. After a variable's val
ue has been set, other parts of the 
program can use the variable freely 
and simultaneously without worry
ing about whether and when its val
ue will change. 

Work now under way (at the Massa
chusetts Institute of Technology, the 
University of Manchester and the 
University of Utah, among other in
stitutions) on dataflow machines and 
functional languages will shed light 
on the workability of this automatic 
approach to parallelism. It should be 
noted, too, that functional languages 
are not strictly wedded to dataflow 
machines. Some investigators feel 
that their simpliCity and closeness to 
purely mathematical models of pro
gramming make them interesting in 
their own right, regardless of paral
lelism. Others (Paul Hudak of Yale 
University is a notable example) are 
using them as clean and elegant bas
es for explicitly parallel languages
our next topic. 

If parallelism can be found automat
ically, why go any further? Why 

bother to create new, explicitly paral
lel software models? In fact automat
ic transformations work well only for 
certain kinds of programs. A parallel
izing compiler, for example, rewrites 
a sequential program in parallel ma
chine code on the basis of the pro
gram's expected behavior. Many pro
grams-numerical computations in 

particular-do unfold in a predictable 
way, and so a compiler can reliably 
determine which parts of the task 
can be done in parallel. Some pro
grams, though, have execution pat
terns that are complicated or unpre
dictable, and here the impliCit paral-

.Ielism is harder to discover. Many 
'
artifiCial-intelligence programs, for 
example, seem to fall into this group. 

Automatic transformations have a 
more basic drawback: they can dis
cover the parallelism latent in an ex
isting algorithm (the procedure by 

which a program solves a problem), 
but they cannot invent new, fun
damentally parallel algorithms. Pro
grammers who are freed to think in 
parallel sometimes invent entirely 
new ways of solving problems. In 
order to embody their inventions 
in working programs they need lan
guages that allow parallelism to be 
expressed-languages based on par
allel software models. 

The second and third answers to 
my initial question, then, are embod
ied in two broad approaches to ex-

MESSAGE-PASSING PROGRAM computes the relative motions of several objects inter
acting by gravity (a). One process is in charge of each object. In each computational cy
cle each process circulates a message giving the position of its object to half the other 
processes and is visited by similar messages from the remaining processes (b). On re
ceiving a message, each process computes the force between its object and the object 
whose process dispatched the message and adds the result to the message. Thus each 
process learns about half the forces affecting its object from the returning message 
and computes half itself (c). Each process can then update the position of its object (d). 

93 
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PROGRAM for the Connection Machine 
sorts a sequence of numbers, each of 
them assigned to a single process. Each 
process simultaneously checks the last 
position (the least significant bit) in the 
binary version of the number. Numbers 
with a 0 move to the head of the sequence: 
they are reshuffled among the machine's 
memory elements. The procedure is re
peated for each bit position; numbers 
with the same bit retain their relative po
sitions. After a number of steps equaling 
the number of positions in the largest val
ue, the line is sorted, smallest value first. 

plicit parallelism_ They can be dis
tinguished by the mechanisms they 
establish for communication among 
the parallel threads of activity. 

The first school envisions a collec
tion of parallel activities, each resem
bling a self-contained, conventional 
program. Each of these "processes," 
or subprograms, consists of program 
structures and data structures-ar
rays and lists, for example-just as a 
conventional program does. The pro
gram structures are active: they exe
cute instructions that transform the 
passive data structures. (The algo
rithm is embodied in the program 
and data structures jointly.) 

Processes that are collaborating on 
a problem will ordinarily need to 
share data. But here data structures 
are sealed within processes, and so 
processes cannot draw on one anoth
er's data directly. Instead they ex
change messages. When one process 
has data for another, it generates a 
message and hands it to a process of 
a different kind, a message-delivery 
program. The message-delivery pro
gram routes the message to its desti
nation. The scheme adds complexity 
to the program as a whole: it means 
that each process must know how 
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to generate messages and where to 
send them. But it also solves the diffi
cult problem of coordinating commu
nication among the processes. 

Suppose processes could refer di
rectly to one another's internal data 
structures. They would be free, then, 
to read inconsistent or incomplete 
values that were still in preparation 
and not ready for use by outside 
processes. Requiring all communica
tion to take place through messages 
solves such coordination problems; 
messages are generated only when 
complete and self-consistent data are 
available. 

The complexity of most message
passing schemes means they are 

best suited to problems that break 
down into relatively big, largely in
dependent units whose communica
tion needs can be reduced to a simple 
and regula.r exchange of messages. 
Consider, as an example, simulating 
the movements of n objects as each 
object exerts gravitational attraction 
on the rest. The task can be stated 
simply, but it requires much compu
tation; simulations of large systems 
unfold slowly on conventional com
puters. A good way to make them run 
faster is to compute the forces on all n 
bodies in parallel, update their posi
tions and repeat the computation. 

One message-passing approach to 
the problem, described by Charles 
L. Seitz of the California Institute 
of Technology, creates n processes, 
one for each object. During each 
computation cycle each process cir
culates a message containing the cur
rent pOSition of its object to half of 
the other processes and receives 
similar messages from the other half. 
Suppose a message from Pj (the proc
ess in charge of object j) makes its 
first stop at Pk (the process in charge 
of k). Pk then computes the current 
forces between k and j, adds this in
formation to the message and relays 
it to PI' The message eventually re
turns to Pj carrying a record of the 
forces between j and half of the other 
objects in the system. Similar mes
sages from the remaining objects in 
the system have meanwhile visited 
Pj' carrying the information it needs 
to compute the rest of the forces af
fecting j. Pj can now calculate the net 
effect of all forces on j's position. 

The substantial work required of 
each component process means that 
this nobody solver, like most mes
sage-passing software, is best suited 
to a fairly coarse-grained machine
one with powerful processors, but 
fewer of them than are found in a 

"fine-grained" computer. Systolic 
programming, a radical variant of 
message passing, is an exception to 
the coarse-grained rule. A systolic 
program dispenses with the mes
sage-delivery process; it runs on a 
machine that is wired for the speCific 
communication pattern required by 
the algorithm. The geometry of the 
machine mimics the geometry of the 
program. Data are pumped rhythmi
cally ("systolically") through the 
fixed network. The fixed communi
cation patterns mean that systolic 
computers are usually fine-grained 
machines that are best suited to solv
ing problems with many simple 
parts. A hard-wired communication 
scheme also limits them, ordinarily, 
to special purposes. 

In message-passing programs every 
data structure is sealed inside some 

process. In the other large and di
verse set of approaches to parallel 
programming many processes can 
share access to the same structure. 
In one instance of this approach ev
ery element of a large data structure 
can be modified simultaneously by 
a string of identical processes tak
ing orders from a single "boss" proc
ess. In another, rules are established 
by which many processes can gain 
access to common data on their 
own initiative. 

The first approach is tied to specif
ic hardware; it is embodied in sever
al programming languages designed 
for a parallel computer called the 
Connection Machine [see "The Con
nection Machine," by W. Daniel Hil
lis; SCIENTIFIC AMERICAN, June]. The 
Connection Machine is a fine-grained 
parallel computer that can be de
scribed as an "active memory." The 
machine's memory is divided (in 
what is now the largest model) into 
roughly 65,000 small pieces, each 
one controlled by its own simple 
processor. Connection Machine pro
grams mimic this structure; they rely 
on data structures that are distribut
ed over the active memory, one data 
element per processor. Such data 
structures in effect transform them
selves as each processor carries out 
the same instruction in lockstep syn
chronization. Thus a program might, 
say, multiply a set of 10,000 values 
by 3 simply by storing each value 
in a separate active-memory element 
and issuing the instruction "Every
one multiply your contents by 3." 

A surprisingly large number of pro
cedures work well in this environ
ment; one example is sorting num
bers, a basic operation throughout 
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computer science. One sorting pro
gram for the Connection Machine is 
based on an algorithm called radix 
sort. In the Connection Machine's 
version (which is derived from a re
lated sequential version), the unsort
ed numbers are arranged one to a 
processor-that is, one to an active
memory element. Every process si
multaneously checks the least signif
icant bit in the string of a's and 1 's 
that represents the number in binary 
form. Numbers with a a in this posi
tion move forward in the sequence; 
numbers with a 1 move back. (A 
number can hop directly from one 
active-memory element to any oth
er.) The relative positions of num
bers with the same bit are main
tained during the reassortment. The 
procedure is repeated for the next 
bit, and after a number of iterations 
equal to the number of bits in the 
largest number an ordered sequence 
is produced, smallest number first. 
Up to a limit set by the machine's 
65,000 processors, the procedure is 
equally fast no matter how many 
numbers are sorted. 

The Connection Machine allows 
many things to happen to the 

same data structure at the same time, 
and it coordinates all this activity by 
providing a single boss process and a 
chorus line of faithful workers to car
ry out orders. Another shared-data
structures approach handles the co
ordination problem by allowing a 
roving process to seize a temporary 
monopoly on the chunk of data it 
is transforming, thereby preventing 
other processes from acting on the 
same data at the same time. In con
trast to the neatly regimented style 
of Connection Machine programs, 
this second approach is adapted to 
more loosely organized, heterogene
ous problems. It is based, moreover, 
not on a specific machine but on 
a construct unrelated to hardware 
called tuple space. The approach is 
embodied in a language called Linda, 
developed by Nicholas Carriero, me 
and others in our group at Yale. 

Picture tuple space as a formless 
bag filled with interacting objects 
called tuples-where a tuple is sim
ply an ordered set of elements. Tu
ples come in two kinds. Active tu
ples play the role of processes in the 
message-passing model: they do the 
work of computation. They com
municate by generating, reading and 
consuming passive tuples. But un
like messages in a message-passing 
program, passive tuples are integral 
parts of the tuple-space program: 

they hold its shared data structures. 
Passive tuples come and go as the 

program executes, like notes tacked 
on a bulletin board and then un
tacked again. Active tuples that need 
data can either read passive tuples or 
consume them; as active tuples de
velop results, they generate new pas
sive tuples (they tack up new notes). 
An active tuple that has finished 
computing turns into a passive tuple 
holding the computation's final re
sult. In Linda, then, a parallel pro
gram is a swarm of simultaneously 
computing active tuples surrounded 
by and ultimately blending into a 
haze of passive tuples. 

A Linda program for matrix multi
plication might store the rows of one 
matrix and the columns of the other 
one in passive tuples, one row or col-

umn per tuple. Active tuples repeat
edly read a row, read a column, com
pute their inner product and dump 
the result in a new passive tuple. The 
more active tuples there are, the fast
er the program runs (up to a limit de· 
termined by the size of the hardware 
and the size of the problem). A differ
ent solution might take advantage of 
the fact that active tuples turn into 
passive ones when they have fin
ished computing: the program would 
represent the result matrix as a series 
of active tuples, each of them respon
sible for computing one inner prod
uct. The active tuples Simultaneous
ly calculate one inner product each 
and then turn into the result. 

Because tuple space makes it easy 
for tasks to be divided on the fly and 
for a program's shape to change as 

TUPLE-SPACE PROGRAM for matrix multiplication divides the data (the contents of G 
and H, the matrices to be multiplied) among objects called passive tuples (green) and 
divides the work of computing inner products among active tuples (blue). To find out 
which inner product should be computed next, an active tuple consumes a passive tu
ple specifying the row and column to be multiplied (a). It updates the data in prepara· 
tion for the next active tuple looking for work and regenerates the passive tuple (b). It 
then finds and reads the tuples holding Riand Ci' the row and the column (e). After com
puting the inner product, Pi,i' the active tuple generates a new passive tuple to hold the 
result (d). (Other active tuples are busy computing other inner products.) IN, OUT and 
READ are operations in Linda, a language developed by the author and his colleagues. 
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LINDA-SPECIFIC PROCESSOR 
MAIN PROCESSOR READ ("ROW", 1 5, ? VALUE) OUT ("ROW", 1 5, [1 7,19,5]) ("ROW", 1 5, [17,19,5]) 

t 
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CREATING A TUPLE SPACE, in which any active tuple can gain 
access to any passive tuple, is a difficult task on a parallel com
puter in which the memory is divided among the processors. In 
the Linda Machine, a parallel computer being built at the AT&T 
Bell Laboratories specifically for the tuple-space language Linda, 
the memory is distributed among many separate nodes, or sub
computers, wired together in a grid (left). To read a passive tuple 

containing, say, the row of values identified as row 15, an active 
tuple projects a READ request accompanied by a partial descrip
tion of the passive tuple to all the other nodes in the same row 
(a). Another computation may still be generating the tuple; when 
it appears on some node, that node projects its own signal down 
its column (b). The node where the read request and the signal 
from the passive tuple intersect (c) then routes the data (d). 

it executes, it is a promising basis 
for representing complex and rapid
ly evolving systems in microcosm. 
Consider, strictly by way of illustra
tion, a parallel program that main
tains a real-time model of the current 
state of U.S. air traffic. Whenever an 
airplane takes off, a passive tuple is 
created to hold constantly updated 
information reflecting the system's 
best guess about the plane's status. 
Data on weather conditions, airport 
conditions and so on are maintained 
in other passive tuples. 

The program's active tuples, com
puting in parallel, evaluate this 
changing picture and make traffic
control recommendations. The sys
tem's ability to refocus its concentra
tion is crucial: when some sector is 
particularly busy, many active tuples 
can crowd around to help out. When 
traffic is light, active tuples can turn 
their attention to background tasks
sifting through passive tuples that 
have "landed," for example, in order 
to compile statistics. No Linda pro
gram this ambitious exists so far, but 
simpler programs of this kind are un
der development. 

How can such fluid software ma
chines inhabit the rigid circuitry of a 
physical computer7 On parallel ma
chines in which all processors are 
wired to a common memory, tuples 
are kept in this shared memory. Ac
tive tuples are assigned to processors 
as necessary to keep them busy, and 
each active tuple has access to all 
passive ones. Creating a tuple space 
on a machine with "distributed mem
ory"-memory that is divided among 
the processors, with none shared in 
common-is a harder problem. But 
tuple-space systems do exist on a 
variety of such machines, and a 
new distributed-memory machine 
designed speCifically for Linda is 
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now being built in Sudhir R. Ahuja's 
group at the AT&T Bell Laboratories. 

Each of the competing software 
models has its strong points. Paral
lelizing compilers appear to work 
best for a 

"
fairly narrow range of 

programs, but since this class is 
extremely significant to numerical 
computing, parallelizing compilers 
will continue to be important. Mes
sage passing is a good model when 
programs decompose naturally into 
logical networks of separate and fair
ly independent pieces; opponents ar
gue, though, that it imposes a stilted 
and unnatural programming style. 
Linda shares (and may even improve 
on) message passing's tolerance for 
unsynchronized, diverse program 
structures and adds the naturalness 
of shared data structures, but experi
ence with Linda is not yet sufficient 
to prove the tuple-space system's 
power in the large. Although the Con
nection Machine model demands 
synchronism and a certain amount 
of homogeneity, few other program 
models can approach its ability to 
make the most of massive, fine
grained parallelism. 

Even as research and tinkering on 
working software models contin

ues, the pursuit of parallelism is lead
ing computer scientists to ask funda
mental questions about the nature of 
programs. The parallelism we have 
considered so far is peripheral to the 
real nitty-gritty of computing. It is 
more of an expedient to be called in 
when a big, slow program needs a 
kick in the pants than it is a basic 
thought tool. But there is another 
vantage point. If we clamber up to 
this out-of-the-way spot and look 
down on computing from exactly the 
right angle, we find that parallelism 
of a certain kind is central and om-

nipresent in all of programming. 
In a sense it is impossible to think 

of a computation that is not funda
mentally parallel. Consider by way of 
analogy the recipe for a chocolate
chip cake. Computer programs are 
often likened to recipes: both are de
signed to transform input into some 
kind of output. Recipes are usually 
understood to be strongly sequen
tial. The cake recipe, for example, 
might be expressed as follows: (l) 
Make the batter, (2) add chocolate 
chips, (3) dump the preparation into a 
cake pan and bake it, (4) make icing 
and (5) spread the icing on the cake. 
But the cake recipe is also impliCit
ly-albeit paSSively-parallel. To car
ry it out a series of objects must exist 
simultaneously: a bowl, a mixer, a 
cake pan, an oven, a cook. For a bowl 
to exist and then an oven and then a 
cook in a sequence of nonoverlap
ping lifetimes is just as unsatisfactory 
as it is for the mixing and the baking 
and the icing of the cake to take place 
simultaneously. 

Virtually any program is funda
mentally parallel in the same sense: it 
consists of a collection of pieces
function definitions, data structures, 
executable statements, for exam
ple-all of which must exist in paral
lel for the program to work. Where 
does this observation lead? In one 
important sense, computations look 
just the same from this new angle as 
they do from the traditional point of 
view. In other words, there seems to 
be a basic symmetry in the structure 
of computations. 

The symmetry amounts to the fol
lowing. From the traditional view
point, most computations consist of a 
series of steps, each defined in terms 
of another series of steps, each of 
which consists of another series of 
steps and so on. On the largest scale 
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Don't hold back now. 
How do you really feel about 

workfug with columns? 
Columns. The black hole of 

word processing technology. 
Try to move a column with 

your present word processor. 
Good luck. Try to add or delete 
a column. Sorry. 

Lotus Manuscript'" can 
change how you feel about 
working with columns. Really. 
Because Lotus Manuscript 
thinks vertically as well as 
horizontally. 

fmerting a column with 
your present word processor 
would be a true test oj 
patience, right? 

Consider this. On ordinary 
word processors, when you 
create a table, or put any 
information in columns, you It's simple with Manuscript, 

because Manuscript 
work horizontally, using tabs thinks vertically as well as 

change information, even 
delete, move or insert col
umns, without the usual litany 
of expletives deleted. 

And it's not just limited to 
columns you create yourself. 
Take tables from Lotus® 1-2-3® 
or Symphony� for instance. 
When you import that tabu
lar information into Lotus 
Manuscript, it recognizes it as 
columns, so you can change, 
delete, move, insert or format 
this material as well. You can 
even dress up your tables 
with a variety of boxes and 
borders. 

to create a vertical effect. horizontally. 

With our sophisticated table editor, 
you can actually create each column 
independent of one another. You can 

As you can see, Lotus Manu
script is not just another word processor. 
It's a complete document creation sys
tem, with more impressive features than 

we could ever go into here. 
Lotus Manuscript is designed to work 

on most IBM® PCs and compatibles.* 
Its familiar 1-2-3 interface makes it 
easy to use. And our Manuscript eval
uation kit makes it easy to try. For 
$10.00, you'll get a presentation disk, 
working software, and a tutorial man
ual. Th get your evaluation kit, call 
1-800-345-1043, ask for lot BT-1450. 
Or, for more infor-
mation, see your (,."lk'n'lrlI' 
Authorized Lotus ;.-.:::_::::_.-__ 
Dealer, or write 
Lotus Development 
Corp., 90 Annex, 
Atlanta, GA 
30390-03070. 

Lotus ManuscriptTM 
© 1987 Lotus Development Corporation. Lotus, 1·2·3, and Symphony are registered trademarks and Lotus Manuscript is a trademark of Lotus Development Corporation. 

IBM is a registered trademark oflnternational Business Machines. 'Manuscript and Manuscript Evaluation Kit require 512K and a hard disk. 
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each step might be a complex sub
routine; these might execute sim
pler routines, which might evaluate 
sequences of statements, which 
resolve ultimately to primitive ma
chine operations. From the sequen
tial angle this makes a computation
up to a certain point-self-similar, 
like the coastline of Maine. The com
putation's texture is much the same 
on any scale. Large features resolve 
to medium-size features, which hold 
smaller features and so on. 

From the symmetric, spatial view
point, programs are constructed in 
much the same way. On the coarsest 
level they are often collections of 
code files or modules, which prob
ably contain subroutine definitions 
and data structures, which in turn 

a 

b 

may contain finer-grained declara
tions, and so on down to primitive 
values and variables and executable 
expressions (and ultimately to sin
gle words of memory). Conventional 
programming languages take advan
tage of temporal self-similarity by al
lowing the programmer to treat steps 
of any size as being equivalent, so 
that two complex or two simple oper
ations can be strung together in the 
same way and the same kind of loop 
can, for example, execute a million 
operations per iteration or a dozen. 
Parallel, or "spatial," self-similarity is 
hidden, however: programmers are 
forced to define objects differently 
on different scales. 

A new class of programming lan
guages supports self-similar structur-

EVALUATE 
-- ----

C (ALPHA 

(NAMEX 10) 

(NAMEY(+S3)) 

(+ XV) 

(- XV)) 

EVALUATE 

(ALPHA 

(NAMEX 10) 

(NAMEY 8) 

18 

2) 

-.... - -.... .... 
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SYMMETRIC PROGRAMMING LANGUAGE recognizes the basic symmetry in the 
structure of computations (a). A program is executed over a certain period of time, and 
it takes up a certain amount of "space" within a computer. Conventional programs treat 
a computation as a temporal sequence of steps, with smaller steps nested inside larger 
ones. A computation has much the same aspect when it is viewed from the spatial angle 
as a collection of coexisting objects (which might be modules, data structures or proce
dure definitions). A symmetric-language program (b) specifies a computation as a map 
of objects, which may be as simple as a value or a variable definition or as complex as a 
large subprogram. When the program is run, all the elements (E) are evaluated in paral
lel to yield a new map of results (R). A simple program in the language Symmetric Lisp 
(c) specifies a sequence of objects, which are transformed as the program is executed. 
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ing along both the spatial and the 
temporal axes. These "symmetric" 
languages, which our group is devel
oping in partnership with Suresh ]a
gannathan of M.LT.,  Thomas London 
of Bell Laboratories and other col
leagues, enable programmers to de
compose computations not only into 
temporal sequences of successively 
simpler steps but also into "parallel," 
spatial sequences of successively 
simpler objects. In a symmetric-lan-· 
guage program the parallel objects 
that are hidden within a convention
al program are laid out in the "space" 
within a computer. They are ar
ranged in a definite spatial pattern 
(we know where each object is locat
ed, just as we know when each step in 
a temporal series takes place), and 
additional objects may be nested
again in a definite pattern-within 
each object. Objects can refer to each 
other either by position or by name. 
Thus an object containing the num
ber 3 might be named x; another ob
ject's contents might be given as 
x + 5 or, perhaps, as "the contents of 
the 17th object from the left" + 5. 
The text of a symmetric-language 
program, then, describes the con
tents of each object and its position 
on a map. 

When such a program executes, all 
regions are evaluated simultaneous
ly, and the result is a new map that 
shows the final state of each object 
and matches the original map of un
computed expressions. The symmet
ric program in execution resembles a 
photographic negative in the process 
of developing. 

W hat we learn about building par
allel software machines may ul

timately change our understanding 
both of programming and of the lim
its of computing. Parallel programs 
are (potentially) vastly more pow
erful than old-fashioned sequential 
ones. Where does it all lead? Parallel
ism will transform many realms of 
activity, from graphics to real-time 
monitoring programs to artificial in
telligence and beyond. Perhaps most 
important, parallelism will make it 
possible to model and analyze natu
ral phenomena at a vastly more so
phisticated level than we can attempt 
today. Martin H. Schultz of Yale de
scribes the ultimate goal of research 
into parallelism as "the elimination 
of experimental science." Schultz's 
thought isn't meant literally-we do 
need a smattering of real data so that 
we can debug our computer mod
els-but it should give us pause. 
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Part II of a Report by 
Andrew Hargrave 

Poised For The Next Big leap 

"T he Year 2000 holds great prom
ise in terms of markets, econ
omics and technology ... but it 
will also create great challenges 
for sovereign nations, corpor
ations, social and political organ
izations and the individual." - Ed
mund B. Fitzgerald, Chairman and 
Chief Executive Officer, Northern 
Telecom Ltd.! 

TELECOM '87 which opens in 
Geneva later this month will il
lustrate and underscore in great 

. detail both the promise and the 

challenges. Technology and cost
effectiveness will run hand in 
hand throughout the exhibition 
and the forum - the latter with 
the global theme of "Communi
cations Age: Networks and Ser
vices for a World of Nations" -
for the benefit of both users and 
suppliers. The Geneva show will, 
among others, provide a bridge 
between the two sides, promote 
mutual understanding of one an
others' needs and aspirations in 
the development of products, 
systems, services and ideas, some 
on the market, some proven, 
some in the experimental stage, 
some only a distant possibility. 

The changing nature and role 
of communications was under-! Iined recently by Mr. Richard E. 
Butler, Secretary-General of the 

Source: Siemens 

International Telecommunications 
Union which sponsors the four
yearly show. "We see the huge 
expansion and diversity of ser
vices which even today we are 
unable to predict effectively, nor 
to define . . .  Once they were a 
useful adjunct to activity; today 
they are the integral part of many, 
and particularly large-scale activi
ties, be it government, public ser
vice, manufacturing, commercial 
or servicing in any community." 

Information management, a 
$800 billion-a-year industry 
worldwide, is one of the major 
factors in economic progress as 
well as a key to a high rate of em
ployment, be it an advanced in-

1 Telecommunications in the Year 2000 - speech to 
a business audience in Stuttgart. Tl 
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In 1837 it was 

"dash, dot, dash" 

which brought com

munication technol

ogy a decisive step 

ahead. The sequence 

of short and long elec

trical signals, the 

From "dash, dot, 
dash" to "On, off, 
on". The develop
ment towards ISDN. 

and data network will 

be combined to make 

one single extensive 

and above all efficient 

network. The pleasant 

result of this co-oper

ation: The different 

morse alphabet, made it possible to transmit 

messages by wire. 

ISDN today's decisive step in tele

communications works according to a prin

ciple that is just as simple. The letters stand 

for "Integrated Services Digital Network" 

and that means that soon all telecommuni

cation services will have one common lan

guage, namely a digital one. Or else "On, 

off, on". 

This means that traditional technology 

will be replaced by future-oriented elec

tronics. I n the telephone network of the future 

speech, text, data and pictures will be trans

mitted digitally. The telephone works on the 

same intelligent technology as a computer 

does, namely digitally. Furthermore, the 

telephone network and the integrated text 

ty pes of terminal 

equipment, from the computer to the tele

phone, communicate via 

the same subscriber line. 

The Deutsche Bundespost 

developed the ISDN in two 

pilot projects until it was 

ready for mass production 

and furthermore fixed a 

Spe€Chtf,ssR-
text • '"''"' 

PIcture

. 

• 1.1.. 
ata 

Integrated SelVices Digital 
Network is the name of the idea 
for the future. 
This telecommunication 
network makes it possible to 
transmit speech, text, 
pictures and data via one 
uniform network. 

clear extension concept for ISDN. 

Of course it also considered the pos

sibilities of international co-operation. For 

the Deutsche Bundespost there is another 

standard for the future of new communica

tion sy stems apart from economic efficiency, 

quality and progress - that is international 

communication worldwide. 

R Deutsche Bundespost 
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dustrial country or a less devel
oped one. Put another way while, 
for example, in an advanced 
country like the United States, in
formation management itself ac
counts for "only" 6-7 percent of 
the gross national product, "in
formation dependency" (accord
ing to Mr. Fitzgerald) exists in re
spect of 60-7 0 percent of the 
total US workforce - ten times 
that figure. 

Boom conditions for the in
dustry over the next decade and 
more are widely predicted. Mr. 
Butler estimates the number of 
telephones worldwide (650 mil
lion at present) should rise three 
to six-fold by the end of the cen
tury, with annual increases in em
ployment averaging 230,000 to 
400,000, half of them new jobs. 
At the same time, economies of 
scale should result in a 30 per
cent drop in production costs 
every time output doubles. 

During the same period (Mr. 
Fitzgerald forecasts) the infor
mation management industry's 
sales worldwide should rise five
fold, to $4,000 billion a year, if 
present growth rates continue. 
FORUM '87 ,  which runs right 
through the week-long exhibition, 
covers five major themes: tele
communications policy, services 
(including technology, inno
vations, new materials, etc.), the 
legal framework, infrastructure 
and economic growth, regional 
network development and inter
national communications. 

Part II of TELECOM '87 Pre
view (the first part was published 
in May) seeks to report, interpret 
and analyze some of the issues. 
It also attempts to provide a 
glimpse of future, even more 
revolutionary developments. 

ISDN - Benefits and Pitfalls 

The integration of dataprocessing 
and telecommunications within 
ISDN should benefit both the 
users and the suppliers. 

THE OM '87 

- For the subscriber, especially 
the business ones, the main 
benefit lies in the simplicity and 
functionality of a single terminal 
combining a host of, hitherto 
separate services - a single 
switch and pair of wires (or 
eventually optic fiber) giving 
access to the whole world out
side - with one, hopefully 
cheaper account to settle at the 
end of the payment period. 

- For the PTTs, ISDN should 
mean higher revenues, im
proved networking capabilities 
for both residential and business 
users and, in the longer term, 
cost savings. 

- For the manufacturers and asso
ciated providers of systems, 
software, materials, etc., ISDN 
is a supreme opportunity for 
growth in terms of technological 
advance, sales and profits. 

Of course, there are always 
winners and losers in a techno
logical revolution, even in the 
context of the same technology. 
As Mr. Eric Nussbaum, of Bell 
Communications Research (Bell
core), remarked (Quoted in Com
munications Systems Worldwide, 
May 1987 issue) at a recent sym
posium (he was referring specifi
cally to switching, but it applies to 
other pieces of telecommuni
cations equipment as well) high 
development costs, competitive 
multiple supplier situations, rapid 
technological obsolescence and 
unquantifiable customer needs 
and demands were "all taking 
their toll on the technologists' 
dream of creating truly new gen
eration switches again." 

DGT, the French PTT which 
pioneered digital exchanges in 
the early 197 0s, has been publicly 
talking about the possibility of 
beginning to install new systems 
within the next 5-7 years. At 
present, the French network relies 
exclusively on the virtually inter
changeable E10-B (CGE-Alcatel) 
and E10-MT (Thomson, CGCT) 
digital systems. 

It may therefore be no coin-

'ADVERTISEMENT 

cidence that the move, merging 
CGE's telecommunications sub
sidiary Alcatel with ITT's telecom
munications interests, originated 
in France. Alcatel NV, the joint 
group and second largest public 
switching supplier in the world 
(after AT&T) has now two switch
ing systems - the older El0-B 
and ITT's unique, fully distributed 
System 12, the newest digital 
switching system in the world. Ac
cording to Mr. Jo Cornu, Alcatel's 
Vice President of public network 
systems, (a former ITT executive), 
although the new group's two 
fundamentally different systems 
will continue to be marketed, 
"identical solutions" to problems 
are being sought. 

Standardization is, of course, 
vital to progress to link smoothly 
and efficiently a diversity of net
works and systems as well as their 
nuts and bolts. The opening up of 
national markets to real inter
national competition is also con
sidered important, particularly for 
manufacturers such as Ericsson 
and Philips which operate from a 
narrow domestic base. But the 
dismantling of national barriers is 
also vital for other leading sup
pliers for whom volume sales are 
essential to spread the huge cost 
of developing existing systems as 
well as initiating new ones. 

The Market: Who is doing 
what and where 

One of the outstanding features 
of the convergence of datapro
cessing and telecommunications 
has been the proliferation of 
mergers, takeovers, alliances, 
partnerships and joint ventures 
across the whole spectrum of the 
information technology industry. 
But while the pooling of re
sources - human, technological 
and financial - has been a signifi
cant factor in such moves, it is 
by no means the only one. Ac
cess to hitherto jealously guarded 
and politically motivated national 

T3 
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Table I 
Europe: Estimated Public Switching Market Shares by Country for leading 
Suppliers - 1985 

Country Alcatel') Siemens L M Ericsson Others 
% % % % 

Austria 25 25 Kapsch 252) 
Schrack 252) 

Belgium 78 22 
Denmark 2 10 8 6  B&O 2 
Spain 72 28 
Finland 4 18 36 Nokia 42 
France 84 _2) CGCT 163) 
Great Britain 10 GEC 40, Plessey 40 

STC 104) 
Ireland 50 50 
Italy 20 12 18 Telit 505) 
Norway 60 40 
Netherlands 7 5 18 APT (AT&T/Philips) 70 
Portugal 50 50 
West Germany 32 50 Bosch (Telenorma) 7, 

IBM 5 
Sweden 20 Televerket 806) 
Switzerland 35 23 Hasler 42 

Total: Europe 37 21 11 Telit 6, GEC 5, Plessey 5 

Source: Alcatel 
1) Alcatel (includes ITT's merged telecommunications activities). 
2) Northern Telecom licensees. 
3) CGCT (now Ericsson-Matra). 
4) STC (former ITT subsidiary, not included in Alcatel deal). 
5) Telit (combined Italtel and Telettra, now negotiating merger). 
6) Swedish PTT manufacturing its own equipment. 

markets has certainly been 
anotheL 

The recent, often bitter battle 
over the ownership of CGCT, 
with a 1 6  percent share of the 
public and 7 percent share of the 
private switching market in 
France has been a case in point 
It had been coveted by several of 
the world' s leading telecommu
nications suppliers, mostly with 
French partners - the main con
tenders including APT, the AT&T
Philips group (with SAT) and Sie
mens (with Jeumont-Schneider). 
Northern Telecom and Italtel 
were also among those who pu
blicly expressed interest 

In the event the winner was 
Ericsson, in some ways a "neu
tral" in the battle, in partnership 
with Matra. The latter had earlier 
acquired the private switching 
arm of CGCT, thus providing Eric
sson with a further outlet in the 
French market 

So there can be little doubt 
that in spite of the trend in recent 
years of liberalizing national tele
communications markets - a 

T6 

trend encouraged by the ITU as 
well as right-wing governments in 
major European countries -
there is still a long way to go in 
most of Western Europe. As 
Table I indicates, established na
tive suppliers still have the edge 
in the public switching field, even 
in some smaller countries. Others 
are captive markets for the giants. 

Europe represents about one
third of the total world market in 
telecommunications equipment, 
although European companies 

T able II 
Telecommunications Equipment Sales 
Worldwide: 1 985 

Company 

A T&T 
Alcatel 
Siemens 
Northern Telecom 
Ericsson 
NEC 
IBM/Rolm 
APT/Philips 
GEC 
Others') 

% Share 

16 
12 
11 

6 
5 
4 
3 
2 
2 

39 

1) include Plessey/Stromberg-Carison, Nokia, Telit, 
STC, Pirelli, Fujitsu, etc. 

'ADVERTISEMENT 

capture only around 1 0  percent 
of the sales. (This trend is, of 
course, accentuated by the US 
and Japanese domination of the. 
dataprocessing end of the mar
ket) 

In terms of the global market, 
Europe is somewhat overshad
owed by North America (includ
ing the US), with its 40 percent 
share of the total. (Like Europe it, 
too, has a substantial trade deficit 
in information technology pro
ducts.) This explains why, in their 
search for volume sales, most Eu
ropean companies, especially 
Siemens and Ericsson, are doing 
their utmost to gain a foothold in 
the US market The acquisition of 
Stromberg-Carlson, a minor but 
significant public switching suppli
er, by Plessey had the same pur
pose. 

Conversely, the size and im
portance of the European market 
in telecommunications, both pub
lic and private, is acknowledged 
in moves by North American 
companies to break into Europe, 
usually in partnership with estab
lished European firms. The setting 
up of APT by AT&T and Philips to 
develop a European version of 
the former' s 5ESS digital switching 
system - 5ESS-PRX - is only one 
spectacular example. 

Table II, compiled by Alcatel, 
may serve as a rough guide to the 
overall state of the worldwide 
telecommunications market 

Business Systems - A Growth 
Area 

While public switching is more of 
a headline-catcher through the in
volvement of governments, na
tional carriers and the use of poli
tical pressure by leading domestic 
suppliers, it is the private business 
sector which provides far more 
opportunities, and a somewhat 
less restricted environment 

Nevertheless Table III, which 
embraces the four largest Euro
pean countries as well as the US 
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As with so many ac
tivities, results are determined 
by the most skillful. On the 
playing fields and in the 
market those who are quick 
and responsive triumph over 
the large and ponderous. And 
so it is with Italtel. 

Today the world is grow
ing smaller. The "Global 
Village" is happening and we 
are an integral part of it. 

Italtel is designing, manu
facturing and delivering 
systems and equipment both 
for public and private telecom
munications as well as for of
fice automation. 

Italtel knows that a se
rious commitment to re
search and development i� of 
paramount importance to its 
success. 

There are more than 2,000 
people, more than 10% of the 
staff engaged in research and 
development. 

Almost 11 % of the sales 
revenue is committed to 
research and development. 

Italtel's culture is based 
on ideas and on the know
ledge that the customer must 
be served quickly and with in
telligent responses. 

Italtel's UT digital public 
switching system is just one 
example. We have many more, 
like the entire range of up-to
date digital multiplexers, fiber 
optic systems and rural radio. 

To get the full story, make 
a skillful decision: talk to 
Italtel. For more information 
write to: Italtel, International 
Sales Organization, via A. di 
Tocqueville 13 - 20154 Mi
lano, Italy. 

AOO®w@� 
TELECOMMUNICATIONS TODAY 

TELECOMMUNICATIONS TOMORROW 
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Release the energy of networking 
for your business. Meridian* services will 
let you share voice, data, text, and image 

as simply as you use a phone. Networking 
your information management tools.into 

one cost-efficient resource gives you a 
competitive advantage. Ask for Meridian 

services, provided through Northern 
Telecom products. Available from phone 

companies and other suppliers of 
communication systems. 
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Table III 
Office Systems (PABX) Market Shares in Europe and the US') 

West Germany % France % Great Britain % Italy % US % 

Siemens 36 Jeumont- British Italtel 29 AT&T 23 
Schneider/ Telecom 29 
Telenorma 35 

Telenorma 20 Alcatel/ Telit 30 Mitel (BT ) 16 Olivetti 25 N Telecom 23 
SEL (Alcatel) 17 T homson 21 Plessey 25 FACE Rolm (IBM) 15 

(Alcatel) 16 
Nixdorf 10 CGCT (Matra/ STC 12 FAT ME Mitel 9 

Ericsson) 7 (Ericsson) 6 
DeTeWe 8 GEC 9 NEC 7 
Tekade Others 23 
(philips) 7 

Sources: Olivetti, others (including Office Automation, May 1987 for US figures). 
1) All, except US figures (1985), are for 1986 

is a pointer that even in the pri
vate business switching (PABX ) 
market, the conditions applying 
to public switching, including 
partnerships, acquisitions and ma
jor adaptations of systems to suit 
local circumstances cannot be ig
nored altogether. 

It may be noted that all the 
major companies supplying digital 
systems for public networks are 
also competing in the substantial 
and fast-growing private switching 
market. In addition, one finds 
companies until comparatively re
cently associated with datapro
cessing, such as Nixdorf; or office 
machinery (Olivetti, DeTeWe); or 
telephony (Telenorma); or busi
ness communications (Mitel, now 
a British Telecom subsidiary) in
creasingly involved in this highly 
competitive market. 

Some, including major main
frame computer manufacturers 
have followed the IBM/Rolm 
route to capture a slice of the 
business communications market, 
especially with the advent of 
ISDN and the integration of data
processing and telecommuni
cations. 

Progress in digital PABX tech
nology is one major reason for 
both AT&T and Northern Telecom 
to take more than a passing inter
est in the European private 
switching market. (As Table III in
dicates, while both have a sub
stantial share in the US office 
communications market, neither 

no 

can claim a significant slice of the 
major European ones. ) 

For AT&T, the natural Euro
pean ally in private switching is 
Olivetti in which it already has a 
23.5 percent stake. The Italian 
company, second only to IBM in 
Europe's personal computer mar
ket and also/a leading supplier of 
office systems and machinery, has 
in the last four years risen to se
cond place (see Table III) in its 
domestic PABX market with the 
ICS 6000 system for larger busi
ness users. AT&T has carved itself 
a modest niche in the UK with its 
System 85, used mainly by US 
branches operating there. How
ever, the joint AT&T IOlivetti as
sault on Europe's business systems 
market is only just beginning. 

A joint design team has been 
working for some time on an "in
ternational version" of an AT&T 
business system called System 7 5. 
It is to be introduced in Italy 
(largely complementary to the ICS 
6000) and in the UK in the first 
place. As Mr. Gianfranco Casag
lia, an executive of Olteco (Oli
vetti's telecommunications arm) 
points out, System 7 5  is "tailored 
to the standards and requirements 
of business users in several Euro
pean countries." It has an AT&T 
microprocessor and an ISDN 
interface, complies with CCiTT 
standards, but its digital switches 
are adapted to each country's 
requirements, with "application 
packages" - both hardware and 

software - for individual types of 
customers, such as hotel or retail 
chains. 

Not that AT&T, Olivetti or 
others underestimate the difficulty 
of penetrating "tight, already 
over-supplied national PABX mar
kets." Northern Telecom, leader 
in both public and private switch
ing in North America alongside 
AT&T, is also making determined 
efforts to break in a major way in
to Europe, too. 

Mr. Fitzgerald is hopeful that 
Northern Telecom would raise the 
present 4 to 5 percent share of 
revenues from non-American 
sources to 15 percent by the early 
1990s, with Europe as "one of our 
major markets." Its strategy is 
partly to import into Europe sys
tems such as "Centrex," popular in 
North America but virtually un
known in Europe (Centrex en
ables the business subscriber to 
use the public network for his 
specific needs) and to form alli
ances with European manufactur
ers (AEG, in Germany, for packet
switching, Kapsch and Schrack in 
Austria, for public networks, 
among others) or public admin
istrations such as Mercury and, for 
some items, BT in the UK, Tele
verket in Sweden, etc. 

According to a recent Data
quest survey, expenditure on pub
lic telephone exchange equip
ment in Europe will decline from 
about $3 billion in 1986 to $2.4 
billion in 1990, with all the major 
countries registering a drop. Table 
IV has a breakdown of sales as 
between various sub-sectors of 
telecommunications equipment 
and the leading suppliers. 

Managing Transmission 

As noted earlier (see also Table 
IV), transmission and cables al
ready form around 40 percent of 
all expenditure on telecommuni
cations equipment in Europe, 
while the proportion spent on 
switching (about a third of the to
tal) is on the decline. According 
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Our cables are ... 
a main sector of activity of the Pirelli Group, 

which started cable production as long ago as 1879. 
The Group's annual sales in 1986 were more 

than 4,7 billion dollars, of which about 38% came 
from cables, with over 21.000 employees and 68 
factories in 12 countries in Europe, North and 
South America, Africa and Australia. 

A full range of production: from optical 
fiber and conventional telecommunication cables 

to power transmission and industrial cables, 
from cables for special applications to building 
wires, enamelled wires and a wide range of 
accessories. 

A strong commitment to the technological 
development of products and processes through 
an integrated structure of R&D Centers. 

This is why Pirelli is a world leader in cable 
manufacturing and technology. 

IRELLI 
Ready for the future. 
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Table IV 
Telecommunications Europe: Estimated Revenues and Market Shares by Individual 
Items and Major Companies: 1985 

Sector Total Alca- Sie- Eric- APT/ Bosch Telit Ples- G Ee Pirelli Others') 
Market tel mens sson Philips Tele- sey 
in $ million (GTE) norma 

% % % % % % % % % % 

Switching 4,330 37 21 11 1 1 6 5 5 13 
Transmission 3,200 29 21 2 14 8 6 3 4 13 
Telecom Cable 1,900 19 10 5 12 2 15 37 
Business Comm. 2,100 19 20 5 7 11 2 8 4 24 
Subscriber 
Terminals 1,700 20 16 7 2 9 2 3 3 38 

Totals 13,200 25 20 7 6 5 4 4 3 2 24 

Source: Alcatel 
1) "Others" include companies already mentioned in previous tables as well as a large variety of component 
and accessory suppliers. As the table shows, up to 40 percent of all telecommunications expenditure now goes 
into transmission, including the links between subscribers and exchanges of all types; between countries and 
continents, on the ground, under the sea, by microwave or satellite. 

to Dr. Peter Radley, Technical Di
rector of STC Telecommuni
cations, the drop in switching out
lay may be as much as 30 per
cent by the turn of the century. 

Within five years, says Dr. Rad
ley (quoting US sources), the 
present approximate parity be
tween switching and transmission 
may have altered to nearer one
third/two-thirds, partly as a result 
of cost-conscious, liberalized 
markets, like the US and the UK. 

STC, the former ITT subsidiary 
in the UK which now includes 
ICl, the UK's largest native com
puter manufacturer, "rejects the 
idea that the switch is the center 
of the telecommunications uni
verse. Our answer (Dr. Radley 
adds) is the management of the 
transmission network for the sub
scriber." 

"The cost-conscious sub
scriber will appreciate that trans
mission costs have declined by a 
factor of almost 40 in the past 
decade while those of digital 
switches by not nearly as much." 

One of the major areas of 
growth in telecommunications, 
the spanning of oceans, seas and 
straits by submarine cable, is in 
fact largely the result of optic fi
ber development. (leading com
panies such as Alcatel - which 
now includes les Cables de lyons 
and ITT's transmission as well as 
switching interests - expect 60 
percent of its sales to come from 
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optic fiber within the next 2-3 
years.) 

A recent study by Kessler Mar
ket Intelligence (Worldwide Mar
kets for Undersea) refers to plans 
for five transatlantic and three 
transpacific networks as well as 
the spanning of the Indian 
Ocean, the Mediterranean and 
North Seas. It predicts worldwide 
markets in submarine cabling to 
increase from a relatively modest 
$117 million in 1986 to $2 billion 
in 1989 and almost $4.8 billion by 
1995. 

The first transatlantic fiber 
optic cable TAT-8 is due to enter 
service next year, with a five-fold 
reserve capacity through multi
plexing. A second cable TAT-9 (by 
the same consortium, led by 
AT&T and British Telecom and 
comprising other PTTs) should be 
completed by 1991. 

There are, however, even 
more ambitious plans ahead. A 
$600 million project called "Mar
ket link" , sponsored by Nynex (a 
regional Bell operating company) 
and Britain's Cable and Wireless, 
provides for two transatlantic 
cables (PTAT 1 and 2), a 7 ,000 ki
lometer link between Weston
super-Mare in the UK and long 
Island in the US, with a spur to 
Bermuda. PTAT-1 is due to enter 
service by mid-1989, PTAT-2 by 
1992. 

STC which prides itself on hav
ing won 85 percent of all subma-

'ADVE RTISEM ENT 

rine cable projects open to inter
national tender (STC Annual Re
port 1986), is the 

"
sole prime 

contractor" for PTAT-1. The rest in 
the hunt include Alcatel and Pirel
Ii, the Italian tire-and-cable com
pany which is tendering for sev
eral of the submarine contracts, 
having already completed one 
spanning the Straits of Messina. 

Cable & Wireless, a leading 
transmission systems company, is 
the prime promoter of the pro
posed global "digital highway" 
linking the major business capitals 
of the world on land and by sea 
(of which PTATs-1 and 2, PPAC, a 
Pacific-Indian Ocean link, and 
others are some of the compo
nents). 

At the time of writing, C & W 
and its US and other partners 
were involved in fierce controver
sy with the Japanese Government 
over being allowed to compete 
for a second national telecommu
nications network. The Japanese 
Government would prefer C & W 
and its partners joining a Japa
nese-run consortium - a move 
strenuously resisted by the com
pany, with backing from the UK 
Government. 

Major schemes to develop op
tic fiber networks are in progress 
all over Europe as well as in Japan. 

Is there not a danger of mar
ket saturation? Mr. Jonathan So
lomon, Director of Corporate 
Strategy at C & W (in an interview 
with Dennis Gilhooley, Telecom
munications, March 1987 ), was 
quoted as saying that "competi
tion and choice necessarily in
volve a degree of overcapacity: 
the question is when and how 
this capacity can be filled." Mr. 
Solomon seemed confident that 
the developing ISDN and addi
tional value-added services would 
swell the need for ample circuit 
capacity. 

Satellites are an important seg
ment of the worldwide communi
cations network, competing in 
certain areas with land and sub
marine cable links. To anticipate 
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Were putting 18 
new Atlas/Centaurs 
on the line. 

General Dynamics has made 
an unprecedented commitment 
to its commercial customers. 

Between now and 1992, we 
will build 18 new Atlas/Centaur 
launch vehicles. This new 
thrust for Atlas/Centaur is a 
company-funded program, 
initiated because we are con
vinced that our proven exper
ience, reliability and accuracy 
are what you need to protect 
your investment and ensure 
your mission's success. 

Several customers have 
already made reservations for 
Atlas/Centaur launches begin
ning in 1989. If you'd like to 
join them, please let us know. 

There is space for you. 

Atlas/Centaur has a new thrust. 

GENERAL CVNAMICS 

Space Systems Division 

Atlas/Centaur launches 
FleetSatCom from Cape 
Canaveral. 
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this to some extent, says the Ital
ian carrier Telespazio, the trend 
for networks is to be tailored to 
the specific needs of user cate
gories - mobile, business, tele
vision, etc. 

While satellite and cable ser
vices are, to some extent, com
plementary, they inevitably com
pete in certain areas, particularly 
in long-distance communications. 
However, in the opinion of Mr. 
Maschio of Pirelli, "cabled trans
mission is generally quicker and 
more reliable for ordinary voice
data transmission." 

The Chip - A Key to ISDN 

The development of computer 
and telecommunications technol
ogies - miniaturization of com
puter power culminating in the 
microchip on the one hand and 
digital switching and transmission 
on the other - ran along parallel 
lines but separately for the best 
part of the 197 0s. The major tele
communications suppliers, some 
of whom like AT&T, N EC, Sie
mens or Ericsson, had already 
been involved to varying degrees 
in dataprocessing, first tended to 
create their own customized 
chips to meet requirements: but 
as competition sharpened, the 
major semiconductor manufac
turers, led by Motorola and Intel 
Corporation of the US, re
sponded by marketing their own 
"telecom chips." Motorola's first 
telecom-specific IC (integrated 
circuit) dates back to 197 6: the 
company claims to be the first in 
the world to announce, in 1985, 
"a complete ISDN product port
folio." 

The cry from telecommuni
cations suppliers is for more and 
more power and speed to be 
squeezed into the microproces
sor, to service ever more trans
mission lines from ever smaller 
surfaces. The 32-bit microproces
sor - said to be equal in per
formance to the larger minicom
puters, but at only a fraction of 
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the price - is already having trial 
runs and is about to enter the 
market. 

Motorola's policy is to design 
general-purpose microprocessors 
for all switching systems, with 
special features added on as 
and when required. To absorb 
changes in systems which are 
now coming much faster than be
fore - the cycle is said to be 10-
15 years rather than 20-30 years 
before the advent of digitalization 
- the company has evolved the 
"serial processing core" concept. 

Mr. Ray Burgess, Motorola's 
European Microprocessor Market
ing Manager, lists the company's 
processing technology "family" 
areas under five headings: micro
controllers, which aim at com
pressing more and more circuitry 
into smaller and smaller areas; 
16/32-bit integrated processors 
for ISDN terminals; digital signal 
processors for modems and mul
tiplexers; very high speed proces
sors for regional exchanges -
usually clusters of microproces
sors or a single customized one; 
and, finally, specialized high
speed communication controllers, 
such as the "multi-link" LAPD 
(link access procedure) protocol 
for both signaling and data trans
fer in ISDN configurations. (This 
last mentioned should hit the 
market in the last quarter of 
1987 ). Its interface has both Mo
torola and Intel "family options." 

Software -
Panacea or Bottleneck? 

Although ISDN, the single-route 
transmission of differing signals -
voice, data, graphics and images 
- is only beginning its long jour
ney, few doubt that its success 
depends increasingly on the qual
ity, reliability, productivity and 
cost of software. (As already not
ed, software may amount to as 
much as 7 0-80 percent of the 
cost of an entire telecommuni
cations system.) 

It is a classic chicken-and-egg 

situation. At the seminar men
tioned earlier (Communication 
Systems Worldwide, May 1987 ) 
there seemed to be general 
agreement about software being 
seen as the panacea to enable 
the rapid introduction of new and 
innovative services into an evolv
ing network. On the other hand, 
as Mr. Robert Martin, Vice Presi
dent Software Technology and 
Systems at Bellcore pointed out, 
the growing complexity of the 
software business was leading to 
bottlenecks. 

"Sadly, there have been no 
major software break-throughs, 
and the most optimistic people in 
the industry estimate that produc
tivity is increasing at the most by 
a meager 7 percent a year." 

Mr. Martin called this "a fright
ening scenario" and suggested 
that the communications industry 
would have to look at new ways 
to develop and deploy software. 
'Architecture" would have to be 
changed to give "distributed intel
ligence with functional compo
nents" which could then be 
"glued together" like building 
blocks, under centralized control. 

Unless such a major change 
took place, Mr. Martin warned, 
"software will indeed be the im
peding force in getting new ser
vices into the network." Mr. Mar
tin's remedy, including the need 
for industry cooperation, building 
blocks and centralized control, 
has of course been in the air for 
some time. It is firmly associated 
with the issues of standardization, 
OSI (Open System Interconnect), 
the CCITT recommendations and 
the ITU's own initiatives. 

Already at the World Telecom
munications Forum at Singapore 
in May 1985, Dr. T. Kobayashi, 
then President and Chief Execu
tive Officer of the NEC Corpor
ation, called for "a strategy for 
software" , including "optimum 
production technologies and tools 
for effectively developing and 
maintaining better quality soft
ware." 
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He also advocated "modulariz
ation" , each software product in
terfacing with all the others as a 
means of overcoming what he 
described as the "cottage indus
try" type of software develop
ment. It is a method being increas
ingly adopted in the industry. 

Dr. Kobayashi's warning that 
the scale of programs required for 
the next generation of switching 
systems in the ISDN age would 
be "ten times greater than those 
of the latest systems" was linked 
with the plea for "joint support 
for software development" by the 
telecommunications and com
puter industries as these share the 
same users. 

In the meantime, however, 
companies are still struggling with 
the consolidation of the two tech
nologies - telecommunications 
and dataprocessing - into a 
single one and (to use Dr. Kobay
ashi's phrase) with the problem of 
supporting joint software devel
opment, in their own interest. 

There are certainly plenty of 
attempts to relieve the "software 
bottleneck" especially among the 
computer manufacturers. One 
way of achieving it, is a reversal of 
the process of constructing soft
ware packages. Instead of adjust
ing it to suit the hardware, the 
package precedes it or is at least 
constructed in the early stages of 
hardware manufacture. 

All in all, systems producers 
are eliminating bottlenecks wher
ever possible - and wherever re
cognized at an early stage of 
hardware development. But there 
are still no universal panaceas . . .  

Towards The 21 st Century ... 

As the last decade of this century 
approaches, the main problem 
for suppliers of the information 
technology industry seems to be 
two-fold. Dr. Nasko, of Nixdorf, 
has summed it up thus: 
- to integrate in time the tech

nological innovations into stan-

dardized hardware and software 
environments, so that these 
new technologies are converted 
into substantial efficiency gains; 
and 

- to move these products into 
solutions tailored to the cus
tomer's needs. 

Several of these innovations 
have been touched upon in this 
report, as have the attempts to 
tackle the problem as Dr. Nasko 
has formulated it. There are, how
ever, yet more innovations in the 
pipeline that are still largely in the 
laboratory stage but which may 
have a profound impact on the 
industry as a whole. 

Perhaps the most significant of 
these (because it directly challen
ges silicon, itself a break-through, 
making today's chip possible) is 
gallium arsenide as a basic mate
rial for integrated circuits. 

Most of the major IT suppliers 
are experimenting with GaAs, a 
compound of gallium, a by-pro
duct of aluminium and arsenic, a 
by-product of copper or lead re
fining. According to Bell Northern 
Research (Northern Telecom's re
search subsidiary/Telesis (BNR) 
1987 /1 ), chips based on GaAs 
could be three to ten times as fast 
as silicon chips, or alternatively 
consume one-tenth of the power; 
they can detect, emit and convert 
light into electrical signals, open
ing up possibilities of optoelec
tronic properties on a single chip; 
can resist 10,000 times the radia
tion; can withstand operating 
temperatures of 200°C; and have 
higher electronic mobility. 

If this is the case, does it mean 
that GaAs will supplant silicon as 
the base material for ICs in the 
foreseeable future? Not so, in the 
view of the BNR researchers for 
reasons that are both economic 
and technological. Although sili
con requires extensive refining to 
high-purity standards, it is an 
abundant natural substance found 
in sand, while gallium arsenide _ 
(also in need of extensive refin
ing) forms less than 0.1 percent of 

OVERT/S MENT 

the earth's crust. Moreover, while 
silicon is a single, pure element, 
homogeneous and stable, GaAs 
wafers are affected by impurities, 
reducing production yields. 

However, once demand for 
high-speed chips rises to a level 
making GaAs chips economical, 
there are a number of appli
cations which could once again 
revolutionize the industry. 

Perhaps the most important 
one is in integrated optoelectron
ics, opening up new possibilities 
in the design of high-speed sys
tems. 

How far in the future all this is 
seems to depend less on technol
ogy but on the ability of the sup
pliers to finance it and, above all, 
of the market to absorb it. The 
suppliers are not, of course, a 
homogenous entity. The mega
mergers such as CGE-ITT  (now 
Alcatel) or AT&T-Philips (APT) are 
largely based on the combined 
objective of greater financial 
strength to fund development and 
a larger market share to guarantee 
survival. 

However, the smaller, more 
specialized companies represent 
a radically different outlook. To 
quote Dr. Nasko once more: 
"Competitive advantage will not 
come from accumulating different 
products under a single roof but 
from an ability to offer expertise 
and responsive support to end 
users . . .  They represent a very 
different approach from that of 
marketing IT under a single 
brandname." 

But whichever the approach, 
the decisive factor in any tech
nological advance is the reaction 
of the market. And on this matter 
most suppliers agree: the key to 
consumer acceptance of the digi
tal environment is "user-friendli
ness" - that the equipment 
should be not only reliable and 
cheap but also easy and practical 
to use. And the means to achiev
ing this are, as noted so often in 
this report, in the main, inte
gration and standardization. 
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WHEN COMMUNICATIONS HELP IS NEEDED, 
A MERITECH HAS THE SURE HANDS fORTHEJOB. 

It takes more than state-of-the-art tech
nology to keep communications moving on 
the best course for our customers. It also 
takes knowledgeable people working to
gether to help others send, receive and use 
information in any form, any time and 
anywhere. 

Ameritech is a leader in communications. 
We're the Ameritech Bell companies of 
Illinois, Indiana, Michigan, Ohio and 
Wisconsin. And we're much more. 

We provide the latest in voice, image and 
data products and services wherever they 
are needed by business, and we arrange 
competitive financing packages to meet 
our customers' requirements. 

Ameritech pioneered cellular mobile 

phone service and publishes the Ameritech 
PagesPlus® phone directories and a 
growing number of specialized publica
tions. We're also leading creators and 
marketers of computer software, and we 
help develop new technologies that 
advance the future of communications. 

Our tradition of helping customers 
goes back more than a hundred years. 
We have the talent, the technology 
and the team to keep that tradition 
shining brighter than ever: 

ilfitiiEiiiTECH iiiiii. 
AMEIlICAN INFOIlMATION TECHNOLOGIES 

Helping you communicatesM 

The companies of Ameritech lilinois Bell' Indiana Bell· Michigan Bell' Ohio Bell· Wisconsin Bell' Ameritech Communications 

Ameritech Mobile Communications' ADR· Ameritech Services' Amerrtech Credit· Amerrtech Development· Amerrtech Publishing © 1987 Amefr[t'ch 
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A UNIQUE BREED, 

A NEW ENVIRONMENT . • 

. . . your classroom, the perfect place to nurture 

the minds of introductory biology students. Two 

renowned scientists and biological scholars, Peter 

Raven and George Johnson, offer you the finest 

of the species-Understanding Biology. From a 

distinct evolutionary perspective, this unique 

creation moves logically through the general 

fundamentals in the first 23 chapters into the 

realm of biological diversity, with plant and 

animal biology in the remaining 20 chapters. 

Superlative, articulate, and beautifully illustrated, 

Understanding Biology captures nature's work

ings and works of art in one comprehensive 

volume. -

TIMES MIRROR 
MOSBY 

UNDERSTANDI NG 

BIOLOGY 

RAVEN & JU H NSON 

• 

For more information, call Times MirrorlMosby College Publishing TOLL-FREE 

in the U.S., (800) 633-6699. In Canada, call (800) 268-4178. SC2073 
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Data-Storage Technologies 
for Advanced Computing 

In five years magnetic devices will {(write" and {(read" data twice 
as fast as today's systems on a disk holding five times more data. 
Magneto-optical technology offers an even higher storage density 

The fact that the Santa Clara val
ley in California, regarded as 
the center of the U. S. electron

ics industry, has been dubbed " Sili
con Valley" piques manufacturers of 
magnetic data-storage devices. After 
all, the companies based in the valley 
actually derive more of their revenue 
from magnetic devices than from 
semiconductor devices. A more ap
propriate sobriquet, the manufactur
ers suggest, would be "Iron Oxide 
Valley," after the commonest mate
rial from which magnetic-recording 
mediums are made. 

Although their peeve is intended 
as a joke, it does make a point: mag
netic data-storage technology as em
bodied in the familiar tape and flop
py-disk devices and in more sophisti
cated rigid-disk devices is as critical 
for today's computers as semicon
ductor technology. Indeed, tomor
row's more powerful computing sys
tems will be useful only if they can 
access data in larger volumes and 
shorter times than they can today. 
Hence the faster speed of computa
tion offered by advances in semicon
ductor devices and in the way the 
devices are interconnected and pro
grammed must be matched by an 
increase in capacity and perform
ance of data-storage devices. 

Magnetic devices lend themselves 
to the permanent storage of massive 
amounts of data, because they offer 

by Mark H. Kryder 

much greater memory capacity at a 
lower cost per bit of data stored than 
semiconductor devices. A typical rig
id-disk device stores 800,000 char
acters (the equivalent of about 400 
typewritten pages) in a square centi
meter of recording medium; some of 
the larger, multidisk devices store a 
total of more than five billion char
acters. The data can then be found in 
15 thousandths of a second and re
trieved at a rate of three million char
acters per second. Moreover, be
cause some disks and all tapes can be 
easily removed and replaced without 
destroying the data stored on them, 
they provide a virtually unlimited 
reservoir of information. 

Not only are the memory-and-re
call capabilities of magnetic data
storage technology impressive but 
also some of the equipment repre
sents consummate engineering as 
well. A rigid-disk device consists of 
an extremely smooth plate coated 
with a magnetic-recording medium 
and set spinning at 3,600 revolutions 
per minute. A microscopic recording 
head-literally flying on a cushion of 
air 10 millionths of an inch thick
skims over the plate's surface at a rel
ative velocity of about 100 miles an 
hour, unswervingly following a cir
cular track only half a thousandth of 
an inch wide. The head is subjected 
to accelerations many times that of 
the earth's gravity in moving swiftly 

TWO TYPES OF THIN-FILM HEADS are integrated into one microscopic device made 

by PCI of the Control Data Corporation. The brown coiled structure, like the coil of wire 

in a traditional inductive head, carries a current that establishes a magnetic flux across 

a gap to write data on a medium. Data are read by an underlying magnetoresistive head, 

which detects magnetic fields as changes in resistance. Such a head is sensitive to the 

fields just above a data track. Because the read element can be made narrower than the 

width of a data track, it is also less susceptible to interference from adjacent tracks. 

from track to track, and yet it man
ages to find and position itself unerr
ingly over the proper track. If the 
head were to "crash" into the medi
um at such a velocity, the disk and all 
the information stored on it would 
be destroyed. Nevertheless, these de
vices typically operate flawlessly for 
more than 10 years. 

As superbly designed as such mag
netic data-storage devices are, even 
better performance is envisioned in 
the future. New magnetic materials 
and more advanced recording heads 
are expected to yield a fivefold im
provement in storage density over 
today's products within five years. 
Most of the devices will continue to 
"write" (store) and "read" (retrieve) 
data by means of electromagnetic 
heads like those in audio tape record
ers, but devices that apply lasers to 
write, read and erase information on 
thin magnetic films will come to gain 
a significant share of the data-stor
age market. Such magneto-optical re
cording can reach even higher data
storage densities and may well re
place the more traditional magnetic 
recording for many applications. 

Rgardless of whether one is talk
ing about tapes or about disks, 

the magnetic storage of binary data 
essentially amounts to impressing a 
pattern of magnetization on a medi
um. This is accomplished by means 
of an inductive recording head, con
sisting typically of a few turns of wire 
wrapped around a ring-shaped core 
that can be easily magnetized. An 
electric current in the wire induces a 
magnetic flux in the core; reversing 
the flow of current reverses the direc
tion of the magnetic flux. Because 
lines of magnetic flux spread out as 
they bridge a gap in the core ring, 
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they can be applied to magnetize a 
medium brought near the gap. The 
direction of magnetization depends 
on the direction of the magnetic-flux 
lines bridging the gap. 

Hence a pattern of magnetization 
can be impressed on the medium as it 
moves under the gap simply by re
peatedly reversing the flow of cur-

rent in the recording head. Because 
computer-generated data are stored 
as a string of binary digits, the pat
tern of current reversals (and there
fore the pattern of magnetization re
versals) corresponds to a succession 
of O's and 1 's that constitute the indi
vidual bits of data. 

To read the data encoded in a me-
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DEMAGNETIZING FIELD 

MAGNETIC DATA STORAGE is achieved by magnetizing regions of a medium on a 
moving disk or tape substrate. The regions are magnetized in one of two opposite di
rections by an electromagnetic head consisting of an easily magnetizable core 
wrapped with wire (a). When current flows through the wire, a magnetic flux is set up in 
the core. As the flux spans a gap in the core, the flux lines spread and magnetize the 
underlying medium as it moves past. If the current is reversed, the flux and the medi
um's direction of magnetization are reversed. The data thus stored can be "read" be
cause the magnetic fields set up by the magnetized regions extend beyond the surface 
of the medium. As the medium sweeps by, the core of the head is exposed to a changing 
magnetic flux that induces a current in the coil of wire (b). A closer look at the pattern 
of magnetized regions and their fields (c) shows that the fields actually start and end 
between the regions, in the so-called transition regions. Because the fields counter
act the magnetization of the medium, they are referred to as demagnetizing fields. 
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dium's pattern of magnetization, ad
vantage is taken of the magnetic 
fields established by each magnet
ized region. These fields actually op
pose the region's magnetization [see 
illustration on this page) and are there
fore generally called demagnetizing 
fields. Because the demagnetizing
field lines extend somewhat beyond 
the medium's surface, they can inter
sect the head and induce a magnetic 
flux in the core-as long as the head 
is brought close enough to the me
dium. Reading is therefore accom
plished by essentially reversing the 
recording process: when the head 
passes by a transition region, one in 
which the medium's magnetization 
changes direction, the correspond
ing change in the amount of flux 
through the core registers as an in
duced electric current in the wires 
around the core. The variation in in
duced electric currpnt can be detect
ed and interpreted Ci:> bits of data. 

On a disk, data bits are normally re
corded in concentric circular tracks. 
To a certain extent the number of bits 
that can be stored along any one 
track (the linear bit density) can be 
increased by making the transition 
regions smaller, thereby making it 
possible to fit more magnetized re
gions in the track. Yet there is an ef
fective limit to how small a transition 
region can be. Magnetized regions in 
a track can be visualized as a train of 
bar magnets laid end to end. A transi
tion region separates each of a mag
netized region's poles (north and 
south) from the like poles of neigh
boring regions. Making the transition 
region smaller therefore implies that 
like magnetic poles would have to be 
brought closer together, but this is 
resisted because like poles repel one 
another. Moreover, if the magnetized 
regions are made too small in rela
tion to the size of the transition re
gions, the demagnetizing fields may 
in fact be strong enough to reverse a 
region's magnetization. The way out 
of the dilemma is to ensure that the 
medium has high coercivity: a meas
ure of the magnitude of the magnetic 
field that must be applied in order to 
cause the magnetization in the medi
um to reverse direction. 

Another way to increase the linear 
bit density in a track is to make the 
layer of magnetic medium thinner. 
Because demagnetizing fields arise 
from transition regions, making the 
regions thinner weakens the fields. 
Yet if the medium is made too thin, 
the demagnetizing fields that extend 
beyond the medium will be too weak 
to be detected, making it impossible 
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for the data encoded in the medium's 
pattern of magnetization to be read. 

Here again careful choice of the 
medium material is one way to allevi
ate the problem. If a material can be 
made strongly magnetic, relatively 
little of it needs to be deposited on 
the substrate. It is therefore possible 
to have a thinner medium layer while 
preserving the same readback-sig
nal amplitude in the head. Materials 
that are strongly magnetic are said 
to have a high magnetization. Hence 
both high magnetization and high co
ercivity are desirable properties of a 
magnetic medium if the signal is not 
to be lost when the linear bit density 
is increased. 

Because needlelike particles of iron 
oxide (in a form known as gamma 

iron oxide) that have been immobi
lized in a binder matrix exhibit the 
desired properties of high magneti
zation and high coercivity, this com
posite material has become the most 
widespread recording medium. To 
raise the coercivity of the iron oxide 
medium further the particles are of
ten coated with cobalt. Another pop
ular high-coercivity medium consists 
of particles of chromium dioxide in a 
binder matrix. The chromium diox
ide particles have a coercivity simi
lar to that of cobalt-coated iron ox
ide particles, but they are more reg
ular in shape. Their more uniform 
shape is thought to make it easier to 
disperse them evenly in the binder, 
resulting in a better data-recording 
medium. 

Particles of a pure metal, such 
as iron, are being developed for ad
vanced high-density recording, since 
they offer even higher coercivity and 
magnetization than the particles in 
current magnetic mediums. A prob
lem with particles of pure iron is that 
they are so small and so magnetic 
that they are hard to separate from 
one another, making it dif ficult to dis
perse them uniformly in a binder. In 
addition pure iron oxidizes easily; 
fine iron particles will actually burn 
when they are exposed to air. Conse
quently the particles must be han
dled with exceptional care during 
manufacturing. Moreover, the binder 
must not only hold the particles to 
the substrate but also act as a barri
er against water vapor and oxygen. 
Finally, pure iron is mechanically 
softer than iron oxide and therefore 
more susceptible to wear. 

Although particulate mediums will 
no doubt continue to be applied in 
magnetic data-storage devices, thin 
films of metallic alloys containing 

mainly nickel and cobalt have re
cently had a significant impact in the 
market for advanced magnetic data
storage devices. Thin-film mediums 
are not particulate but polycrystal
line: they are made up of grains, or 
tiny crystals, of magnetic material. In 
effect the grains behave as if they 
were tiny magnetic particles, but 
they are packed together much more 
densely than the particles in ordi
nary recording mediums. Thin-film 
mediums can therefore be made to 
have higher coercivity than particu
late ones and to offer higher magneti
zation as well. 

Most thin-film mediums are depos
ited on a disk substrate by means of 
a plating process. The disk is im
mersed in a chemical bath contain
ing, among other substances, the ma-
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terial that is to be the medium. The 
composition of the bath, its tempera
ture and its agitation affect the final 
composition and properties of the 
plated medium. 

Another process by which thin
film mediums are built up on a sub
strate is sputtering. Sputtering is 
done in a low-pressure chamber con
taining an inert gas such as argon. In 
the chamber there is a negatively 
charged electrode, called the cath
ode, and an electrode kept at or near 
ground potential, called the anode. 
The material to be sputtered onto a 
substrate is placed in electrical con
tact with the cathode. The substrate 
(generally a disk) is usually kept near 
zero potential and placed in close 
proximity to the charged material. A 
hot filament causes the argon gas in 

b 
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MAGNETIZATION AND COERCIVITY of iron oxide particles (red), chromium dioxide 
particles (blue) and a thin-film alloy (green) are indicated respectively by the height and 
width of each hysteresis loop: the closed path traced by each medium's magnetization 
as a function of an applied magnetic field. The hysteresis loops show that as the field 
strength is increased, the magnetization also increases from zero (a) to a maximum val
ue (b). If the field is then eliminated, the magnetization does not drop to zero (c); it can 
be brought to zero only if the magnetic field is reversed and increased to a value known 
as the coercivity of the material (d). Coercivity is a measure of the material's resistance 
to reversal of its magnetization. To serve for high·density data storage a material must 
sustain high magnetization and have high coercivity; in other words, the hysteresis 
loop of the material has to be long and wide. By this criterion thin-film alloys make 
the best high-density medium, followed in order by chromium dioxide and iron oxide. 
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the sputtering chamber to ionize, 
and the high negative voltage (typi
cally 1,000 volts or more) of the cath
ode and the material attached to it at
tracts the positively charged argon 
ions. The argon ions impinge on the 
material with such high energy that 
atoms or clusters of atoms are 
knocked free from the material and 
collect on the nearby substrate. 

So far plated thin films have been 
more popular than sputtered ones. 
This can be attributed in part to 

the fact that industrial sputtering 
systems are more expensive than 
plating systems. Sputtered mediums 
may eventually replace plated medi
ums, however, since it is easier to 
add trace amounts of elements such 
as chromium or rhenium, which in
crease the medium's coercivity. 

In addition to the careful selection of 
a medium's magnetic properties, 

changes in the design of the read/ 
write head also offer some potential 
as a way to improve the performance 
of data-storage systems. In particu
lar, positioning the head closer to 
the medium-reducing the head's so
called flying height-would allow the 
registering of stronger magnetic sig
nals in both the medium and the 
head. Stronger signals in turn would 
make it possible to operate the de
vice fast�r without error. Yet reduc
ing the flying height in magnetic-disk 
devices is extremely difficult to do 
in practice. Indeed, the spacing be-

tween the head and the medium in 
rigid disks has already become so 
small that the slightest contamina
tion by dust, fingerprints or smoke 
particles will cause the head to crash, 
destroying the data on the disk. (For 
this reason rigid disks are designed 
so that they cannot be removed from 
their airtight containers.) 

Even in tape recorders and floppy
disk drives, which are generally re
garded as "contact" recording tech
nologies, there is a clearance be
tween the recording head and the 
magnetic medium. A coating of lubri
cant, for example, is often applied on 
the medium in order to avoid exces
sive wear of the head and the medi
um. Moreover, the unevenness of the 
medium's surface and its relative ve
locity ensure that the head actually 
"bounces" along the medium, mak
ing only occasional contact with it. In 
principle the clearance could be re
duced in contact-recording devices 
by applying a thinner coat of lubri
cant, making the medium smoother 
and applying more pressure between 
the head and the medium, but these 
measures would result in greater 
wear on both. 

Another change in head design 
that can be made in order to increase 
the linear bit density is to narrow the 
gap in the core of the head. Narrow
ing the gap width reduces the size of 
the magnetized regions in the medi
um, making it possible to record 
more of them on a track. The core 

of most magnetic-recording heads is 
made from ferrite, a material contain
ing oxides of iron and other metals 
such as manganese, nickel and zinc. 
Over the past five years gap widths 
on ferrite heads have been reduced 
from about 2.5 micrometers to .5 
micrometer. Moreover, it has recent
ly become possible to fabricate ad
vanced recording heads on ceramic 
substrates by borrowing techniques 
applied in the manufacture of micro
scopic semiconductor devices. Such 
miniaturized heads, made from a thin 
film of Permalloy (an alloy of nickel 
and iron), currently have gap widths 
of about .5 micrometer; in future thin
film heads the gaps might be half 
that value. 

Other changes in head design, 
although not increasing the bit 

density per track, can nonetheless re
sult in a greater overall data-storage 
density. The most obvious change 
would be to reduce the width of the 
head, since this determines the track 
width. Making the tracks thinner al
lows more of them to be fitted on a 
disk, but it also makes it harder to 
keep the head properly on the track 
and to avoid interference from the 
magnetic signals of adjacent tracks. 
Hence although reducing the width 
of the track is the likeliest avenue 
for achieving enhanced areal (as op
posed to linear) recording density, it 
will come about only with the devel
opment of more complex heads and 

MAGNETIC PARTICLES embedded in a gluelike binder are the 
commonest magnetic medium for data storage. The most popu
lar particulate mediums contain the gamma form of iron oxide 
(left). Some manufacturers of magnetic mediums maintain that 
because chromium dioxide particles (middle) have a more uni
form shape, they can be spread more evenly throughout the 

binder. Both compounds exhibit a preferred direction of mag
netization along the particle's axis. Barium ferrite particles 
(right) are shaped like hexagonal plates. Because the preferred 
direction of magnetization of the particles is at right angles to 
the plate, the compound is a candidate for application in perpen
dicular-recording mediums (see illustration on opposite page). 
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tracking mechanisms. The trend to
ward more complex head structures 
will accelerate the change from fer
rite heads to thin-film ones. 

One step in that direction has re
cently been taken by the IBM Corpo
ration and the Control Data Corpora
tion with the introduction of a device 
that combines a normal, inductive 
head for writing with a new kind for 
reading: a magnetoresistive head. A 
magnetoresistive material varies its 
electrical resistivity as a function 
of its magnetization. Therefore a 
change in a medium's magnetization 
can change the resistance of an over
lying head made from such a materi
al. If a constant current is applied to 
the head, the change in resistance 
can be readily detected as a voltage 
change. Magnetoresistive heads offer 
at least an order of magnitude more 
sensitivity than inductive ones to the 
magnetic flux emanating from the 
medium. Furthermore, their output 
signal depends on the total flux, not 
the rate of change of that flux, as 
is the case with an inductive head. 
Whereas the electrical signal in an in
ductive head depends on the speed 
with which the medium sweeps by it, 
the signal from a magnetoresistive 
head is independent of the velocity 
of the medium with respect to the 
head. Hence magnetoresistive heads 
are particularly advantageous when
ever the relative velocity of the medi
um is low or variable, as it typically is 
in tape drives. 

Because the magneto resistive head 
cannot generate an external magnet
ic field, it can only read data. As a re
sult a magnetoresiStive head must al
ways be coupled with an inductive 
head that writes data. Yet the magne
toresistive read head need not be a 
separate structure. Since magnetore
sistive heads are very thin (between 
.03 and .05 micrometer), they can be 
inserted in the gap of a ferrite or even 
a thin-film inductive recording head. 
Integrating a magnetoresistive read 
head with an inductive write head 
not only improves the readback sen
sitivity but also solves track-interfer
ence problems during reading, since 
the width of the read element can be 
made narrower than the track width. 

S trictly speaking, what I have dis
cussed so far applies to longitu

dinal magnetic recording: the writ
ing and reading of data recorded as 
changes in magnetization parallel to 
the plane of a disk or tape. Certain 
mediums can also be made to have 
their preferred direction of magneti
zation perpendicular to the plane of 
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PERPENDICULAR RECORDING is accomplished by means of two poles on opposite 
sides of the magnetic medium. When current flows through the wire wrapped around 
the larger auxiliary pole, a magnetic flux is induced in the pole. This magnetic field is 
not strong enough to magnetize the medium, but it can magnetize the main pole on the 
other side of the medium. The medium is then magnetized perpendicular to its direc
tion of travel by the combined fields of both poles. Since the magnetized regions do not 
lie end to end as they do in ordinary data recording, the transition regions between 
them are thinner, allowing more magnetized regions to occupy a track on the medium. 

the medium. The most popular per
pendicular-recording mediums are 
alloys of cobalt and chromium de
posited by sputtering. These poly
crystalline mediums tend to have all 
their grains oriented so that the net 
preferred magnetization direction is 
perpendicular to the plane of the 
film. Unfortunately such metallic thin 
films do not exhibit good wear char
acteristics. That is why barium fer
rite-a particulate medium-is also 
being investigated as a medium for 
perpendicular recording. The plate
like particles of barium ferrite can be 
mixed with extremely wear-resistant 
particles as well as lubricants to mini
mize wear of the medium. 

Many head designs have been pro
posed for perpendicular recording. 
In one configuration the head con
sists of two separate poles: a large 
auxiliary pole placed on one side of 
the medium and a thin main pole 
placed closer to the medium but on 
the other side. The auxiliary pole has 
wire coiled around it that generates a 
magnetic flux in the pole whenever 
current flows through it. The auxilia
ry pole's magnetic field, although it is 
inadequate to magnetize the medium 
on its own, can magnetize the main 
pole on the other side of the medium. 

The two poles' combined magnetic 
field is then strong enough to cause 
the medium to be magnetized per
pendicularly to the plane of the me
dium; the medium's magnetized re
gions are, so to speak, stacked on 
end. The encoded pattern of such 
perpendicularly magnetized regions 
can then be read by the double-pole 
head much as a pattern of longitudi
nally magnetized regions is read by a 
conventional head. Changes in the 
direction of the medium's magnetic 
fields induce a varying magnetic flux 
in the auxiliary pole. The varying 
flux is then detected as current rever
sals in the pole's windings. 

Because oppositely magnetized re
gions in perpendicular-recording 

mediums are not placed end to end 
(as they are in longitudinal-recording 
mediums), the demagnetizing fields 
in perpendicular-recording mediums 
tend to become weaker as the linear 
bit density is increased. Another ad
vantage of perpendicular recording 
arising from the different arrange
ment of the magnetized regions is 
that the medium can be made thicker 
and therefore more resistant to de
fects without making the transition 
regions bigger. In addition, because 
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the demagnetizing fields are weaker, 
there is less variability in the width 
and spacing of magnetized regions, 
resulting in fewer errors in writing 
and reading. 

In spite of its inherent advantages 
perpendicular recording still has not 
been incorporated into a significant 
commercial product. Part of the rea
son is that to take advantage of the 
potentially higher linear bit density 

COLLIMATING LENSES 

of perpendicular-recording mediums 
it probably will be necessary to get 
the main pole closer to the medium 
than is the case now for longitudinal
recording heads. Yet, as was men
tioned above, this is the most for
midable barrier to achieving higher 
linear bit density in any type of mag
netic data recording. 

The main hindrance to the com
mercialization of perpendicular re-

POLARIZER 

DIRECTION OF 
MEDIU M'S� 

TRANSPARENT 
COATING 

cording is that it cannot be intro
duced piecemeal by adapting one 
part of the data-storage system to it at 
a time. Not only must the medium be 
changed but also the recording head 
and the signal-processing electronics 
must be changed. Although several 
companies have been aggressively 
studying perpendicular recording for 
a decade, the data-storage industry 
has at the same time become more 

MAGNETO-OPTICAL DEVICE employs a laser to write and read 

data. To write, the laser heats a spot on a medium whose coerciv

ity drops with increasing temperature, making it possible to 
magnetize the heated spot easily with a weak applied magnetic 

field. To read the data, the laser beam is switched to a lower in-

tensity and polarized. Because the plane of polarization is rotat

ed when polarized light is reflected off a magnetized medium, 

a second polarizing filter (called the analyzer) can convert the 
change in polarization of the reflected beam into a change in 

light intensity. A photodetector registers changes in intensity. 
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entrenched in longitudinal-recording 
technology. Since it appears possi
ble to achieve higher bit densities 
by continuing to advance the estab
lished technology (chiefly by devel
oping thin-film mediums), companies 
lack the incentive to make the invest
ment necessary to change recording 
technologies. 

It appears that longitudinal record
ing will continue to dominate, at least 
in rigid-disk drives. On the other 
hand, thin-film mediums are unlikely 
to cope with the abrasion they would 
suffer in tape recorders and floppy
disk drives, where the head makes 
contact with the medium. In the case 
of contact storage devices perpendic
ular recording might well be incor
porated-if a suitable wear-resistant 
medium can be found. 

The rapid pace of improvement 
in magnetic data-storage devices 

and the great size of the industry that 
manufactures them make it virtually 
impossible for any other data-storage 
technology to secure a major part 
of the market in the next five years. 
Nevertheless, other technologies are 
threatening to become competitive. 
For example, optical-recording tech
nology, which dispenses with mag
netic mediums, offers a higher linear 
bit density and lower cost per bit 
stored than magnetic-recording tech
nology does. Yet current optical 
drives offer considerably less per
formance than magnetic drives in 
terms of data-recording and -retriev
al rates and data-access time. Fur
thermore, they are not erasable: data 
can be written into an optical disk un
til it is full and then it can be repeat
edly read, but new data cannot be 
written in place of the old. 

The limitations of an optical data
storage system can be circumvented 
while its advantages are preserved in 
magneto-optical recording-a hybrid 
system that relies on a laser beam 
to write and read data on a special 
magnetic medium. Like perpendicu
lar-recording mediums, the medium 
on magneto-optical disks is made to 
have its preferred axis of magneti
zation perpendicular to the disk's 
plane. The key difference between 
the two mediums is that the mag
neto-optical medium is designed to 
exhibit high coercivity at room tem
perature but low coercivity at high
er temperatures. Hence a laser beam 
can be focused on a small region on 
the magneto-optical medium, heat
ing it to a temperature at which the 
region's magnetization can be easily 
established by an applied magnetic 

field. As in magnetic-recording medi
ums, the pattern of magnetization en
codes binary data in the magneto-op
tical mediums. 

To read the recorded data a phe
nomenon known as the Kerr effect is 
applied. The Kerr effect is a rotation 
of the plane of polarization that a 
light beam undergoes when it is re
flected off a magnetic medium. De
pending on whether the magnetiza
tion in the magneto-optical medium 
is pointing up or down, the rotation 
will be either clockwise or counter
clockwise. The data can then be read 
from the magneto-optical disk by de
tecting the rotation in polarization 
that occurs when a polarized laser 
beam is made to reflect off the medi
um. Reading data from a magneto-op
tical disk can be done with the same 
laser that wrote the data but operat
ing at a fraction of the power applied 
for writing. 

The most promiSing mediums for 
magneto-optical recording consist of 
an alloy of rare-earth elements (such 
as gadolinium and terbium) and tran-
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sition-metal elements (such as iron 
and cobalt) sputtered onto a disk. 
The magnetic moments of the indi
vidual rare-earth and transition-met
al atoms are oppositely directed, so 
that the net magnetization in the 
bulk alloy is actually the difference in 
magnetization between the two ele
ments. Because the magnetizations 
of the two types of elements vary dif
ferently as the temperature changes, 
the net magnetization and coercivity 
of the alloy can be made to change 
with temperature. 

In particular, the magnetization 
of the rare-earth element in the al
loy dominates at lower temperatures 
and the oppositely directed magnet
ization of the transition metal dom
inates at higher temperatures. At a 
certain intermediate temperature, 
which is referred to as the compensa
tion point, the net magnetization of 
the alloy is zero. If the temperature 
is raised high enough, however, the 
net magnetization again approach
es zero because the thermal motion 
of the atoms becomes strong enough 
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DEMAGNETIZING FIELDS in a magneto-optical medium can be applied to write and 
erase magnetized regions, eliminating the need for an external magnetic field. A laser 
pulse gives the medium a characteristic temperature distribution (a) that reduces the 
coercivity in a uniformly magnetized region (b), enabling the internal demagnetizing 
field to flip the magnetization of the heated region (c). The demagnetizing field of the 
flipped region is also reversed, so that a later pulse can cause the magnetization in the 
center of the flipped region to revert to its original direction (d). The outer parts of the 
twice-flipped region are unstable and collapse, leaving the medium as it first was (e). 
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to randomize the orientation of the 
atomic magnetic moments. The tem
perature at which this takes place is 
called the Neel temperature. 

At the compensation point the co
ercivity tends toward infinity. The 
reason is that an applied magnetic 
field has no net magnetization with 
which to interact. On the other hand, 
just below the Neel temperature a 
weak magnetic field is sufficient to 
determine the direction in which the 
transition-metal atoms are magnet
ized. As a consequence a magneto
optical medium exhibits high coer
civity near the compensation point 

and a decreasing coercivity as it ap
proaches the Neel temperature. 

A Ithough it had long been recog
J-\.nized that magneto-optical disks 
are in principle erasable and rewrita
ble, many investigators believed un
til recently that it was impossible to 
reverse the magnetization in a mag
neto-optical medium at the rate at 
which data could be written on a vir
gin medium. The fields needed to re
verse the magnetization of the medi
um-even when it is heated by a la
ser-were thought to be too strong. A 
head capable of generating such field 

MAGNETIC DISK DRIVE made by the IBM Corporation applies thin-film electromagnet
ic heads (at the tips of the triangular arms) to write data quickJy and at high density. 
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strengths and reversing them in step 
with a reasonable data-recording rate 
would have been very difficult to 
achieve. For this reason investiga
tors thought that in order to rewrite 
on a magneto-optical disk it would 
be necessary to spin the disk first 
through one revolution under the op
tical head just to erase old data and 
then through another revolution to 
write new data, effectively uncou
pling the data-erasure rate from the 
data-recording rate. Such a design, 
however, would add several millisec
onds to the time required for over
writing a disk. 

It has now been shown that direct 
overwriting of a magneto-optical me
dium is possible. The trick is to make 
the demagnetizing fields in the disk's 
medium strong enough (or, equiva
lently, make the medium's high-tem
perature coercivity low enough) so 
that they flip the magnetization of a 
region whenever the medium is heat
ed; no external magnetic field needs 
to be applied [see illustration on pre
ceding pagel. In one possible arrange
ment the direction of magnetization 
of a region on the disk is read by 
a low-power laser system and then 
compared with the direction the new 
data assigns to the region's magneti
zation. If the magnetization needs to 
be reversed, a second laser system 
directs a pulse of laser light onto the 
region, heating it so that the demag
netizing fields can flip the direction 
of magnetization. Alternatively, the 
leading laser heats the medium in the 
region to be overwritten with a laser 
pulse of sufficiently short duration 
for regions with reversed magnetiza
tion to revert to the original state 
while leaving the others una ffected, 
thereby ensuring that the magnetiza
tion of all regions point in the same 
direction. The trailing laser then 
emits longer light pulses to flip the 
magnetization of those regions that 
need to be reversed in accordance 
with the new data. In either case both 
laser beams can be focused through 
one lens and their focal pOints need 
be only a few micrometers apart. 

Because the read/write laser can be 
focused on a small spot (on the 

order of half a micrometer) and can 
follow a track to an accuracy of .1 
micrometer, extremely thin tracks of 
data are possible. Indeed, experimen
tal magneto-optical data-storage sys
tems have demonstrated that areal 
bit densities more than an order of 
magnitude higher than that of cur
rent magnetic disk drives are possi
ble. Moreover, the system's focusing 
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lens can be kept several millimeters 
from the medium and still maintain a 
sharp resolution through a transpar
ent layer. The large spacing between 
the lens and the medium ensures that 
there is no concern about head crash
es, and the overlying transparent lay
er protects the medium from envi
ronmental degradation. Further
more, since foreign matter on the 
layer is not in the focal plane of the 
lens, it does not cause errors as long 
as it is not very large. ( It is for this rea
son that the familiar digital audio 
compact discs, which also read data 
optically, can be made removable.) 

In addition to the optical compo
nents associated with the task of 
writing and reading, a magneto-opti
cal head also contains components 
that maintain the laser beam in focus 
and make it possible for the lens to 
track the data on a spinning disk 
properly. All these parts are typically 
fitted into a head measuring only a 
couple of centimeters on a side and 
weighing about 150 grams. Yet as 
small as this may seem, it is large 
compared with a conventional mag
netic-recording head. Because of the 
larger mass of the optical heads, they 
cannot be rapidly moved from track 
to track, and access times in optical 
drives have typically been about . 1  
second-an order o f  magnitude larg
er than the times for magnetic drives. 

Nevertheless, it is likely that the ac
cess times of magneto-optical drives 
will be significantly reduced. Some 
investigators, for example, have 
demonstrated that optical fibers can 
link the lens with the other optical 
components. In such a system only 
the structure associated with the lens 
needs to be moved to access a track 
on the disk, and this structure can be 
made to weigh about as much as a 
magnetic head. Other workers have 
proposed integrating optics and the 
necessary electronic devices in a sin
gle device by means of micro fabric a
tion techniques. It seems likely that 
these innovations as well as others 
will make it possible to reduce the ac
cess times of magneto-optical drives 
so that they are comparable to the 
times of magnetic drives. 

The capability of overwriting old 
data directly with new data, along 
with the very high data-storage den
sities (on the order of 10 million char
acters per square centimeter), the ab
sence of concern about head crashes 
and the fact that optical mediums are 
removable, makes magneto-optical 
recording a strong competitor of con
ventional magnetic recording for 
data-storage applications. 
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Interfaces 
for Advanced Computing 

JiVhy should sophisticated computers be difficult to use? The coming 
generation of supercomputers will have the power to make elaborate 
{(artificial realities" that facilitate user-computer communication 

�ight simulator exemplifies the 
ability of modern computer 

technology to mimic reality. 
Computers orchestrate the sound, 
force and motion that approximate 
the aerodynamic behavior of an air
borne plane, and specialized super
computers provide the imagery. The 
convincing visual displays are par
ticularly difficult to generate; super
computers can be masters of illusion. 
Yet this mastery is rarely exploited in 
ordinary SCientific applications. 

Why confine the simulation capa
bilities of computer technology to 
the cockpit? Might not the machine 
that can re-create the sensations of 
flight also synthesize familiar con
texts for SCientific problems? Might it 
not build a communicative environ
ment more natural than the custom, 
ary typed commands and keyboard? 
In short, should it not be possible to 
program a computer to construct an 
"artificial reality" with which a user 
could interact? 

For many computer scientists and 
engineers the answer to that ques
tion is an emphatic yes. Blueprints 
for artifiCial realities even more com
plex than flight simulations have al
ready been drawn up. Interface tech
nologies are being developed that 
will make supercomputers more re
sponsive to human modes of com
munication including touch, ges
tures, speech and even a kind of eye 
contact. In addition to more realistic 
graphics displays, the next genera-

by James D. Foley 

tion of supercomputers may feature 
hands-on manipulation of computer
generated images along with tactile 
sensations and force feedback. Sen
sors will measure the position of 
a user's head and track the move
ments of his eyes; voice-recognition 
programs will allow computers to in
terpret spoken language. 

Researchers hope that artificial re
alities will make learning about and 
exploiting a supercomputer's capa
bilities more efficient and enjoyable. 
These elaborate interfaces might do 
for scientists and engineers what 
spreadsheet programs such as Lotus 
1-2-3 have done for accountants. Of 

course, artificial realities hold more 
promise for some problems than for 
others; it is hard to imagine, for 
instance, how desktop publishing 
would benefit from three-dimen
sional representation and wall-size 
screens. On the other hand, many 
scientific problems, particularly 
those that can be represented in 
three dimensions, call out for a great
er degree of interaction between man 
and machine. 

The interface between the user 
and the computer may be the last 

frontier in computer design. In the 
past few years hardware costs have 
fallen dramatically; software costs 
are also decreasing, albeit less rapid
ly. Techniques for maximizing com
puter efficiency and minimizing the 
use of memory have largely been 

HEAD·MOUNTED MONITOR with a position and orientation sensor, gloves that track 

hand and finger movements and a microphone wired for voice recognition transport 

the user to a computer· generated reality. The user issues instructions to the computer 

by pointing, talking, gesturing and actually handling graphics images. Workers at the 

National Aeronautics and Space Administration's Ames Research Center have con

structed several artificial realities for use in this system (see illustration on next page). 

established, although they are con
stantly being refined. What remains 
to be addressed is the maximization 
of user efficiency. 

Scientific computing in particular 
has been forced to focus on hardware 
performance because its computa
tional needs are so great. With the 
coming generation of supercomput
ers, that focus may finally be allowed 
to change. A Cray-2, currently one of 
the fastest computers in the world, 
can perform 1,000 million floating
point operations per second (MFLOPS). 
(FLOPS are a standard industry meas
ure of computational speed; personal 
computers run at speeds of any
where from 1,000 to 100,000 FLOPS.) 
The coming generation of Crays, slat
ed to appear next year, will run 10 
times faster. Even the workstations 
that provide graphics for supercom
puters are becoming more powerful: 
a workstation Stellar Computer Inc. 
expects to release by January will op
erate in the 50-MFLOPS range. 

How can this additional power 
make the interaction between user 
and computer more like cooperation 
than confrontation? Obviously an in
crease in the speed of computation is 
a boon in itself, decreasing and in 
some cases eliminating the waiting 
period during which the computer 
generates results. Less obvious are 
the means for coupling supercom
puter users more tightly to the prob
lem-solving process. 

Currently, using a typical super
computer is a bit like consulting a 
machine-age oracle. There is a peri
od of preparation during which a 
problem is defined and its parame
ters are speCified on a workstation. 
The workstation organizes the prob
lem in a form appropriate for the 
supercomputer; its ensuing compu-
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tations can take seconds, hours or 
days. In many cases the user cannot 
interrupt or alter the computations 
once they have begun, and if the 
results suggest checking alternative 
parameters, the ritual must be re
peated from the start. 

The advent of artificial realities, 
foreshadowed by flight simulation, 
will fundamentally change the way a 
person works with a supercomputer. 
Artificial realities allow the user to 
interact with the computer in an in
tuitive and direct format and to in
crease the number of interactions per 
unit of time. The ultimate objective 
of artificial-reality research is to de
velop a simulated environment that 
seems as "real" as the reality it de
picts. The profoundest strength of 
the interfaces, however, may lie in 
their ability to go beyond reality it
self, by modeling in concrete form 
abstract entities such as mathemati
cal equations and by enabling users 
to surmount problems of scale in ma
nipulating atoms and galaxies alike. 

Artificial realities have three com
J-\.ponents: imagery, behavior and 
interaction. Realistic visual imagery 
helps the user to interpret the infor
mation being presented by the com
puter. The images may represent real 
objects, such as building frames, or 
abstractions, such as patterns of flu
id flow. These images behave the 
way the objects or abstractions they 
represent would behave. Behavioral 
modeling exacts the heaviest compu
tational toll, because it often entails 
solving extensive sets of equations 
over and over again. Finally, the user 
interacts with an artificial reality in 
much the same way as he interacts 
with the three-dimensional world: by 
moving, pointing and picking things 
up, by talking and observing from 
many different angles. 

The interactive component of arti
ficial realities lags behind the other 

G RAPHICS DISPLAYS projected inside 
the helmet shown on page 126 include 

menu interfaces (cop), airflow patterns 

(middle) and the laboratory housing the 

system (botcom). These photographs only 

hint at the realism of actual displays, 

which provide depth cues by showing 

each eye a view from a slightly different 

perspective and also allow the user to pan 

across the computer-generated environ

ment by turning his head. The user can se
lect a menu option with a word or a ges

ture, turn an airflow model to look at it 

from another angle or reach out and 

"touch" the laboratory's walls and desks. 
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components. Commercial technolo
gies for viewing and manipulating in 
three dimensions are still relatively 
primitive. What kinds of interactive 
devices will restore the balance? 

I shall begin by addressing the 
most familiar component of the com
puter interface: the display monitor. 
The typical computer workstation 
is equipped with a 19-inch-diagonal 
color monitor; viewed from a dis
tance of two feet, the display sub
tends 37 degrees of visual field hori
zontally and 28 degrees vertically. 
Yet the visual field of one eye, assum
ing the head is fixed, spans 180 de
grees horizontally and 150 degrees 
vertically. Displays that fill the vis
ual field give the observer a sense 
of being part of a scene rather than 
on the outside looking in: witness 
the lMAX and OMNlMAX wide-screen 
motion-picture systems. Hence wall
size projections of computer screens 
could help to immerse the user in an 
artificial reality. 

Although a larger display better 
fills the visual field, it will show no 
more detail if it uses the same num
ber of pixels, or picture elements. 
Pixels are the discrete pOints of light 
that make up a cathode-ray-tube im
age; they define the resolution of 
an image. A typical workstation mon
itor consists of roughly a million pix
els arranged in a 1,280-by-l,024-pixel 
grid. At viewing distance each pixel 
subtends about two minutes of the 
visual field, but the human eye can 
distinguish detail down to one min
ute. Currently a 20-inch-square color 
monitor is available with approxi
mately four million pixels in a 2,000-
by-2,000 grid; viewed from a distance 
of two feet, each pixel sub tends an 
angle of roughly 1.4 minutes. A moni
tor that fully exploits the acuity of hu
man vision at normal viewing dis
tance has yet to be constructed. 

Given these limitations, how else 
can realism be improved? One alter
native is the head-mounted display. 
This display can facilitate depth per
ception in much the same way as a 
Vu-Master achieves its stereoscopic 
effect: each eye is provided with a 
slightly offset view of the same im
age. Other depth cues come from mo
tion parallax, the phenomenon that 
describes the shift in background 
that occurs when an observer look
ing at a point in space changes posi
tion. This effect is achieved with the 
aid of a sensor that registers head po
sition and orientation. Furthermore, 
because the sensor recognizes gross 
head movements, the user can enjoy 
the illusion of scanning an artificial 

SIMULATION OF AIRFLOW PATTERNS generated by an F-16A fighter jet exemplifies 

the sophistication of current supercomputer graphics. The path of air and its elevation 

above the body of the aircraft are indicated by colored streaks: blue signifies low eleva

tions, red high. Red swirls on the wings reveal areas of shear stress. The information 

this image provides helps engineers to design aircraft that have less drag and more 

lift. Equally refined graphics are already standard features of many artificial realities. 

panorama as he turns his head. The 
images he sees depend on the direc
tion in which he is facing. 

In the first head-mounted display, 
built by Ivan E. Sutherland in the 
1960's, miniature cathode-ray tubes 
acted as displays and mechanical 
linkages relayed head position and 
orientation to the computer. Today 
lightweight liqUid-crystal monitors 
and electronic sensors have made 
implementation more practical. The 
most advanced system incorporating 
these features not only creates artifi
cial realities but also replaces one re
ality with another. At the Ames Re
search Center of the National Aero
nautics and Space Administration, 
Scott S. Fisher, Michael W. McGreevy 
and James c. Humphries have con
structed a helmet to be worn in the 
space station that would project to an 
astronaut inside the station what a 
robot operating outside the station 
"sees." When the astronaut's head 
turns, the robot's camera eyes swing 
in the same direction. 

The electronic sensor that regis
ters head position and orientation in 
the NASA system figures important
ly in many other interface systems. 
Manufactured by the Polhemus Navi
gation Sciences division of the Mc
Donnell Douglas Corporation, the 
sensor works by sending electro
magnetic pulses from three transmit-

ter antennas to three receiver anten
nas. In both the transmitter and the 
receiver units the antenna coils are at 
right angles to one another, forming 
a Cartesian-coordinate system. 

The transmitter is a box roughly 
two inches on a side that must be 
placed within five feet of the receiv
er. It emits three pulses in sequence, 
one from each antenna. The pulses 
induce a current in the coils of the re
ceiver, a cube less than an inch on a 
side that is placed on the object being 
tracked. The strength of the current 
depends both on the distance the re
ceiver is from the transmitter and on 
the relative orientation of the trans
mitter and receiver coils. A computer 
can calculate the three-dimensional 
position of the receiver unit from the 
nine current values resulting from 
three successive pulses. The three 
pulses are repeated about 40 times 
per second and the resulting images 
move somewhat erratically; smooth 
simulated motion probably will not 
be possible until the sensor can pro
duce 60 pulsed triplets per second. 

Installed on the NASA helmet, the 
Polhemus sensor would be rather 
adept at determining the direction of 
a user's gaze except for one catch: 
the eyes can and often do move inde
pendently of the head. To surmount 
this difficulty engineers are explor
ing a technology borrowed from 
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experimental psychology. Psycholo
gists have long used devices called 
eye trackers to gather data on how 
people read and examine pictures. 
Eye trackers bounce a beam of light 
off the cornea of the eye. The direc
tion in which the light is reflected in
dicates where the user is looking: the 
point of regard. 

FLEXION SENSOI{�<:::--------i-

FIBER-OPTIC LAIBLEcS=== 

CABLE GUIDES=------, 

SENSOR 

Eye trackers are still quite new to 
the computer scene. Trackers that at
tach to eyeglasses can be had for a 
few thousand dollars, but they are 
not very accurate. A more elaborate 
system projects a pinpoint of infra
red light onto the cornea and detects 
its reflection with a wide-angle tele
vision camera placed approximately 

INTERFACE BOARD 

TACTILE-FEEDBACK 
DEVICE 

GLOVE LINING 

DA T AG LOVE developed by VPL Research, Inc., translates hand and finger movements 

into electrical signals. Between two layers of cloth, fiber-optic cables anchored at both 

ends to an interface board run the length of each finger and double back. Each cable 

has a light-emitting diode at one end and a phototransistor at the other. Cables are 

treated so that light escapes when a finger flexes; the phototransistor converts the 

light it receives into an electrical signal. The position and orientation sensor is made 

by the Polhemus Navigation Sciences division of the McDonnell Douglas Corporation. 
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three feet from the user. The camera 
stays locked on the eye in spite of 
considerable head movement unless 
the movement is quite rapid; it might 
be baffled, for instance, by a sneeze. 

W all-size screens, head-mounted 
displays, position sensors and 

eye trackers can improve the credi
bility of an artificial reality by broad
ening the visual field and by enhanc
ing detail at the point of regard. The 
displays can present actual images, 
as NASA'S space-station helmet will, 
or the artificial images generated by 
a supercomputer. How will the user 
interact with such displays? 

Most current interaction devices 
are limited to two dimensions. Even 
manipulations of three-dimensional 
computer simulations must be speci
fied through a two-dimensional me
dium, either a mouse or a joystick. 
Worse yet are dials that separately 
control the three axes. Suppose an in
teraction device could be made that 
combined the precision, control and 
agility of the human hand. Actually 
such a "device" is available: it con
sists of the hand itself, equipped with 
a Polhemus sensor and a special 
glove that can record hand and fin
ger movements. 

The DataGlove was developed in 
the past three years by Thomas G. 
Zimmerman and L. Young Harvill at 
a small California company called 
VPL Research, Inc. Fiber-optic cables 
sandwiched between two layers of 
cloth run the length of each finger 
and thumb. Both ends of each cable 
are anchored in an interface board 
near the wrist. An LED (light-emitting 
diode) at one end sends light down 
the shaft of the cable to a phototran
sis tor at the other end. The photo
transistor converts light into an elec
trical signal a computer can recog
nize; the signal travels from wrist 
to terminal through electrical wire. 
Although ordinary fiber-optic cables 
will transmit light when they are 
bent, the cables in a DataGlove are 
treated at the sites where fingers flex 
so that light escapes when a finger 
is crooked, or when, say, the user 
moves his thumb toward his forefin
ger. The greater the movement is, 
the more light is lost. 

Coupled with a Polhemus sensor, 
which can be mounted on the back 
of the hand, the DataGlove has excit
ing potential. Fisher's group at Ames 
uses the glove in conjunction with 
the space-station helmet; NASA hopes 
that one day a robot outSide the sta
tion will be able to carry out complex 
maneuvers and repairs by mimick-
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ing the hand movements of an astro
naut inside the station. VPL is also in
corporating OataGlove principles in 
a OataSuit that covers the entire hu
mqn frame. 

An interface as complex as the 
!-\.OataGlove may not make sense 
for every kind of problem, but many 
of the scientific equations that are 
presented to supercomputers model 
systems that are easier to deal with 
directly than by typed commands. 
Furthermore, artificial realities can 
add a tactile element to systems that 
cannot ordinarily be touched. For in
stance, imagine a biochemist exam
ining two molecules: an enzyme and 
the substrate to which it binds. He 
knows the structure of both the en-

zyme and the substrate, and both 
molecules are displayed on a com
puter monitor. The chemist wants to 
find out what part of the enzyme in
teracts with what part of the sub
strate. Armed with a OataGlove, he 
could quickly manipulate both mole
cules like two pieces of a jigsaw puz
zle to see what parts fit together. 

Now imagine being able to feel 
the topography of the enzyme mole
cule: its crevices and projections, its 
smooth edges and sharp corners. 
Imagine probing with a finger the 
enzyme's active site, which exerts 
a strong chemical attraction on the 
substrate. Imagine maneuvering the 
substrate close to the active site and 
feeling the pull of the interatomic for
ces that join the two! In order to 

JOYSTRING is one of the more effective force-feedback devices. Designed by Richard j. 

Feldmann of the National Institutes of Health, the apparatus relays to a computer the 

position of a hand grasping the suspended T; the supercomputer in turn directs servo

motors to exert force through differential tension on the nine wires connected to the T. 
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achieve these effects engineers are 
exploring methods for creating tac
tile and force feedback. 

Three technologies for tactile feed
back are being tested that could be 
incorporated in the OataGlove de
sign. One technology is adapted from 
a tactile-feedback device for the 
blind in which small solenoids push 
blunt wires against the skin. This 
type of actuator, however, is proba
bly too large: each is about a third of 
an inch thick. Piezoelectric crystals 
can also be employed in conjunction 
with the glove. The crystals vibrate 
when they are activated by an elec
tric current, and the mind interprets 
their vibration as pressure. A third 
approach exploits the new "memory 
metals" that change shape with tem
perature. Small insulated pieces of 
this metal could be oriented to push 
against the skin when they are heat
ed by an electric current. 

The sensation of force is more diffi
cult to convey in a glove device than 
tactile sensation, although memory 
metals offer some promise here as 
well. As long ago as 1968 a group di
rected by Frederick P. Brooks, Jr., of 
the University of North Carolina at 
Chapel Hill adapted for force feed
back a remote manipulator device of 
the kind used to handle radioactive 
materials. Today the most effective 
force-feedback system is the "joy
string" built by Richard]. Feldmann 
of the National Institutes of Health. 
Named after its predecessor, the joy
stick, Feldmann's joystring is a sim
ple rigid T about three inches long 
connected at each end to three taut 
wires. The wires are in turn connect
ed to shaft encoders and servomo
tors. The user grips and manipulates 
the joystring T; the computer reads 
the user's hand movements through 
the shaft encoders and generates 
force and torque feedback by means 
of the servomotors. 

In addition to the joystring, only 
a handful of force-feedback devices 
have been made, each one unique. 
The systems have been limited to 
specialized applications in research 
laboratories. Simpler deSigns can 
respond to force input but cannot 
generate force feedback. At George 
Washington University my colleague 
John L. Sibert and his group have de
veloped a novel application of such 
a force-input system. They have de
vised a paint system for artists based 
on a commercially available data tab
let that senses not only the position 
of a stylus but also the orientation 
of and force applied to the stylus. 
A computer uses this information 
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to simulate the behavior of a paint
brush. As downward pressure in
creases, the "brush" spreads out and 
the width of the line being drawn 
changes with the orientation of the 
stylus. Sibert's artificial reality re
flects to some extent the artist's tradi
tional tools, but it also creates artistic 
tools that until now have not existed. 

In what other ways might a user 
want to interact with a supercomput
er? In many cases talking or ges-

turing to a computer may be more 
appropriate or convenient than non
verbal manipulations of symbolic im
ages. Both voice- and gesture-recog
nition systems are further advanced 
than the other components of artifi
cial realities. More than 10 years ago 
Nicholas Negroponte and Richard A. 
Bolt of the Massachusetts Institute of 
Technology demonstrated the feasi
bility of voice recognition in comput
er interaction. Now machines with 

ROTATED PIPES helped the author to explore how realism affects a user's perform

ance. Subjects shown two images side by side were asked whether or not one image was 

a rotation of the other. The author found that users compare pipes that are colored in 

and highlighted (middle) about 20 percent faster than they compare outlined figures 

(top), but that further refinement (bot/om) does not significantly improve comparison. 
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vocabularies of several hundred 
words are routine co-workers in jobs 
requiring use of both hands, such as 
the testing of electroniC assemblies. 

The technology for voice recog
nition simply has not yet been inte
grated into most computer problem
solving environments. This unfortu
nate procrastination in adopting new 
technology has occurred in the past: 
the mouse, developed in the late 
1960's, was not commercially avail
able until early in the 1980's. Mean
while voice-recognition systems are 
becoming more sophisticated. Ken
neth Davies of the IBM Corporation's 
Thomas j. Watson Research Center 
recently demonstrated to me an ex
perimental system with a vocabulary 
of 20,000 words-about 98 percent of 
the typical English speaking vocabu
lary. The machine can even interpret 
phonetically abstruse phrases such 
as "Write Ms. Wright a letter right 
away." IBM expects to make its sys
tem affordable within a few years. 

The technology for gesture recog
nition has been languishing for sev
eral years with some difficulties wait
ing to be ironed out. Systems must be 
taught to sort through ambiguities 
in strings of gestures and to discern 
when one command ends and the 
next begins. James R. Rhyne of the 
Watson Research Center has devel
oped a system that recognizes hand 
gestures made in two dimensions 
with a penlike positioning device. In 
a spreadsheet application the user 
can total two groups of numbers by 
circling each group on a data tablet 
and making a summation sign. The 
computer enters the total at the posi
tion on the spreadsheet indicated by 
the summation sign. Although this 
technology is still in its infancy, I can 
envision a day when a biochemist 
clad in DataGloves gestures at molec
ular conformations on a supercom
puter display and says, "The phenyl
alanine 22 1 on this helix [pointing] 
doesn't interact properly with this 
[circling] glutamine 57. Change it to 
a histidine." 

A rtificial realities are well on their 
J-\.way-in fact, one of the most dif
ficult hurdles remaining involves 
integrating technologies that have 
already been established. Once this 
hurdle has been cleared, the gadgets 
themselves will require a relatively 
small investment; a DataGlove, for in
stance, costs about $8,000. Indeed, 
the research and programming effort 
currently expended on advanced in
terfaces will probably be the most ex
pensive aspect of their implemen-
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tation. Will the benefits of artificial 
realities justify the cost? 

Instinctively it would seem that a 
system inviting user interaction and 
presenting information in accessible 
formats would be much faster, more 
instructive and easier to learn than 
conventional interfaces. This kind of 
hunch is very difficult to quantify. 
Would a materials engineer under
stand a stress analysis better if he 
could apply the stress with his own 
hand? Will molecular interactions be
come more obvious if their forces 
can literally be felt? And how "real" 
do artificial realities need to be to ac
complish their purpose? 

I began to ask this last question as 
it pertains to visual imagery some 
time ago. Working with my colleague 
Woodrow Barfield and a graduate
student team led by James W. Sand
ford, I examined experimentally the 
effect of increased realism on the 
speed with which computer users 
carry out a simple mental manipula
tion of two images. The task, called 
mental rotation, is commonly pre
sented to subjcts by experimental 
psychologists studying how people 
represent images in their minds. My 
subjects were shown two different 
images of pipe like structures side by 
side and asked to decide whether or 
not one image was a rotation of the 
other. In some tests the images were 
only outlined; in another set they 
were colored in and highlighted, and 
in a third, colored and highlighted 
images were given smoothly shaded 
surfaces. We found that users can 
compare colored-in images about 20 
percent faster than outlined figures, 
but that the more sophisticated shad
ed representations did not improve 
comparison time any further. Hence 
there may sometimes be a limit to 
how "real" artificial realities must be. 

As for questions about the ultimate 
value of artificial realities, the an
swers are still to come. Nearly 20 
years ago Brooks's graduate student 
James]. Batter noted that some stu
dents studying graphic displays of 
two-dimensional force fields gained a 
better understanding of the concepts 
involved if they could not only see 
the force vectors but also feel them. 
Batter's study, which used a simple 
two-dimensional force-feedback de
vice, is the most recent example of 
research assessing the worth of ar
tificial realities. Along with my ex
periments at George Washington 
University, it illustrates the type 
of research needed to determine 
whether the promise of artificial re
alities is more than an illusion. 
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Networks for Advanced Computing 
Computers linked in networks can interact and can share programs, 
data and expensive hardware. The physical link is not enough: one 
computer must be able to understand what a different one is saying 

W
hy are computers connect
ed to networks? Why do 
people talk? The answers 

are similar: to share information, to 
cause actions or events-in gener
al, to collaborate in some way. Much 
has been written about efforts to cre
ate intelligent computers that reason 
like human beings, but intelligent 
behavior is not exclusively an indi
vidual matter. It is in large measure 
founded on communication: the web 
of connections, both lasting and tran
sient, that human beings maintain 
with others of their kind. Computer 
networking is the science of getting 
computers to communicate, which is 
as important, if not as challenging, as 
getting them to think. 

There are two essential aspects to 
the networking problem. First, one 
must establish an electronic link be
tween computers, along with an or
derly process for transferring infor
mation over the link, intact and error
free. Second, one must establish a 
common language, so that one com
puter can understand what the other 
is saying over the link. 

In what follows I shall touch on 
both subjects, but I must begin with a 
qualifier. There are many kinds of 
networks. The computerized reser
vations systems operated by airlines 
are one kind; indeed, the SABRE sys
tem introduced by American Airlines 
was one of the earliest examples of 
computer communication by way of 
telephone lines. Another early exam
ple of a network is the early-warning 
system for air defense. These net
works are essentially single-purpose 
systems involving little direct inter
action among users. (Indirect interac
tion in the reservation system oc
curs, for example, because of finite 
available space on each airplane.) 
The networks I shall discuss, on the 
other hand, are the ones over which 
many users and machines having 
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many purposes interact directly and 
rapidly. Although great progress in 
the development of such systems 
has been made in the past decade, 
the field is still in its infancy. 

Hooking up computers in a net
work does not guarantee that they 
will be able to accomplish anything, 
any more than an international tele
phone connection is a sufficient con
dition for meaningful communica
tion between people. The machines 
must be able to understand one an
other. Not surprisingly (and much 
the same could be said of human 
communications) that problem is 
hardest to solve when the differences 
in hardware and software are great. 

Computer networks are not limited 
to communicating conventional data 
and programs. For example, voice in
put may be digitized and stored for 
later retrieval and delivery. A net
work can be equipped with a voice
recognition system for control or to 
provide input for programs. In many 
cases a synthesized voice may con
vey output to the user. Facsimile in
put may be entered into a computer 
to be incorporated with other docu
ments, or for transmission, storage or 
processing. Video input and output, 
graphics and computer-generated 
images can also be part of the interac
tion mediated by a network. 

The origins of computer network
ing can be traced to the develop

ment of the first time-sharing com
puters in the early 196 0's, a time 
when a computer was an expensive 
and scarce resource. The idea behind 
time-sharing is simple. As many 
tasks, notably program development 
and debugging, require only a small 
fraction of the capacity of a large 
computer, it makes economic sense 
for the computer to serve not just one 
user at any one time but many. This 
objective can be achieved by switch-

ing among many user programs 
every few milliseconds or so. The 
switching is managed by a program 
called an operating system, which 
also controls and manages devices 
such as disk drives and printers and 
mediates all resource allocation with
in the computer. 

From time-sharing to networking 
was a short intellectual step. Once it 
had been shown that a relatively 
small group of users could share a 
single computer, it was natural to ask 
whether a large, scattered communi
ty of workers could share the resour
ces-data bases and even speCialized 
programs-available on their respec
tive time-sharing computers. With 
this idea in mind, the Advanced Re
search Projects Agency of the U.S. 
Department of Defense (ARPA, now 
known as DARPA) began in 1969 to 
link research centers around the 
country in a computer network 
called the ARPANET. At about the same 
time, Tymshare saw the economic 
value of efficient networking to sup
port interactive communication be
tween remote terminals and its time
sharing computers. The telephone 
system could also provide commu
nication between computers; it was 
already widely used to connect ter
minals to remote computers. The 
telephone companies responded to 
the emerging requirement for wide
area computer networks by provid
ing point-to-point circuits for dedicat
ed use with the networks. 

The ARPANET, a wide-area network 
built by Bolt, Beranek and Newman, 
Inc., was the first interactive com
puter-to-computer network. As such 
it had to overcome major techni
cal hurdles, the most significant of 
which was the need for a new high
bandwidth and low-delay switching 
strategy. The telephone network em
ploys the strategy of circuit switch
ing: each call is routed through the 
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network along a dedicated path, or 
connection, that is reserved for the 
duration of the conversation, just 
as if the two communicating parties 
were directly connected by a single 
circuit. A current problem with this 
approach, as anyone who makes 
long-distance telephone calls can at
test, is that it takes several seconds to 
set up a connection. Such a delay 
may be insignificant in the case of 
normal voice communications, but 
it would be intolerable when inter
posed between the rapid, staccato 
exchanges of data that often take 
place between computers. A fast cir
cuit-switching network could reduce 
this delay to a fraction of a second, 
a tolerable level for many uses. 

A dedicated circuit, however, can 
be wasteful. For example, if circuit 
switching were applied to roads, and 
you wanted to drive, say, from New 
York to Washington, you would call 
the highway system and ask them to 
close one lane on the entire stretch of 
Interstate 95 to all other traffic. The 
result would be a lot of reserved but 
empty highway. 

The solution pioneered in the 
ARPANET was a technique called 

packet switching. In packet switch
ing the information being sent from 
one computer to another does not 
travel in a continuous stream 

through a dedicated circuit. Rather, 
each user computer is connected to 
a node (which in the original ARPA
NET was simply a minicomputer) that 
subdivides messages from the com
puter into a series of data packets. 

A message contains an arbitrary 
sequence of binary digits preced
ed by some addressing information 
whose total length is no longer than 
the maximum size allowed by the 
network. A "header" containing at 
least the destination address and a 
sequence number is attached to each 
packet, and the packets are then sent 
across the network, which acts like a 
rapid version of the postal service, 
reading the addresses and delivering 
the packets within a fraction of a sec
ond. There is no circuit setup delay 
because no circuit is set up. Conse
quently there is also no wasted ca
pacity since there is no individual 
connection between two machines. 
A small percentage of the communi
cation capacity, however, is used for 
routing information, headers and 
other control information. 

Indeed, successive packets from 
the same message may well take dif
ferent paths to reach the same desti
nation. The quickest path through 
the net at a given time is determined 
jointly by the nodes according to a 
distributed-routing algorithm. Every 
node estimates a "distance metric" 

from its location to every destination 
on the network, taking into account 
which lines are down, which nodes 
are busy and so on. The estimates are 
updated frequently (for example, ev
ery half second or so) and transmit
ted to neighboring nodes. On the ba
sis of this information a node can 
route an arriving packet to the next 
leg of its journey. The original ARPA
NET routing algorithm accomplished 
this without knowing the overall to
pology or condition of the network. 
The current algorithm distributes full 
topological information to all nodes. 

When communication proceeds in 
isolated short bursts (for instance, 
when a terminal operator types com
mands to a remote mainframe), pack
et switching can lead to more effi
cient utilization of the network's 
capacity. Since no transmission ca
pacity is specifically reserved for an 
individual, time gaps between pack
ets can be filled by packets from oth
er users going to the same or other 
destinations. In effect, packet switch
ing implements a kind of distributed 
multiplexing system by enabling all 
the users to share all the lines on the 
network all the time. 

To link a number of nodes (n) in 
a packet-switched network, one 

needs a minimum of n - 1 lines; if 
one additional line linked the two 

WIDE-AREA NETWORK is shown in the design stage, with sever· 

al layers of the system seen in different windows at the same 

time. The largest map shows host computers and PADS, or pack

et assemblers/disassemblers, linked to nodes called packet 

switches. The map of the Great Lakes area shows individual ter

minals linked to PADS. On the small u.s. map the packet switch· 

es are connected by trunk lines. The display was generated by 

the BBN Communication Corporation's DESIGNet expert system. 

137 

© 1987 SCIENTIFIC AMERICAN, INC



( 

TO OTHER 

TELEPHONES 

LOCAL 

OFFICE 1 

CITY A 

LONG-DISTANCE 

OFFICE 

CITY B 

( 
LOCAL 

OFFICE 1 

FROM 

OTHER 

TELEPHONES 
I I 
: I 

I 
I 

LOCAL 

OFFICE 2 
'--------) 

INTERCITY 

I LOCAL 

: O�FICE 2 
I 
I 
I 

I ; TRUNKS I I I 

I 
\.._-______ 1 

LOOP 

..... _______ .J 

CONNECTING 

TRUNKS 

1..._-----_..... I 

CONNECTING I I 

TRUNKS � ________ ) 
LOOP 

CIRCUIT SWITCHING is employed in the long-distance telephone network. For each 

call the switching offices set up a circuit (color) between two telephones. Part of the cir
cuit's transmission capacity must be reserved for the user for the duration of the call. 

ends, the topology of such a net 
would be a simple ring. It is desirable 
to add cross-connecting lines to the 
ring. That way if a single node or cir
cuit fails, the impact on the network 
is reduced. A highly reliable network 
can be built with a number of lines 
that is only slightly greater than the 
number of nodes. In fact, the failure 
of a particular line in the network 
need not interrupt a communication 
between two sites, as it inevitably 
would in a circuit-switched network; 
the packets can simply be routed 
along an alternative path. Of course, 
the network must be designed to 
avoid or rapidly dispense with any 
traffic congestion. 

Since the packets may follow dif
ferent paths, they may arrive out of 
sequence at the destination. That is 
unacceptable for many applications, 
and so the destination node is gener
ally programmed to reassemble the 
packets in proper order before deliv
ering the original message. In that 
case the receiving computer will be 
unaware that the message had been 
split into packets. The sending com
puter too is unaware of the underly
ing switching technique: it merely 
supplies the address of the destina
tion at the beginning of the message, 
and the first packet-switching node 
attaches the address to each packet 
of the message. To a user it seems to 
be an ordinary dedicated circuit: the 
network supplies a "virtual circuit." 

The idea of a virtual circuit has its 
roots in the telephone culture. And 
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yet, for some applications, network 
subscribers might be just as happy or 
happier with the equivalent of postal 
rather than telephone service. For 
example, if an image is to be trans
mitted from one computer to anoth
er, and the data are divided into 
packets, it really does not matter in 
what order the packets arrive as long 
as they all do arrive with enough in
formation to assist in assembling all 
the packets to reconstruct the de
sired image. In that case single-pack
et "datagrams" could be transmitted 
through the network like letters 
through the mail-except that the da
tagrams would arrive in a few milli
seconds rather than a few days. 

Since the feasibility of packet 
switching for wide-area computer 
networks was demonstrated by the 
ARPANET, a number of commercial 
packet network services have been 
offered, including U.S. Sprint's Tele
net, the McDonnell Douglas Corpora
tion's TYMNET and a variety of net
works in other countries such as 
P.S.S. in the U.K. All are common car
riers, operating over commercial 
dedicated lines (the network compa
nies install their own packet switch
es), and are available to the public. 
For the most part these wide-area 
networks offer virtual-circuit service. 

The design of the communication 
network will depend on the dis

tances involved, the type of devices 
to which it will connect and the appli
cations to be supported. In the case of 

two or more nodes in relatively close 
physical proximity, the transmission 
medium will typically be a high
speed bus or a local-area network. 
For wide-area networks the medi
um will typically consist of multiple 
transmission links along with the as
sociated switching technology. 

Local-area networks have become 
extremely popular of late. They con
nect two or more computers that typ
ically are in a single building or are 
grouped in a campuslike setting; usu
ally they serve a single organization. 
Not only do they enable members of 
the organization to send messages to 
one another and to access the same 
data bases and programs (as is also 
the case for wide-area networks) but 
also they allow different worksta
tions to share such expensive equip
ment as storage facilities and print
ers, whose cost has not fallen as 
rapidly as the cost of computers 
themselves. It is estimated that sev
eral hundred thousand local-area 
networks have been installed world
wide. These networks, based on the 
use of shared coaxial cable or twisted 
pairs of wires (rather than elaborate 
switches), generally provide a data
gram service. Reordering of data
grams into sequence is done by the 
destination computer, if needed. 

The two commonest local-area net
work topologies are the tree, of 
which the Xerox Corporation's Ether
net is the most familiar example, 
and the ring, which has been com
mercialized as the token ring by the 
IBM Corporation. Both are packet net
works. The Ethernet consists of a sin
gle channel, usually made of coaxial 
cable, to which computers, printers 
and other machines are attached. 
Each machine is connected to the ca
ble by an interface that is both trans
mitter and receiver: it splits mes
sages from the machine into packets 
and sends them out over the cable, 
and it scans the cable for packets ad
dressed to its machine. 

The Ethernet is a broadcast net
work: messages from a particular 
machine propagate throughout the 
net in both directions along the ca
ble. Hence a conflict can arise when 
two machines on the network trans
mit at the same time. In the Ethernet 
each interface has a mechanism that 
detects packet collisions, aborts the 
transmjssion and reschedules it for a 
short time later; under these condi
tions there can be variable delays in 
communication. The system works 
well, but at high rates of data trans
mission it may become inefficient if 
the number of collisions grows too 
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large. Today's Ethernets carry about 
10 megabits of data per second. 

The token-ring network is also a 
broadcast network. Unlike the Ether
net, however, the token ring orga
nizes access to the net by means of a 
token (a short sequence of bits) that 
circulates continuously around the 
ring. In order to transmit data, a ma
chine interface must first wait for the 
token to pass. It then removes the 
token temporarily, inserts an ad
dressed packet (of a specified maxi
mum length) onto the ring and rein
serts the token behind the packet. 
The packet is removed by the intend
ed recipient before the token makes 
a full circle. Thus collisions do not oc
cur. Depending on the traffic loading, 
however, it may take longer than 
usual for the token to pass and vari
able delays may occur. 

Today's token rings also handle a 
transmission rate of 10 megabits per 
second of data. Experimental rings 
built of optical fiber, through which 
information is carried by pulses of 
light rather than by electronic sig
nals, have achieved rates of 1 00 
megabits per second or more. Optical 
technology could well expand the 
scope of local networks even further. 

Communication between identical 
types of computers has certain 

natural advantages since the system 
software running on the two ma
chines can be identical. One impor
tant challenge in getting different 
kinds of machines to work together 
is to find a way to mask differences in 
the underlying hardware so that a 
common software environment can 
be provided for the machines. Much 
progress has already been made in 
developing techniques to exchange 
data between machines, although 
many barriers still remain. More diffi-

PACKET SWITCHING was developed for 

computer networks. A transmitting com

puter sends out an addressed message 

(a). At the first packet-switching node (or 

at an interface between the computer and 

the node) the message is divided into 

individually addressed packets (h). The 

packets travel through the network inde

pendently. Each node chooses the next 

node on a packet's path, taking into ac· 
count information received from neigh· 

boring nodes on traffic, line failures and 

so on. As a result the packets may follow 

different paths (e), and they may arrive 

out of sequence at the destination node 

(d). Here the destination node restores 

them to their original order before deliv

ering them to the receiving computer (e). 

c 

d 

e 

139 

© 1987 SCIENTIFIC AMERICAN, INC



cult still is the ability to exchange 
software between heterogeneous 
systems. 

Programs that are exchanged be
tween identical types of machines 
start out with a much better chance 
of running since the underlying in
struction sets are the same and the 
same operating system software en
vironments can be provided. Yet 
even if a program could run without 
compilation or modification of any 
kind at a remote site, there may not 
be sufficient memory at the destina
tion to support it. The compilation re
quirements for a high-level language 
program may be adequately met on 
one machine and not on another. 
Only when the machines have identi
cal software environments is the like
lihood of success in transferring and 
running a program reasonably high. 

The most powerful network func
tions have generally been limited to 
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ELECTRONIC 

TYPEWRITER---�-

commonly administered systems of 
homogeneous machines. Examples 
of such functions are distributed file 
systems (which can give a worksta
tion ready access to files indepen
dent of their location in the network) 
or migrating programs (which trav
el over the network to the location 
where they are to be executed). In 
contrast, most interactions achieved 
between heterogeneous machines 
are still fairly simple ones: sending 
messages or files from one machine 
to another, running a program from 
a remote terminal and so on. Yet het
erogeneity is the rule among com
puters; even an individual organiza
tion often buys equipment from sev
eral manufacturers. Hence there is 
a strong incentive to overcome the 
barriers that prevent communication 
between heterogeneous machines. 

Consider a very simple example of 
such a barrier. One computer stores 

data in 32-bit words; in another the 
word length is 16 bits. If the two ma
chines are to communicate, the re
ceiving computer must know how to 
arrange the data in its memory. Since 
the word length in both cases is an 
integer multiple of eight-bit charac
ters (bytes), the task is comparatively 
easy. It gets more complicated when 
a 32-bit computer is to communicate 
with a 36-bit computer: in that case 
certain bytes must be split up or emp
ty spaces must be left in memory. 
Furthermore, data cannot simply be 
transmitted in isolation, without the 
equivalent of a "cover letter" to de
scribe or otherwise interpret them. 

When a program rather than non
executable data is to be transmitted, 
the need to supply context informa
tion that enables the program to run 
at the remote site may be even great
er. "Context" may mean the entire 
software environment in which the 
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LOCAL-AREA NETWORK enables workstations in a building or Xerox Corporation's Ethernet, in which machines are connect

a small area to communicate and to share resources. This is the ed by a coaxial cable or by several cables linked by repeaters. 
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program is designed to function, in
cluding most notably the operating 
system. In principle one could trans
mit the entire software environment 
along with the program, but in prac
tice that is difficult to manage: many 
operating systems are themselves 
designed for particular hardware, 
and in general they cannot be in
stalled on the machines of another 
manufacturer. An operating system 
such as· UNIX, written in a higher
level language, is portable between 
some machines since the appropriate 
compilers are widely available. Still, 
some tailoring or installation is need
ed to adapt UNIX to specific machine 
characteristics. One solution might 
be to create a "virtual machine archi
tecture" that enables heterogeneous 
machines to mask the differences in 
their hardware. A standard micro
code architecture would make it pos
sible to explore various virtual ma
chine architectures. 

A number of computers working 
together form a kind of distributed 
system. The exchange of context in
formation between these computers 
implies a series of protocols that 
must be strictly adhered to by the 
various participating machines to in
dicate the kind of context informa
tion and how to interpret it. These 
protocols are to distributed systems 
what programming languages are to 
software. They enable one to specify 
the overall architecture and opera
tion of the system's critical elements. 

A desirable approach being ex
plored internationally Is to try to cre
ate a common communication envi
ronment for distributed systems by 
getting hardware and software ven
dors and network designers to ad
here to industry-wide standard pro
tocols. The protocols establish one 
form of "open" communication ar
chitecture for the network. 

For some time now the Internation
al Standards Organization has 

been engaged in drafting network 
protocols to support a concept called 
Open Systems Interconnection (osl). 
As a way of organizing the problem, 
it has come up with a conceptual 
model that divides the workings of a 
network into seven layers, each of 
which is to be associated with a spe
cific protocol or protocols. For exam
ple, the bottom layer is the physical 
one that contains specifications for 
signaling conventions, transmission 
rates and so on. Near the top of the 
model a "presentation" layer stipu
lates how data are to be interpreted 
for presentation; a computer with the 
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COLLISION DETECTION is an essential feature of the Ethernet. Since packets travel in 

both directions along a coaxial cable, two stations may start to transmit simultaneous· 

ly. To prevent confusion each station on the Ethernet has a collision-detection mech
anism. In the sequence shown here, station A begins transmitting a packet to station D 
at a time when the network is quiet (1). Before the packet can reach C. however, C starts 

to send its own packet (2). The two packets collide, and when C detects the collision, 

it stops transmitting (3). Soon after that C's packet reaches A, which thereupon also 
stops transmitting (4). Both stations wait for a random short interval and then try again. 

right translation software will be able 
to converse with computers that for
mat their data differently. Finally, the 
protocols in the top layer basically 
specify the types of messages that 
can be sent over the network to 
achieve various applications. 

The interactions made possible by 
the present OSI architecture are limit
ed primarily to the transfer of data. It 
does not prescribe how computers 
on the network should collaborate 
on high-level applications. Yet in 
spite of its ambitious albeit limited 
goals, the open-architecture strategy 
has been difficult to implement. Es
sentially the problem is that protocol 
specifications are inevitably ambigu
ous and are interpreted in different 
ways by different vendors. A single 
difference in interpretation can be 
(and has been) enough to make the 
resulting products incompatible. 

In 1985 a group of vendors estab
lished the Corporation for Open Sys
tems (cos) to help resolve such in-

compatibilities in the OSI protocol 
implementations. The corporation is 
the equivalent of an underwriter's 
laboratory; its purpose is to test vari
ous products and give them a seal of 
approval if they are compatible with 
other certified products. The tests 
are not foolproof, of course. Two 
products that are both compatible 
with the cos benchmarks may still 
not work together properly. Hence 
before a product can be certified with 
reasonable confidence it has to be 
tested with at least several other cer
tified systems. In contrast, the wide
spread popularity and usage of the 
TCP/IP transport protocol in the U.S. 
(which preceded the OSI transport 
protocol) is due to its widespread im
plementation in tested installations. 

Meanwhile networks proliferate, 
and the cacophony grows. The com
patibility problem recurs at another 
level: not only must the machines on 
an individual network be able to un
derstand one another but also the 
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networks themselves must be able 
to communicate. Organizations often 
want to connect their local networks 
to wide-area networks or to link sev
eral local networks together. But the 
various nets may have different data 
formats, packet lengths, transmis
sion rates (local networks are typical
ly much faster than wide-area ones), 
addressing mechanisms and so forth. 

The original ARPANET host trans
port protocol was designed with the 
idea that the ARPANET would function 
somewhat like a perfect computer 
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/; 
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peripheral. Clearly this assumption is 
no longer tenable, since many new 
kinds of networks (such a·s radio net
works, which may not always be able 
to deliver all packets) have become 
available. 

The solution the DARPA research
ers adopted was to develop an in

ternet architecture. This architecture 
has come to be heavily used for local
area networks and has been widely 
emulated. The cClrr X.7S network
interface protocol specifies an alter-
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D 
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D 
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native for network interconnection 
that presumes a virtual-circuit setup 
between networks. It is normally 
used to connect networks (virtual cir
cuits) with similar data rates and so 
does not require a separate gateway. 

The internet architecture includes 
the transport protocol TCP mentioned 
above and also gateways to link net
works. The gateway is a special node 
designed to encapsulate the text of 
messages from one network into the 
form required for another, and vice 
versa. It uses an internet protocol (IP) 

3 

6 

D 

9 B 

TOKEN RING is another common design for local networks. Ac

cess to the network is controlled by a circulating sequence of 

bits called a token. To send a message a station must wait for the 

token to pass, remove the token from the ring, put an addressed 

packet (or sequence of packets) on the ring and place the token 

behind the packet. A station can remove a message addressed to 

it without removing the token. Here A sends a message to C, 
which receives it and then sends its own messages to A and to D. 
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to interpret internet-wide addresses, 
to fragment packets if necessary and 
to otherwise facilitate the transport 
of packets between possibly dissimi
lar networks. For example, if a 500-
byte-long packet arrives at the gate
way to a network whose maximum 
packet length is 250 bytes, the gate
way cuts the packet in two, attaches 
addresses to both halves and routes 
them (possibly independently) to
ward their destination. Gateways can 
also communicate with other gate
ways, forming an internet system 
that routes messages among multiple 
networks. OSI now also incorporates 
IP as an internet mechanism. 

A fundamental assumption in de
veloping the internet architecture 
was that no internal changes would 
be required to enable any network 
to participate. This implied that the 
gateways had to have the following 
key properties: the ability to pass 
packets between networks with dif
ferent internal and external proper
ties such as data rates, maximum 
packet sizes, formats, timing and er
ror messages, and the ability to com
municate with other gateways for the 
purpose of internetwork routing. 

A major potential networking area 
for the future is portable communica
tions and computing. Although most 
requirements today are mandated by 
the office or home environment, a 
significant potential exists for trans
forming society if equivalent com
munications can be extended to the 
mobile environment. There is al
ready a basis for the ability to start a 
computation in one location, perhaps 
even continue it with a laptop com
puter on an airplane and complete it 
at a different location. Mobile com
munication by means of cellular tele
phone, packet radio networks, civil
ian-band and amateur radio and pag
ing devices offers a start. Because 
of technical limitations such as mul
tipath propagation, maximum data 
rates in the mobile environment are 
unlikely to exceed a few megabits 
per second. This is acceptable be
cause many important applications 
of computers and communications 
require only moderate computation 
and limited communication. On the 
other hand, many new applications 
for higher-speed services are also be
ing explored. 

Increases in network capacity 
have often been motivated by the 
need to support more users. Al
though each user's demand for com
munications capacity may remain 
relatively constant, the aggregate of 
all user demands increases. This has 

been the basis for the evolution of 
the analog telephone system. Indi
vidual voice channels were aggregat
ed into groups of voice channels and 
these groups in turn were aggregat
ed into still higher-level groupings. 
Likewise, individual user demands 
for digital transmission can be aggre
gated by the carriers or by the user. 
In fact, this is the basis for the nas
cent Integrated Services Digital Net
work (ISDN) in which a user will be 
able to decide how to multiplex digi
tal data onto one or more circuits. 
Multiplexing, however, is only one 
dimension of the capacity issue. 

In the future there will be fundamen
tal changes in the types of servic

es networks offer and in their cost. 
The changes will be made possible in 
part by a vast expansion in the trans
mission capacity of communication 
lines. Today's tariffs are still largely 
based on the cost of individual voice 
channels. If a line can handle 24 
voice channels and the bulk of the 
carrier's revenue is determined by 
sales of voice channels, it will be nat
ural to price the line somewhere be
tween the cost of one voice channel 
and 24 channels. At these multiples, 
optical circuits will be all but unaf
fordable to most users unless there 
is a significant tariff restructuring. 
Restructuring is possible only if the 
communication system evolves so 
that the bulk of its revenue is based 
on a higher-speed requirement such 
as video. If the carriers can sell about 
as many video circuits as voice chan
nels at about the same price, the car
riers will lose no revenue and the ba
sis for very-high-speed circuits will 
be established. This is no small un
dertaking, however, and success pre
supposes that society generates sig
nificant demand. 

When the original ARPANET was 
built in 1969, it relied on special high
speed dedicated lines that carried 50 
kilo bits per second. The National Sci
ence Foundation has recently estab
lished a supercomputer network, 
NSFNET, that has similar data rates. 
NSF plans call for leasing higher
speed lines in the near future as it 
seeks to meet the scientific commu
nity's long-term needs for network 
support. Today digital lines operat
ing at about 1 .5 megabits per second 
are available, and 45-megabit-per
second service has recently been in
troduced. Once the current rewiring 
of the u.S. optical fibers has been 
completed, those numbers will seem 
small. Transmission rates in excess 
of one gigabit per second have been 

achieved in field trials, and speeds of 
10 gigabits per second might be at
tained at the century's end. "Multi
plexing" signals of different wave
lengths may make transmission rates 
in excess of 100 gigabits on a single fi
ber both feasible and economic. 

It is not hard to think of things to do 
with such capacity. A large data base 
could be rapidly communicated to 
other computers. A dynamic video 
simulation of the type that is becom
ing common in scientific research 
could be transmitted from the super
computer to remote workstations. 
Images, voice and data could be sent 
simultaneously between collaborat
ing offices. 

How much transmission capaci
ty would such activities require? In 
a computer terminal with a square 
display that is 1, 000 pixels (picture 
elements) on a side, each pixel in 
a black-and-white picture is encod
ed by one bit. Transmitting, say, 30 
frames per second (for flicker-free 
use) would entail an information flow 
of 30 megabits per second. Color im
ages might require 16 bits of informa
tion per pixel, and so 480 megabits 
per second would be needed to trans
mit a color motion picture in real 
time. When larger screen displays 
(say four feet by six feet) become 
available, the transmission require
ments may increase by another fac
tor of 10 or even 100 if real-time re
quirements exist. To be sure, data
compression techniques can be used 
to reduce the requirements some
what. Nevertheless, it should be clear 
that computer networks have many 
potential applications for the infor
mation-carrying capacity offered by 
optical fibers. 

The point becomes even clearer 
when one considers the function of 
computers. They are not mere dis
players of information: they can 
process or even "reason" about the 
information as well. To reason about 
a picture may require considerably 
more information than is contained 
in the picture itself, and this contex
tual information must be transmitted 
with the picture. The same thing is 
true of information that is not in the 
form of a picture, such as a document 
or a VLSI design: to reason about it, 
a computer must have considerable 
contextual knowledge. The promise 
optical fibers hold for computer net
works is that they will make possible 
the levels of information flow need
ed for the networks to fulfill their ul
timate purpose, which is to enable 
computers to collaborate intelligent
ly on � )lutions to human problems. 
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Advanced Computing for Science 
Computational experiments are enriching scientific 
investigation. They are now becoming as important 
as theory, observation and laboratory experiments 

by Piet Hut and Gerald Jay Sussman 

H
igh-speed computation is dra
matically changing the way 
science is done. Traditionally 

investigators have developed ideal
ized models from which predictions 
can be made that are tested by obser
vation or experiment. In complicated 
systems it is hard to find simplifi
cations without taking the risk of 
throwing out the baby with the bath
water, because some of the most im
portant phenomena can emerge from 
the unforeseen combination or am
plification of small effects. 

Computers are enabling investiga
tors to cope successfully with such 
phenomena, which range from the 
diffusion of charge carriers in a semi
conductor to collisions between gal
axies containing millions of stars. By 
using models of such systems it is 
increasingly possible to work out 
the consequences of simple theories 
in complex situations. In addition, 
with sufficient computation it is pos
sible to determine the consequences 
of a theory without invoking ques
tionable approximations or simplifi
cations. An accurate computational 
model allows for measurements to be 
made in much the same way as they 
are in laboratories. But a computa
tional model is better in that infeasi
ble experiments can be done and pa
rameters inaccessible to experiment 
or observation can be measured. For 
example, because Newton's law of 
gravity is well understood and accu
rate computational models of the so-

lar system exist, it can be determined 
how the orbit of the earth would dif
fer if Mars did not exist. 

Theorists have often been forced 
to oversimplify so that approximate 
consequences can be computed and 
compared with the real world. One 
result of the increase in compu.tation
al power available to scientists is a 
shift in the balance away from such 
reductionist methods to "analysis by 
synthesis." The synthetic approach 
is called for when the fundamental 
processes of the interactions among 
the parts of a system are known, but 
the detailed configuration of the sys
tem is not. One can attempt to deter
mine the unknown configuration by 
synthesis: one can survey the possi
ble configurations and work out the 
consequences of each. By carefully 
matching the observable details of 
the experimental situation with these 
consequences, one can choose the 
configuration that best accounts for 
the observations. 

A famous example of the synthetic 
approach from the 19th century is 
the attempt that was made to under
stand the observed but unexplained 
perturbations in the orbit of Uranus. 
Investigators added a hypothetical 
planet to the solar system and varied 
the parameters of its orbit until a sat
isfactory reconstruction of the per
turbation was found. The work led 
directly to the discovery of Neptune, 
found near the predicted position. In 
the past the synthetic approach was 

SEQUENCE OF COMPUTER I MA GES simulates a collision between two spiral galaxies; 
the image at the bottom right resembles a pair of galaxies known as the antenna gal

axies (also called galaxies NGC 4038 and NGC 4039) in the constellation Corvus. The 

yellow dots represent the central bulges of the galaxies and the blue dots the surround

ing disks of stars. The red dots represent the dark halo of matter in the galaxies; the 

halo cannot be seen but is manifested by its gravitational effects. The simulation, cov
ering about half a billion years, is by Joshua Barnes at the Institute for Advanced Study. 

limited to comparatively simple situ
ations. The availability of high-speed 
computation has allowed synthetic 
methods to take their place firmly 
next to the traditional methods of re
ductionist analysis. 

Analysis by synthesis has recently 
fished new light in an old field of 
astrophysics, gravitational dynam
ics, for here the increased speed of 
computers has enabled investigators 
to tackle problems that have long 
eluded other approaches. 

On a grand scale the universe is 
populated by swarms of galaxies, 
some floating in relative isolation, 
others clumped in clusters and in 
clusters of clusters. Each galaxy con
sists of huge numbers of stars and 
vast amounts of gas and dust. The 
distances between the stars in a gal
axy are sufficiently large compared 
with the diameters of the stars for 
collisions between stars to be ex
tremely rare, even though the rela
tive velocities of stars are typically 
tens or hundreds of kilometers per 
second. On a larger scale, collisions 
between galaxies are more frequent 
because the distances between gal
axies are only 10 or 100 times larger 
than their diameters. On even larger 
scales, clusters of galaxies are sepa
rated from one another by distances 
comparable to their own diameters; 
interactions between clusters of gal
axies take place over periods compa
rable to the present age of the uni
verse and therefore cannot be stud
ied as isolated events. 

Collisions between galaxies make 
for some of the most spectacular traf
fic accidents in the universe. The 
view of the sky revealed by tele
scopes provides ample evidence for 
such violent encounters. There are 
paired galaxies that are close to each 
other in the sky and appear to be con-
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COLLISION BETWEEN GALAXIES was simulated in a classic ex

periment carried out on a computer in the early 1970's by Alar 

Toomre of the Massachusetts Irlstitute of Technology and Juri 

Toomre, then at New York University. The simulation stages the 

encounter of the ''whirlpool nebula" (also known as galaxy NGC 

5194, or M5l) and galaxy NGC 5195 (left). The Toomres chose a 
number of initial conditions after a careful analysis of the avail

able observational data. For each set of initial conditions they 

nected by bridges. Whereas most gal
axies have either an approximately 
symmetrical spiral design or a simple 
spherical or elliptical shape, the gal
axies that appear to be involved in 
collisions are often deformed or ir
regular. In the 1950's it was suggest
ed that the deformations in these in
teracting galaxies are caused by the 
gravitational forces galaxies exert on 
each other. In the 1960's more exot
ic suggestions, involving magnetic 
fields and explosions, became pop
ular. The motivation for rejecting 
the simpler gravitational explanation 
was that it was hard to see how pure
ly gravitational interactions could re
sult in sharp features such as the 
complex and detailed shapes of the 
tails and bridges emanating from, 
and sometimes connecting, pairs of 
interacting galaxies. 

In the early 1970's Alar Toomre of 
the Massachusetts Institute of Tech
nology and Juri Toomre, then at 
New York University, carried out the 
first systematic computer modeling 
of galaxy encounters. Their results 
were surprising: using only gravita
tional forces, they managed to repro
duce the shapes observed in a num
ber of systems of interacting galax-
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ies. The Toomres approximated the 
gravitational field of a galaxy by the 
field of a pOint mass in the galactic 
center. They modeled the disks of 
the galaxies, which include many 
tens of billions of stars, with a mere 
few hundred particles that moved in 
the field of the model galaxies with
out contributing to that field. Even 
with these crude approximations, the 
investigators found that encounters 
of two model galaxies can produce 
a dazzling variety of splatter pat
terns that often include sheets and 
ribbons. When viewed edge on, the 
sheets and ribbons provide an expla
nation of some of the thin and sharp 
features that had driven other astron
omers to invoke complicated mag
netic-confinement processes. 

The work of the Toomre brothers 
provides a clear example of how new 
information is obtained from synthe
sis. The sequence of computer "snap
shots" on these two pages, for in
stance, shows that the streamer ap
parently connecting the "whirlpool 
nebula" (also known as galaxy NGC 
5 194, or M5l) with galaxy NGC 5 195 
is not really a bridge at all. The con
nection is' simply an illusion, a con
sequence of the positions of the gal-

axies as they are seen in the sky. 
Many problems in physics are still 

too complex to be tackled by direct 
synthesis of an all-encompassing 
model. Instead a two-pronged ap
proach that starts with simulations of 
microscopic parts of a large system 
may be possible. Synthetic methods 
can often provide quantitative in
sights into the statistical behavior 
of very small subcomponents of a 
macroscopic system. A higher-level 
model that combines these statistical 
rules as building blocks can then be 
used to predict the behavior of the 
system as a whole. 

An example of a problem that cur
.t-\.rently exceeds today's computa
tional limits is the detailed modeling 
of the evolution of a star cluster con
sisting of a million stars-the size of 
some of the globular clusters orbiting 
our galaxy. It has proved possible to 
gain understanding of the clusters by 
exploiting a microscopic approach in 
which interactions between a single 
star and a double star (a pair of stars 
bound together tightly) are studied. 

The gravitational interaction be
tween two stars or planets is easy to 
calculate using pencil and paper. The 
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developed a sequence of "snapshots." One of the sequences 

yielded a snapshot (right) that closely resembles the observed 

configuration of the galaxies. The two rows present two differ· 

ent viewing angles of the same event; 100 million years have 

elapsed between successive frames. The Toomre experiment 
shows that the streamer apparently connecting M51 and NGC 

5195 is actually an illusion-a projection effect. At this time NGC 
5195 is well behind M51 and the collision is a matter of history. 

equations of motion become intracta· 
ble, however, for interactions among 
three bodies. What happens, for in
stance, when a single star collides 
with a double star? As long as the sin
gle star is far from the double one, 
the two stars making up the double 
star revolve around each other in 
an unperturbed elliptical orbit. If the 
third star passes by at a modest dis
tance, the internal orbit of the dou
ble star will be perturbed. If the sin
gle star penetrates the double-star 
system, the encounter may be much 
more complicated. 

The ultimate outcome of such an 
encounter can be classified into three 
qualitatively distinct types. The en
counter may yield three isolated, un
bound stars. In that case, in analogy 
to atomic physics, we say the double 
star is ionized. Alternatively, the en
counter may yield a double star and 
a single star. If the resulting double 
star is made up of the intruder and 
one of the members of the origi
nal double star, we say we have an 
exchange reaction. If the members 
of the resulting double star are the 
members of the original double star, 
we classify the event as a flyby. 
Sometimes, during a near head-on 

encounter, the double star will tem
porarily capture the single star. The 
resulting three-body system can re
main bound for a long time-un
stable relationships lasting for hun
dreds or even thousands of orbital 
periods are not rare-but ultimately 
the system will decay again into a 
single star and a double star. 

The type of outcome is quite sensi
tive to the initial conditions. A slight 
change in encounter velocity or ori
entation angles is enough to alter the 
complicated three-body dance dras
tically. An analytic description of this 
behavior is out of the question. 

The number of parameters needed 
to describe the initial conditions for 
such scattering experiments is nine, 
a number that is far too large to allow 
a systematic survey of all possible 
combinations. The way the outcome 
of the experiments depends on the 
precise values of the parameters is 
extremely complex. Even if seven of 
the parameters are held fixed and 
only two are varied, a complicated 
picture emerges [see bottom ofillustra
tion on next pagel. 

One way to gain quantitative in
sight into three-body scattering proc
esses is to simulate a large number 

of individual scattering experiments 
and analyze the results statistically. 
Values for most parameters are cho
sen at random, subject to constraints 
that make sure the experiments lie 
in domains of interest to the astro
physical application at hand. When 
enough experiments are done, the 
uncertainties that are introduced by 
this "Monte Carlo" method of sam
pling the initial conditions become 
small enough so that interesting con
clusioris about the average outcome 
of three-body scattering experiments 
can be drawn. 

W hy are astronomers interested 
in this kind of collision? The an

swer lies in the role of double stars in 
generating "heat." In a collision be
tween a double star and a single star, 
the double star can shrink, transfer
ring energy to the single star and 
thereby heating the pool of stars 
around them. This process is anal
ogous to nuclear fUSion, wherein 
atomic nuclei collide and fuse into 
heavier nuclei, releasing energy. Nu
clear fusion is the same phenomenon 
that makes the stars, including the 
sun, shine. 

Similarly, orbital shrinkage of dou-
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ble stars induced by encounters can 
heat the core of dense star clusters. 
This heat can balance the losses at 
the surface of star clusters, where 
stars boil off continuously. In con
structing detailed models of globular 
clusters the statistical behavior of en
counters between single stars and 
double stars must be known. Just as 
nuclear reaction rates are an essen
tial ingredient in calculations of the 
structure and evolution of individu
al stars, so gravitational stellar reac
tion rates are essential in calculations 
of the structure and evolution of star 
clusters. 

The problem of determining the 
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gravitational reaction rates is similar 
to the one a nuclear physicist faces 
when asked to determine a nuclear 
reaction rate. A beam of high-speed 
nuclei of one type can be aimed at a 
target plate containing nuclei of an
other type. By counting the number 
of interactions, measuring their prop
erties and analyzing the data statisti
cally, the physicist can describe the 
average behavior during the encoun
ter of two nuclei. 

Gravitational reaction rates can be 
measured in a similar way, using a 
computational laboratory. One of us 
(Hut) has participated in a project to 
investigate the dynamics of star clus-
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ters by employing a statistical char
acterization of three-body scattering. 
Part of the project required doing mil
lions of Monte Carlo three-body scat
tering experiments in which two of 
the parameters were held fixed and 
seven were varied in a complete sta
tistical survey. 

The three-body scattering exper
iment was quite feasible with 

available computer resources; it took 
less than a year of computer time on 
a Digital Equipment Corporation VAX 
1 1/780. A similar scattering experi
ment with galaxies is much more 
difficult. Just as particle physicists 
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ENCOUNTER between a single star and a double star (a pair of 

tightly bound stars) is complex, as the computer-generated sim

ulation at the top left shows. Attempts at calculating such three

body scattering events using only pen and paper would be futile. 
Fortunately the essence of the process can be distilled by over

looking the details and classifying only the eventual outcome, 

just as the scattering of particles in subatomic physics is stud

ied.ln this case there are three possible outcomes (top right). In a 

flyby the double star remains intact even though its orbital pa
rameters may be affected. In an exchange the intruder replaces 
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one of the original members of the double star. In an ionization 

event all stars become unbound. The number of parameters 

needed to describe the initial conditions for such scattering ex

periments is nine-far too many to allow a systematic survey of 

all possible combinations. In the graph at the bottom, which 

summarizes the outcome of more than 1,000 different scatter

ing experiments, seven of the parameters are held constant and 

only two are varied: the impact parameter (the point of closest 

approach of the single star to the double star) and the orbital 

phase (the relative positions of the members of the double star). 
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DISK 

DISTANCE 
FROM CEN TER 

EXISTENCE OF DARK MATTER, or invisible material in the universe, is inferred from 
dynamical arguments. In a typical spiral galaxy, such as the "sombrero galaxy," or 

M104, the stars revolve around a central bulge (top). The bulge is surrounded by a disk 
(bottom) and an invisible halo. According to Newton's law of gravity, if the only matter 
between a star in the disk and the center is what is visible, the rotational velocity of the 

star should fall off rapidly with increasing distance from the bulge (black curve at bot
tom). Actually extensive measurements show that the rotational velocity does not fall 

off; rather, it remains constant for a great distance (colored curve). The constant veloci

ty implies that invisible matter is found in a large volume around the visible shapes. 

throw atoms and subatomic particles 
together and examine the shrapnel 
produced in order to learn about the 
particles' internal structure, so galac
tic traffic accidents could provide im
portant clues 'about what kind of mat
ter permeates the universe and how 
it is distributed. It is embarrassing 
that although a great deal has been 
learned about the universe in the 
past few decades, it is still not known 
what most of the universe is made of. 
Stars, gas and dust-everything visi
ble either with the unaided eye or 
with radio, infrared, X-ray and gam-

ma-ray telescopes-make up only a 
small fraction of the total matter in 
the universe. The nature of the invisi
ble matter remains one of the central 
unsolved problems of astrophysics. 

There is good dynamical evidence 
that most galaxies incorporate large 
amounts of unseen material. In a typ
ical disk galaxy the stars revolve 
around a common center. According 
to Newton's law of gravity, the orbital 
speed of a star in the disk should fall 
off rapidly with increasing distance 
from the center-if the only matter 
between the star and the center is 

VECTO� "-VE LOCITY SPIN�ECTOR 

�OFF SETFRO M � 
HEAD-ON 

COLL ISION 

DISTRIBUTION OF DARK MATTER within galaxies could be deduced by extensive 

computer simulations of galactic collisions. Streamers of stars would sample the gravi

tational field of the unseen matter and trace out what would have remained invisible. 
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the visible matter. Actually extensive 
measurements show that the rota
tional speed does not fall off with in
creasing distance; rather, it remains 
roughly constant for a considera
ble distance. The constant rotational 
speed implies that most of the mass 
is not visible and that this invisible 
matter is distributed in a large vol
ume around the visible shapes. 

Galactic collisions afford opportu
nities to study the distribution of 
dark matter. The splatter patterns 
produced sample the gravitational 
field of the invisible material. In ef
fect, star-based paint is used to trace 
out what otherwise would have re
mained invisible. The problem of in
terpreting these tracings can be at
tacked with massive computer simu
lations. What is unknown here is the 
distribution and amount of mass in 
any particular galaxy. Given suffi
cient computer power and software 
support, one could simulate many 
collisions having different parame
ters and mass distributions. One 
could then look for splatter patterns 
that most closely resemble the actu
al patterns observed. The unknown 
masses and their distributions could 
be deduced if the models are suffi
ciently sensitive. 

A typical galaxy has roughly 100 
billion stars, each of which interacts 
with all the others through the grav
itational force. Computing the inter
actions among so many particles is 
outside the range of any computer 
currently envisioned. On the other 
hand, the behavior of such a system 
can be approximated by a system 
that has far fewer particles if every 
million or so particles in the actual 
galaxy is represented by a single par
ticle in the model. 

What is the minimum number of 
particles in a scattering experiment 
of two spiral galaxies necessary to 
make the model accurate enough to 
allow detailed quantitative compari
son with the real world? A real galaxy 
can be thought of as consisting of a 
centrally concentrated bulge of stars, 
which may be flattened somewhat 
by rotation, a disk of stars and gas 
in predominantly circular orbits and 
a more extended, roughly spherical 
halo of dark matter whose existence 
is inferred on dynamical grounds. 
These components exist in stable, 
stationary equilibrium in their mu
tual gravitational field, Since spiral 
galaxies have a disk diameter that 
is nearly 100 times larger than the 
thickness of the disk, at least a few 
hundred thousand particles must be 
sprinkled in to represent the disk; 
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any smaller number would not allow 
the finite thickness of the disk to be 
resolved. A comparable number of 
particles in each of the components 
of both colliding galaxies requires 
that a realistic scattering experiment 
involve somewhat less than a million 
particles. 

Integrating the equations of motion 
for a system consisting of between 

half a million and a million interact
ing particles presents a formidable 
task, requiring the best in numerical 
algorithms and the most powerful 
computers. But these are only part of 
the problem: there is also an enor
mous range of parameters that de
scribe the possible initial conditions 
for a run of such a system. To set up 
an experiment one must choose dis
tributions for each component and 
assemble the model galaxies. Values 
for all the initial parameters of the 
collision must also be chosen. 

The most challenging aspect of the 
numerical simulation is the analysis 
of the results. Part of the analysis 
must be concurrent with the running 
of each galaxy encounter to deter
mine whether it has run far enough 
to be terminated. Analysis is also 
needed to ascertain which initial con
ditions should be considered next to 
obtain the most interesting results. 
Finally, analysis must be done to ab
stract the qualitative structure and 
model parameters needed to charac
terize the results of the ensemble of 
experiments. 

When has a galaxy scattering ex
periment been run long enough to 
be terminated? Suppose one were to 
look at a motion picture of the scat
tering process. Galaxies approach 
each other, crash with a great splat
tering of stars and either merge into 
one galaxy that soon settles down 
or separate and go their way with 
some damage to each of them. After 
some time one can determine wheth
er the central regions of the galaxies 
merge or separate. At this point one 
just waits until measurements can be 
made of how much and what kind of 
damage was done. 

The recognition of the termination 
and the classification of the outcome 
of a galaxy-collision experiment are 
a qualitative pattern-recognition task 
that is hard to automate but not im
possible. The initial system consists 
of two hulks, each one gravitational
ly bound to a small, dense core. As 
the collision proceeds, the cores ei
ther separate altogether on unbound 
orbits or eventually merge. If they 
merge, there may be several passes 

of decaying, elongated orbits before 
they become tightly bound. In the 
process some of the particles from 
each hulk will become unbound; 
some will form bound or unbound 
transient shells, streamers and tails. 

The required recognition is quite 
coarse. One must be able to follow 
a central core that is moving in a 
smooth way. It is not hard, computa
tionally, to find the position of a cen
tral core in a motion-picture frame. It 
is not hard to predict the path from 
the positions of the cores in preced
ing frames. By following the cores in 
this way one can see whether they 
are becoming bound or whether they 
will separate. 

We are currently embarking on a 
long-term project to model galaxy 
collisions. Several years may pass 
before we have definite results, be
cause of the amount of computation 
required. Parallel processors could 
help in our simulations [see "Ad
vanced Computer Architectures," by 
Geoffrey C. Fox and Paul Messina, 
page 66, and "Programming for 
Advanced Computing," by David 
Gelernter, page 90]. 

The scientific computation needed 
to extend the frontiers of knowl

edge often requires substantial re
sources. The reason is partly that the 
models are computationally complex 
and partly that numerous experi-

ments are necessary in order to char
acterize a class of phenomena. Sci
entists have traditionally obtained 
these resources either by acquiring 
large-scale computers or by renting 
time on them. Both routes are expen
sive. Large-scale computers not only 
carry a large price tag but also entail 
a huge administrative burden. Fur
thermore, because large computers 
are often not well organized for a par
ticular problem, the construction of 
appropriate software can be a long 
and complex task. Of course, much 
of the problem is determining exact
ly what algorithms are needed to in
vestigate the phenomena, but the 
architecture of the computer can ei
ther help or hinder this develop
ment. Software for three-dimensional 
hydrodynamics that runs well on a 
conventional computer takes years 
to write. 

A significant part of the size, ex
pense and difficulty of programming 
a large computer comes from the ma
chine's generality. It is designed to 
perform well on a large variety of 
problems. In contrast, a specialized 
computer can be simple and physi
cally small. Indeed, such hardware 
can be easier to design and build 
than software. One would expect 
to find scientists and computer de
signers cooperating in the develop
ment of computers tailored to specif
ic applications in scientific comput-

DIGITAL ORRERY is a special computer for carrying out high-speed, high-precision 
simulations of planetary orbits. The device consists of about a cubic foot of electronic 

equipment and dissipates the power of a ISO-watt light bulb. For the problems it was 

designed to solve, the computer does approximately 10 million floating-point opera

tions per second, which is 60 times faster than a VAX 1 1/780. The specialized parallel 
architecture of the orrery, which is well matched to orbital-mechanics problems, is the 

key to obtaining such high performance. The orrery has been used to determine what 
the orbits of the five outer planets in the solar system must have been for the past 100 

million years and what they are expected to be for the next 100 million; the period is 
40 times longer than any previous precision integration of the motions of the planets. 
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ing. For instance, a machine de
signed to solve particular partial dif
ferential equations of mathematical 
physics could be built in about the 
same time, and at the same expense, 
as it would take to prepare programs 
for this application to run well on a 
supercomputer. Moreover, the spe
cialized computer can become an or-

dinary experimental instrument be
longing to the research group that 
made it, thereby avoiding the admin
istrative burden and the scheduling 
problems associated with expensive, 
shared resources. 

The cooperative design of special
ized computers will not simply result 
in a few new machines for solving 
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INCLINATION OF PLUTO'S ORBIT over a period of 214 million years has been deter
mined with the Digital Orrery (top). The inclination of a planetary orbit is the angle be

tween the plane described by its orbit and the ecliptic, which is the plane of the earth's 

orbit (boltom). In the graph a 34-million-year modulation of a basic 3.B-million-year os
cillation can be discerned; there is even some evidence for a cycle of 137 million years. 
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a few problems. Such projects will 
fundamentally change the culture of 
scientific computation. Traditionally, 
although scientists have been in
volved intimately in the design of 
their instruments, computers have 
been treated differently. Scientists 
are primarily users of computation; 
their needs are filled by a few remote 
vendors, most of whom are con
cerned primarily with the business 
market. Scientists must be enlisted 
in the design of their computing in
struments. In fact, designing a com
puter is to a large extent a software
engineering problem, and the key 
to making the design of special-pur
pose computers an ordinary part of 
scientific-instrument building is sim
ply to bring into the culture the atti
tude that such activity is feasible. 

The kind of attitude change we 
foresee is precisely analogous to 

the change in attitude that took place 
a few years ago regarding the design 
of very-large-scale integrated (VLSI) 
circuits, in which tens of thousands 
of components are imprinted on a 
single semiconducting chip. In 1980 
Carver A. Mead of the California Insti
tute of Technology and Lynn A. Con
way, then at the Xerox Palo Alto Re
search Center, codified a set of de
sign rules for VLSI. By doing so they 
removed much of the mystery from 
VLSI design and made it possible for 
computer architects to design their 
own special-purpose chips. The MO
SIS manufacturing service, which 
grew out of the work of Mead and 
Conway, separates the design of a 
circuit from its manufacture. It is now 
possible to design a circuit and ship 
the specification to a central service 
for manufacturing. The service has 
recently been expanded to include 
the specification of layouts for print
ed-circuit cards, making it possible 
for most of a computer's components 
to be manufactured at a distance. 

An example of a special-purpose 
scientific computer that was created 
by such a technique is the Digital Or
rery, which was built by one of us 
(Sussman) and a group of collabora
tors. The Digital Orrery was designed 
for investigating the long-term stabil
ity of the solar system. The computer 
is optimized for high-precision nu
merical integrations of the equations 
of motion describing small numbers 
of gravitationally interacting bodies. 
The actual design and construction 
of the Digital Orrery was carried out 
in one year by six people (three theo
retical physicists, two computer sci
entists and a technician). The device 
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ARYLAND'S Calvert Memorial 

Hospital wanted the same 

things all hospitals want 

today. Less time spent on paperwork 

and more time spent with patients. 

Ken Cunzeman and his crew 

atUnisys 

thought 

they 

could help. T he Unisys team was 

composed not only of computer 

experts, it included nurses and 

hospital managers as well. 

Together with Calvert, they 

implemented a system that took 

away mundane chores and replaced 

them with the most precious 

commodity of all: time. Today, a 

nurse can order a lab test, inform 

other departments, and make 

sure that all charges have been 

recorded automatically. 

Needless to say, there was an 

increase in productiv ity. Perhaps 

more important for Calvert Memorial, 

there was an increase in smiles. 

Unisys and healthcare. T he power of 2. 

"The time nurses 

have to spend on 

paperwork is time 

taken away from 

patients:' 

Ken Cunzeman, Marketing Manager, Unisys . 

• 

UNISYS 

The power of 2 
© 1987 SCIENTIFIC AMERICAN, INC



SAVE BIG 
ON HEWLETT·PACKARD 

CALCULATORS 
• Advanced statistics HP·28C 
• Unit conversion 

• 250 programmable com· State of the Art 
mands and functions Scientific Calculator 

• 60 direct keyboard 
commands 

• Separate alpha and 
numeric keyboards 

• Four-line LCD display 
• Infrared printer interface 
• Folding "clamshell" case 
• Banery power (3"N"Cells) $175 Mfg. Sugg. Ret. $235 _ 

HP-41CV 
Mfr. Sugg. Ret. $179 

$126 
HP·41CX 
Mfr. Sugg. Ret. $249 

$179 
*Send proof of purchase to 
Hewlett-Packard and receive 
FREE Advantage ROM 
Module. Mfr. SU99. Ret. $49 

HP·41 Hand Held 
Computing System 

• Portable. Battery operated. 
Carry the HP-41 in your 
pocket or briefcase. 

• Built-In operating system. 
12K operating system aliaNS 
for immediate solutions to 
complex problems. 

• Four Input/output ports. 
Plug in ROM Software 
modules or add to existing 
memory capacity with plug
in memory modules. 

• HP41CV·2233 by1es of 
memory or 319 data 
registers. 

• HP41CX·3122 bytes of 
memory or 446 data 
registers plus time and 
calendar functions. 

Oller good 8115/87 thru 10/31/87 

The standard for Finance 
and Real Estate 
• Solve interest and amor

tization problems 
• Discount cash flows 
• Find bond yields & maturi

ty dates 
• Determine depreciation 

schedules 
• Examine business trends 

• HPUC SclentHlc 

• HP15C Mv. SclentHlc 

• HP18C Pro,r.mmer 

HP·12C 
Financial Calculator 

$62.00* 
-Price reflects $10 mail-in 
rebate from Hewlett-Packard. 

$72 Elek·Tek Price 
·10 Rebate 

$62 Your Final Cost 
OHer good 8/15/87 
thru 10/31/87 

pluS shipping & handling 

$41 

$88 

• HP18C Bu.lne •• Con.ylt.nt $12. 

• HP82240A Int..red Prlnter-18C/28C $100 

• HP82104A Cerci Reeder-HP-41 $13. 

• HP82143A Therm.1 Prlnter-HP-41 $275 

• HP2225 Thlnk"et Printer (AliI $350 

All HP Acce .. orle. DI.counted Tool 

F/::' HEWLETT Authorized 

.!� PACKARD Hewt���';:�kIord 

CAU TOlL FREE 800-621-1269 
EXCEPT 1lL1101S. AWKA 

CANADIAN TOLL FREE 800-458·9133 
Corporate Aceta. Invited. Min. Ord. $15.00. VI .. or MasterCard by 
Mall or Phone. Mall Cashier's Check, Mon. Ord., Personal Check. 
Add 54.00 ,st Hem. (AK, HI, P.R., c..- add $10.00 first Item) $1.00 
ea. add'i shpg. & handl. Shipments to IL address add 7% tax. 
Prie .. &ubt. to change. WRITE for free c.alog. RETURN POLICY: 
All sales are tlnal except defectives which will be replaced with 
IdorOIcoI_onlywilhln-.tlmo_ .. permitted 
by manuf1lct\lrer·. warranty policy. All ELEK·TEK MERCHANDISE 
IS BRAND NEW, FIRST QUALITY AND COMPLETE. Immediate 
delivery on all above Items. DUNS .01·71-.0517 

ELEK-TEK1inc. 
6557 N. Lincoln Ave. Chicago. IL 60645 

312·677·7660 

IS2B 

consists of about one cubic foot of 
electronic equipment and dissipates 
the power of a ISO-watt light bulb. 
For the specific problem it was de
signed to solve, the computer is 60 
times faster than a VAX 11/780 with 
floating-point accelerator. The ma
chine is currently serving in a study 
of orbits in the asteroid belt, aimed 
at understanding how empty spaces 
called Kirkwood gaps were formed. 
The Digital Orrery is also being em
ployed to investigate the long·term 
stability of the orbit of Pluto. It has 
been used to determine what the or
bits of the outer planets must have 

been for the past 100 million years 
and what they are expected to be for 
the next 100 million. 

Before the Digital Orrery was built, 
high-precision integrations over sim
ulated periods of millions of years 
were prohibitively expensive. As a 
result there were only a few small ex
periments making use of carefully 
scheduled resources. In spite of the 
obvious advantages of a special-pur
pose machine, the notion that one 
could be designed and built was sim
ply not part of the cultural outlook of 
the astrophysics community. In fact, 
a preliminary proposal for construct-

Scientist: Let's consider the polar-ring galaxy A0136-0801. 

Computer: I have photometric profiles and rotation curves for this galaxy from 
Schweizer, Whitmore and Rubin (Astron. J., Vol. 88, No. 7, July, 1 983). Here they 
are. [We assume a graphic display of the data.) 

Scientist: Let's model the mass distribution of the galaxy as a combination of 
a Miyamoto disk with a truncate isothermal halo. First let's fit the measured 
photometric profile of the spindle to the Miyamoto disk. 

Computer: There is no good least-squares fit. This is the best I can do. [Again, 
display should appear.) 

Scientist: The problem is that the polar ring passes over the northwestern part 
of the spindle, decreasing the brightness there. See how the profile dips around 
- 3 arc seconds? You should eliminate these anomalous data points from your 
data for this fit. 

Computer: O.K. I can least-squares fit the measured photometric profile with a 
Miyamoto disk with a scale-length of .68 kiloparsecs and a scale height of .9 2 kpc. 
Look at how good the fit is until we get out past 10 arc seconds. 

Scientist: Next, let's fit the measured rotation curve to the mass distribution. 

Computer: How should I use the rotation-curve data for the polar ring? The cir
cular velocities at equal radii [the outer edge of the disk and the inner edge of 
the ring ) appear to be similar-do you think the data sets can be merged? 

Scientist: Yes, let's try it that way. 

Computer: This will take a while. I have three parameters to vary: the mass of 
the spindle's disk, the central density of the isothermal and the isothermal's core 
radius. Do you want to wait? I' ll call you when I have a good answer. 

[ ... Some time later.) 

Computer: I have a good match. The mass of the disk is 1.75 X 10'0 solar masses. 
The isothermal halo has a mass of 9.26 x 10'0 solar masses within 16.9 kilopar
secs. The core radius of the isothermal is 8.1 7 kiloparsecs. 

Scientist: I don' t understand that large a core radius .... How do you compute 
your isothermal? 

Computer: My potential is proportional to log (R2 + 82) for a core radius of 8. 
Scientist: That doesn't sound right; my potential has an arc tangent in it. 

Computer: So your density function is just the Po/(1 + R2/82}, right? 

Scientist: Yes. 

Computer: That explains it. Both of our isothermals have the same asymptotic 
behavior, but I measure my core radius differently from the way you do. In your 
units the core will be smaller, about three kiloparsecs. 

Scientist: Sounds good. What mass-to-light- ratio do we have for the spindle? 

Computer: About five. 

HYPOTHETICAL DIALOGUE between a computer and an astrophysicist illustrates 
how interactive systems in the future could help to construct, simulate and analyze 

models. The authors envision a system that can carry on a conversation similar to the 
one shown here, although probably in a more formal language. The most important fea· 

ture of this hypothetical dialogue is the conceptual level of the interaction with 

the computer: the program understands a considerable amount about galaxy modeling. 

© 1987 SCIENTIFIC AMERICAN, INC



ing the Digital Orrery submitted to 
the astronomical instruments divi
sion of the National SCience Foun
dation was rejected on the grounds 
that the project would be infeasi
ble. Such an attitude is striking in 
view of the immensely complex engi
neering projects that have been ac
complished by this same community 
when building telescopes. Building 
computers is just not that difficult. 

Improving the effectiveness of sci
entific computation requires going 

beyond incremental improveme.nts 
in hardware and algorithms. The effi
ciency of the experimenter must be 
improved by providing him or her 
with the computational equivalent 
of a toolbox. The toolbox will be 
equipped with tools for building as 
well as manipulating computational 
models that enable investigators to 
specify and control computational 
experiments in terms of the underly
ing qualitative phenomena. The tools 
must do more than set up data for a 
numerical computation, run it and 
analyze the results; they must also 
understand how the computational 
models work and how they relate 
to the other descriptions of the phe
nomena being studied. 

We envision systems that combine 
powerful numerical methods with 
sophisticated symbolic manipulation 
of both algebraic and algorithmic 
descriptions. An advanced environ
ment will provide symbolic mathe
matical support for the automatic 
preparation, execution and analysis 
of the results of numerical exper
iments. Symbolic methods can be 
used to help manipulate the dynami
cal equations into a suitable form for 
simulation and to construct high
quality simulation programs, opti
mized for the particular situation 
from more general algorithmic de
scriptions. A scientist should be able 
to discuss a galaxy model with a 
computer in much the same way 
as one might describe it to a human 
assistant. We believe such comput
er systems are within reach even 
though none has yet been built. 

New tools have often changed civi
lization in ways not envisioned by 
the inventors; automatic computa
tion has already outgrown purely nu
merical calculation. Symbolic and 
qualitative computations are becom
ing an integral part of the sCientific 
environment. Computers will soon 
provide the scientist with an effec
tive laboratory assistant rather than 
a number-crunching slave. 
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Advanced Computing for Medicine 
In time computers may be as basic to medicine as the stethoscope. 
Medical systems can store data and retrieve it selectively; soon 
they will be Usmart" enough to advise on diagnosis and treatment 

by Glenn D. Rennels and Edward H. Shortliffe 

F
or several weeks Ms. jones has 
had low-back pain. Bed rest and 
aspirin have not helped. Per

haps a prescription analgesic would 
do better, she thinks, and she goes to 
a family doctor in the city to which 
she has recently moved. She tells the 
doctor the pain started soon after she 
played tennis for the first time in a 
year. Examination reveals only some 
limitation of motion in the left elbow 
and tenderness in the lower back. 

The doctor turns to his personal 
computer, which has access to a 
nationwide computer network, and 
he links to a hospital computer in 
the city from which Ms. jones has 
moved. The hospital computer has 
electronic medical records to which 
authorized medical workers can gain 
access with a patient's permission. 
Within seconds the doctor finds that 
Ms. jones underwent a lumpectomy 
to remove a small tumor of the breast 
five years ago. She has been perfect
ly healthy ever since and neglected 
to mention the episode in discussing 
her back pain. 

The doctor disconnects from the 
network and calls up QMR, a diagnos
tic system. QMR, which has compre
hensive knowledge of almost 600 
diseases stored in its memory, sug
gests that Ms. jones may have arthri
tis, muscle strain or recurrence of the 
cancer with metastasis to the base 
of the spine. The doctor, reassured 
to see that QMR'S "second opinion" 
agrees with his own concern, orders 
a bone scan to eliminate the possibili
ty of recurrent cancer. 

Such a scene is no longer just futur
istic dreaming. We think the time is 
not far off when physicians will con
sider the computer to be as essential 
a medical instrument as the stetho
scope. The medical information sys
tems that are now emerging from re
search laboratories can be grouped 
into two categories. "Communica-
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tion systems" store medical informa
tion, retrieve it selectively and trans
mit it; "advice systems" apply the in
formation to help doctors diagnose a 
patient's condition, as QMR did in the 
situation described above, or to pro
pose, monitor and help to manage a 
course of treatment. 

A dvances that will make the sys
J-\. tems much more effective are 
described in some of the preceding 
articles in this issue. Although hard
ware improvements will make com
puter systems more effective, the 
emphasis in a number of laborato
ries, including our own at the Stan
ford University School of Medicine, 
is on the development of software 
methods that can represent medical 
information and expertise in a ma
chine and make that information and 
expertise readily available to a physi
cian. Here we shall first describe, by 
example, the capabilities and prom
ise of communication systems and 
advice systems. We shall then dis
cuss some fundamental problems 
that still confound software design
ers' attempts to develop computer 
programs that can "reason" about a 
case much as a doctor might. 

The need for communication sys
tems arises in part because it is in
creasingly difficult for a physician (or 
a biomedical investigator) to read, 
memorize and remember all the in
formation needed to solve a particu
lar problem. A physician may not 
have encountered the patient's com
plaint or disease for a period of 
months or years-during which diag
nostic and therapeutic technologies 
may well have changed. 

Physicians have accordingly start
ed to use literature data bases, or 
bibliographic retrieval systems. MED
LINE is the best-known example. A 
large computer at the National Li
brary of Medicine in Bethesda, where 

the system was developed, holds the 
titles of essentially all articles from 
the world's biomedical literature of 
the past 25 years and the full ab
stracts of the recent ones. Each arti
cle is indexed with carefully chosen 
key words and phrases, so that it is 
relatively easy to call up a list of rele
vant titles and then ask to see the ab
stracts of the most appropriate pa
pers. Bibliographic retrieval systems 
have been introduced that also store 
the full text of papers and enable one 
to locate pertinent sentences within 
any paper. 

As more capabilities are added to 
its repertoire the computer will be
come the principal means of access 
to the biomedical literature and to 
disease data bases for which libraries 
will be responsible. Libraries will 
be viewed not as physical places
buildings filled with books and jour
nals-but as distributed sources of in
formation. This view is not really in 
conflict with the traditional model of 
medical libraries as information cen
ters. It is simply that new technolo
gies allow the model to escape the 
confines of physical structures. 

Communication systems provide 
access to information; now ad

vice systems are being developed 
that can apply stored information to 
the solution of particular real-world 
problems. For example, we and our 
colleagues have been working with 
an experimental advice system we 
call ROUNDSMAN. More particularly, it 
is a critiquing system: the physician 
describes a clinical problem and a 
proposed plan of action and ROUNDS
MAN thereupon delivers a critique of 
the plan. 

A central objective of this system is 
to provide access not only to the data 
in articles but also to the meaning of 
the data in the light of expertise. At 
this early stage ROUNDSMAN can pro-

© 1987 SCIENTIFIC AMERICAN, INC



duce patient-specific analyses of var
ious options in breast-cancer man
agement based on 24 articles. To 
achieve this capability we first en
code information from the articles. 
Bits and pieces are stored: for exam
ple, "Doe and Roe NEJM 1986 . .  .in 
all cases admitted to study, lymph 
nodes were removed and document
ed to contain tumor. . .473 cases . . .  
randomized to treatments . . .  236 cas
es by mastectomy . . . 237 by lumpec
tomy . . .  " Many more details of study 
design and results are entered. 

Then we elicit subjective judg
ments about the information from an 
expert-the kind of doctor a fellow 
worker might ask for advice about a 
difficult case. Enough judgments are 
stored with the data to cover a host 
of different situations ROUNDSMAN 
might be asked to consider. Suppose 
the expert tells us the study conclu
sions must be applied cautiously to 
the typical stage II cancer patients 
because the study patients (who 
have positive lymph nodes) are sick-

er; the expert's advice and his way of 
phrasing the issue go into the sys
tem's memory. 

Consider what might have hap
pened when the hypothetical Ms. 
Jones first discovered a lump and 
was referred to a surgeon. He exam
ines her, calls up ROUNDSMAN, enters 
his patient's characteristics and pro
poses to do a lumpectomy. ROUNDS
MAN responds: "Doe and Roe report
ed in the New England Journal of Med
icine in 1986 that lumpectomy was 
effective in such cases, but note that 
the study population was in a worse 
prognostic stratum than your pa
tient." After bringing this consid
eration and others to the surgeon's 
attention, ROUNDSMAN suggests that 
in spite of the discrepancies the re
sults of the study generally support 
the plan of lumpectomy. 

The distinctions between software 
for communication systems and 

software for advice systems can be 
understood if one looks at the re-

spective capabilities and objectives 
of two experimental systems, Physi
cian Data Query (PDQ) and ONCOCIN. 
Both systems deal with cancer-treat
ment protocols: carefully speCified 
plans for conducting clinical trials in 
which alternate approaches to treat
m�nt are compared. A protocol sets 
forth particular surgical procedures, 
chemotherapeutic or radiation re
gimes, dosages and treatment sched
ules. It also outlines the appropri
ate responses to more subtle issues, 
such as what to do when a patient 
has toxic reactions to treatment or 
when to conclude that a therapeutic 
approach is not working. 

PDQ is a communication system: a 
database, operated jointly by the Na
tional Cancer Institute and the Na
tional Library of Medicine, that can 
provide physicians with information 
about the protocols for a large num
ber of formal clinical trials currently 
under way. With a personal comput
er and a modem a doctor can gain ac
cess to a central computer at the Ii-
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MEDICAL WORKSTATION might bring the radiology depart

ment, the patient-records department and the medical library to 
a doctor's office. For this hypothetical display the physician 

called up Michael Avium's chest X ray and medical record. The 

patient's complaints were suggestive of tuberculosis, and so the 

doctor asked the system to search a textbook for a discussion of 

radiographic evidence of TB (bottom left). The computer there

upon found and displayed one such discussion (bottom right). 
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COMMUNICATION SYSTEMS ADVICE SYSTEMS 

I 
I I 

I DATABASE I PICTURE ARCHIVING MONITORING 
SYSTEMS SYSTEMS AND COMMUNICATION 

SYSTEMS 
PDQ 

MEDLINE 
ONCOCIN 

(Management) 

QMR 
(Diagnosis) 

HELP 
(Management) 

ROUNDSMAN 
(Management) 

MEDICAL COMPUTER SYSTEMS can be categorized as commu

nication systems and advice systems. Communication systems 
store, retrieve and transmit bibliographic material, patient rec-

ords (including up-to-date test results) and other data. Advice 

systems participate actively in diagnosis or in management of 

patient care. Systems discussed in the text are shown in color. 

brary and, with the help of special
ized software, identify protocols for 
which particular patients are eligi
ble. The protocols typically present 
new approaches to difficult cases
approaches the doctor may be able 
to adopt (unless the protocol in
volves administration of an experi
mental drug). Alternatively, the doc· 
tor can obtain the names of nearby 
hospitals and physicians participat
ing in trials of a course of treatment 
and refer the patient to them. 

Suppose the bone scan ordered for 
Ms. Jones confirms the presence of 
cancer at the base of the spine. Her 
physician could elicit from PDQ the 
names of medical centers working on 
advanced treatments for metastatic 
breast cancer. The doctor would then 
be able to refer her to one of those 
centers. 

The PDQ system is intended to dis
play a wide range of information, not 
to help its user apply the information 
to a particular patient. We and our 
colleagues have designed ONCOCIN, 
a system that complements PDQ by 
helping physicians who are caring 
for individual cancer patients after 
they have been enrolled in a protocol 
and their treatment is under way. ON
COCIN is both a medical-record sys
tem and an advice system (which 
today deals with only a small num
ber of treatment protocols). It keeps 
track of the course of treatment and 
of the patient's progress, but it also 
has enough knowledge to assume an 
active role in suggesting how the 
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protocol should be adapted to the 
needs of a specific patient. 

Suppose that at the regional cancer 
center Ms. Jones enrolls in a clinical 
trial of a new drug regimen. On each 
visit the physicians carrying out a se
ries of complex chemotherapy treat· 
ments can be guided by ONCOCIN. It 
stores the results of each test, keeps 
track of her condition and proposes 
how the dosage of each drug should 
be adjusted on each visit according 
to her response to treatment. 

The protocol's details are repre
sented within the computer in struc
tures known as inference rules. For 
example, a rule might say: "If the 
patient's white-blood-cell count is 
lower than normal but still greater 
than 3,000 cells per cubic millimeter, 
then administer drug A but give only 
75 percent of the usual dose. " Such 
rules allow ONCOCIN to advise about 
the proper therapy to administer on a 
particular visit and to call for partic
ular tests. The system's high-resolu
tion display screen simulates a paper 
form that is already familiar to oncol
ogists, who describe their patient by 
filling in certain sections of the form. 
ONCOCIN offers advice by filling in 
blank spaces in other areas of the dis
play. If the user has questions about 
the advice, ONCOCIN tries to explain 
it on the basis of the protocol's logic 
as stored in the program's rules. The 
user is, of course, still free to override 
the advice: no computer program 
can have access to the full range 
of variables the treating physician 

should consider in making a patient
care decision. It is assumed the user 
may have additional information that 
calls for adjusting ONCOCIN'S advice. 

The principal research questions 
for systems such as ROUNDSMAN and 
ONCOCIN are software issues (some of 
which will be explored below), but 
such hardware advances as faster 
processors and larger memory chips 
will certainly facilitate routine use of 
the systems. For example, memory 
chips can now hold only a limited 
number of protocols. If a patient's 
protocol is not in internal memory, 
the machine must fetch the needed 
information from storage on a disk, 
swapping it for information currently 
held in memory. This is a slow proc
ess-perhaps too slow for routine use 
in a clinic. The high-capacity memo
ry chips now under development will 
substantially reduce the amount of 
such swapping. 

It is clear from the discussion of 
ROUNDSMAN and ONCOCIN that the 

style of interaction between an ad
vice system and its users can vary. 
ROUNDSMAN, as we mentioned above, 
is a critiquing system: it reacts to the 
user's current thinking-a proposed 
course of action or a diagnostic hy
pothesis-and suggests alternatives 
if necessary. A consultation system, 
on the other hand, generates inde
pendent analyses and recommenda
tions, which users can compare with 
their own thoughts. Whereas ONCO
CIN consults on the management of a 
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patient's illness, the advice system 
called QMR (for Quick Medical Refer
ence), mentioned at the beginning of 
this article, consults on diagnosis. 

QMR is a microcomputer adaptation 
of INTERNIST-I, a large diagnostic pro
gram developed at the University of 
Pittsburgh School of Medicine. It has 
knowledge of 577 diseases and of 
their interrelations with 4, 100 signs, 
symptoms and other patient charac
teristics. It can serve health profes
sionals in three modes. In its basic 
mode QMR is an expert consultation 
system that provides patient-specific 
diagnostic hypotheses. It does so by 
asking itself, in effect: How often will 
patients with a given characteristic 
have a particular disease? How often 
will patients with a certain disease 
manifest a given characteristic? The 
system can request information it 
needs that was not volunteered and 
can suggest tests and point out areas 
that need further investigation. It an
alyzes the information obtained and 
comes up with the most probable di
agnosis or diagnoses. 

Second, QMR can be an electronic 
textbook, listing the patient charac
teristics reported to occur in a giv
en disease or, conversely, reporting 
which of its 577 diseases can be as
sociated with a given characteris
tic. Third, as a medical spreadsheet 
it can combine a few characteristics 
or diseases and determine the impli
cations. For example, one can spec
ify two apparently unrelated medi
cal problems and obtain suggestions 
about how coexisting diseases could, 
under the right circumstances, give 
rise to both problems. 

IN fERNIST - 1, the predecessor of 
QMR, was shown to perform almost as 
well as academic physicians in diag
nosing diflicult ca�es. QMR has the 
same broad knowledge base alld di
aglJosing capability, to which the 
ele(Il ollic-textbook and spreadsheet 
modes haVe been added. QMR is now 
being field-tested at Pittsburgh and at 
collaborating institutions. 

W hen an advice system such as 
QMR stands alone, it must gen

erally wait for a user to seek advice. 
Moreover, the user of an advice sys
tem normally must manually enter 
patient information that may already 
reside in a nearby data-management 
communication system. Might an ad
vice system automatically tap such a 
data source in order to volunteer ad
vice whenever it may be appropri
ate? One of the first integrated hospi
tal information systems able to do 
that, called HELP, has been developed 
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ROUNDSMAN generates coherent comments on a proposed plan of treatment, as in the 
excerpt giving data from a published paper and commenting on it (top). The process by 

which the last sentence in the example was generated is shown (bot/om). The doctor en· 
ters a description of his patient and proposed treatment (1). The system organizes his 
input into a "clinical context" (2), searches for a relevant article (3) and extracts perti

nent data (4). Then it calls up its knowledge base of expert judgments (5) and uses it to 

contrast the clinical context with the pertinent data. One contrast statement (6) be
comes an element of the emerging prose. The system precedes the statement with a 

generalization (7), parenthesizes the particulars (8), adds "second" to position the 

statement in a larger list (9), capitalizes and punctuates (10) and displays the result (11). 
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ONCOCIN consults about chemotherapy by way of an electronic spreadsheet, two 

"snapshots" of which are shown: a data-gathering stage and an advice stage. Windows 
for hematology and chemotherapy are open; others are available. The doctor enters he· 
matology data for June 26 (top). Working with those data and with knowledge of the ap
plicable protocol and of the patient's condition and earlier treatment, ONCOCIN applies 
rules to recommend dosages for the patient's June 26 visit (bottom); under different 
conditions the system might have modified the dosages or advised delaying treatment. 
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over the past 15 years at the LOS Hos
pital in Salt Lake City. 

HELP runs on a central comput
er that is connected with terminals 
and printers throughout the hospital. 
There are now at least four terminals 
and a printer in each nursing divi
sion, for example, and a terminal at 
each bedside in intensive-care units; 
the plan is to have a terminal beside 
all 520 beds in the hospital. The cen
tral computer is first of all a data
management facility, storing the ad
mission history of each patient and 
keeping track of each patient's medi
cations, laboratory results and cur
rent status. In addition to serving 
as a data-management system, the 
central computer incorporates thou
sands of special logical subprograms 
called HELP sectors. Their purpose is 
to monitor all available data for each 
patient and keep watch for any of a 
number of specified alert conditions. 
When any such condition is identi
fied, HELP issues a warning message 
to the appropriate staff members. 

When the hypothetical Ms. jones 
was hospitalized for her original 
breast surgery, a system such as HELP 
might have monitored her medica
tions, laboratory-test results and vital 
signs. Unlike a physician, it can re
view test results within seconds, day 
or night. Suppose Ms. jones was tak
ing the drug digoxin for a heart con
dition. If her blood-test results re
vealed a low potassium level, HELP 
would have warned the floor nurse 
that low potassium is dangerous to a 
patient taking digoxin and that Ms. 
jones might need prompt treatment 
with an oral solution of potassium 
chloride. 

HELP is a superb example of how 
the flexibility and effectiveness of 
an advice system can be heightened 
by integration with a communication 
system. And HELP is just the begin
ning. Local-area-network technology 
should make it possible to add to hos
pital information systems a special
ized advice system such as ROUNDS
MAN, a diagnostic system and even 
a facility that would bring X rays, so
nograms, CAT scans and other imag
ery from the radiology department to 
a terminal in every operating room 
and at every bedside. 

Considering their power and their 
availability in experimental ver

sions, why are advanced medical 
systems not in widespread clinical 
use today? The fact is that the meth
odology for constructing advice sys
tems is not yet mature: the design of 
effective software still poses some 
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fundamental theoretical and practi
cal challenges. 

A basic element of most advice sys
tems is a model of certain clinical 
skills, notably the process of deciSion 
making. How is one to model such 
an eminently human and specialized 
capacity? There are many strategies, 
based on such varied approaches 
as pattern recognition, statistical re
gression, branching algorithms and 
decision theory. Examination of an
other approach, that of artificial intel
ligence (AI), will highlight some of 
the difficulties encountered in devel
oping advice-system software. 

Investigators into medical AI have 
been influenced by psychological 
research suggesting that what dis
tinguishes experienced physicians is 
primarily the richness of their knowl
edge-that is, their store of informa
tion about diseases, symptoms and 
treatments-rather than any particu
lar way of processing that informa
tion. Computer programs that use AI 
techniques to represent and manipu
late detailed knowledge of a field of 
expertise are known as expert sys
tems. In developing an expert system 
medical AI investigators seek first of 
all to develop an optimal representa
tion of medical knowledge within the 
computer. Much of the leverage of 
a medical knowledge-based system 
derives from its store of knowledge 
and the way it is structured, rather 
than from any novel processing tech
niques (such as an algorithm the 
computer might handle better than a 
human being can). 

One of the primary challenges in 
constructing a knowledge-based sys
tem is to cope with the sheer quan
tity of information to be represented 
and manipulated. Take, for example, 
QMR'S 577 diseases and 4, 100 patient 
characteristics. When these 4,677 en
tities are linked and weighted (to 
show that certain symptoms suggest 
certain diseases, that one disease 
might cause another and that some 
patient characteristics are more im
portant than others), the QMR knowl
edge base may contain some 250,000 
items of knowledge. Many of them 
are not explicitly recorded in any 
textbook. It took 10 years of collabo
ration between computer specialists 
and doctors to make the items suf
ficiently concrete and explicit for 
representation in the system. More
over, QMR covers only a subset of the 
important known diseases. A central 
task in expert-system deSign, then, is 
to identify key knowledge elements 
and their interrelations and then to 
encode them in data structures and 

lirikages that make it possible to 
apply the knowledge effectively to 
solve problems. 

Asecond design challenge is to en
sure that the data structures rep

resenting knowledge elements will 
enable people to add to and correct 
the system's knowledge. Medical dis
coveries change medical practice, 
and so a knowledge-based system 
must accept incremental changes in 
its knowledge base. Tinkering with 
the entire program to accomplish 
each updating is impractical. The 
data structure (whether it is lists, a 
hierarchy, a network or some oth
er structure) that represents medical 
knowledge should therefore ideally 
be independent of the algorithms 
that manipulate the knowledge. This 
independence is hard to achieve be
cause certain medical knowledge is 
itself somewhat algorithmic, in that it 
specifies a strategy for problem solv
ing rather than an actual fact. For ex
ample, diagnosticians often seek to 
establish the general scope of an ill
ness-for instance, "liver disease"
before trying to pin down a particular 
kind of liver disease. 

Associations List 

In addition, each element of medi
cal knowledge should ideally be rep
resented in modular form, so that 
the alteration of one element leaves 
the others undisturbed. For exam
ple, two data structures intended to 
achieve such modularity are rules 
and frames. A rule is an inferential 
statement of the form "If A, then B" by 
means of which a system can reach a 
conclusion through the logical tech
nique known as modus ponens: If A 
implies B, and if A is known to be true, 
then B can be inferred. The inferred 
results of one rule can be used by an
other rule to make a second infer
ence; that is, the rules "chain togeth
er" dynamically. 

A frame, on the other hand, repre
sents an entity, such as a disease, 
that is characterized by "slots" defin
ing prototypical features of that enti
ty, such as the symptoms caused by 
the disease. It is also possible to de
fine methods for inferring the values 
of slots from other aspects of the 
frame or from other frames. 

The modularity offered by rules 
and frames is inherently difficult 
to attain, in part because medical 
knowledge is more than the sum of 

Pulmonary Disease and DIARRHEA Chronic 

Pairs of Diseases consistent with Entered Finding and Topic 

Atelectasis 
caused-by Carcinoid Syndrome Secondary To Bronchial Neoplasm 

Eosinophilic Pneumonia Acute (LOEFFLER> 
caused-by Hookworm Disease 

Pulmonary Legionellosis 
predisposed-to-by Irrunune Deficiency Syndrome Acquired (AIDS> 

Pleural Effusion Exudative 
caused-by Pancreatic Pseudocyst 

Pneumococcal Pneumonia 
predisposed-to-by Carcinoid Syndrome Secondary To Bronchial Neoplasm 

Pneumocystis Pneumonia 
predisposed-to-by Irrunune Deficiency Syndrome Acquired (AIDS> 

Pulmonary Hypertension Secondary 
caused-by Progressive Systemic Sclerosis 
or co-occurring-with Schistosomiasis Chronic Hepatic 

Pulmonary Infarction 
predisposed-to-by Carcinoma Of Body Or Tail Of Pancreas 
or predisposed-to-by Carcinoma Of Head Of Pancreas 
or caused-by Hepatic Vein Obstruction 

Pulmonary Lymphoma 
coinciding-with Lymphoma Of Colon 
or coinciding-with Small Intestinal Lymphoma 

Pulmonary Interstitial Fibrosis Secondary Diffuse 
caused-by Progressive Systemic Sclerosis 

QMR is asked (color) to list diseases that might account for the presence of two appar
ently disparate problems: pulmonary disease and chronic diarrhea. The list seen here 
is a subset of QMR'S complete response, generated by the system on the basis of its 

knowledge base of 577 diseases, 4,100 patient characteristics and their interrelations. 
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RULE 

To determine the dose of methotrexate administered in VAM 
chemotherapy in protocols 20-83-1 and 2091 : 
If: the serum creatinine level (in mg per dl) exceeds 1.5 
Then: do not give methotrexate 

FRAME 

Name: Tularemia 

Evokin� Frequency 
Symptoms and Signs: Strengt 

FEVER 0 5 
SKIN Lesion Culture Francisella Tularensis 5 4 
LYMPH Node Enlarged 1 4 
SKIN Ulcer 1 4 
EKG Sinus Tachycardia 0 4 
TULARENSIS Skin Test Positive 4 3 
EXPOSURE To Rabbits Rodents Small Mammals 2 3 
TICK Bite Recent History 2 3 
HEADACHE Severe 1 3 

Can cause: 
Pyrogenic Shock 1 2 
Appendicitis Acute 1 1 

Predisposes to: 
Endocarditis Acute Infective Left Heart 1 1 

RULES AND FRAMES are the elements of two approaches to representing medical 
knowledge. Rules have the form "If condition X, then action Y." When rule-based 
ONCOCIN (top), in determining the proper dosages for VAM chemotherapy, establishes 

that the "if' part of its methotrexate rule is true, it concludes that the "then" part is indi
cated. Frames are descriptive details of such objects as diseases and symptoms. In 
frame-based QMR the disease frame for tularemia has weighted links to various signs, 
symptoms and other diseases. "Evoking strength" weights reflect the likelihood that 

the disease is present when a certain symptom is observed: 0 means the symptom is 
nonspecifiic and 5 means the disease is the only cause of the symptom. "Frequency" 

weights, on the other hand, indicate how likely the disease is to give rise to a particular 
symptom: 1 means it does so rarely, whereas 5 means it does so in almost every case. 

its parts. For example, ROUNDSMAN 
represents each journal article as a 
distinct object in its knowledge base. 
When a new article is published, one 
would like to augment the knowl
edge base in a modular fashion. Yet 
the new information in an article of
ten casts a new light on previous ar
ticles, altering their interpretation. 
The more one tries to accommodate 
this nonmodular aspect of medical 
knowledge-for example by insert
ing links between articles to repre
sent their interrelations-the more 
one creates an entangled knowledge 
base of tightly coupled elements that 
is practically impenetrable when one 
tries to update it. 

A third research challenge arises 
because medicine has only limited 
models of the human body or of dis
ease. This is in contrast to systems 
that are designed, say, to facilitate a 
manufacturing process. In manufac
turing there is clear understanding of 
the function of individual compo
nents and of how they are assem
bled; production problems and fault 
diagnosis can often be approached 
by dealing with the combinatorial 
characteristics of an assembly se-
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quence or of the ways components 
might malfunction. 

Few components of the human 
body and few of their functions are 
completely understood at this mech
anistic level. Physicians therefore 
need to make use of a wide range 
of knowledge-including rules of 
thumb learned from the best clini
cians, empirical evidence derived 
from statistical analysis of clinical tri
als, causal mechanisms inferred from 
anatomy, physiology and molecular 
biology, and social issues pertinent 
to good medical care. A major task 
for medical computer scientists is 
to develop techniques for encoding 
and applying such different kinds of 
knowledge in a coordinated way. 

The conceptual and design tasks 
facing developers of advice sys

tems can be contrasted with the prac
tical problems that already challenge 
developers of communication sys
tems. These problems can be appre
ciated if one considers the barriers 
encountered in introducing a picture
archiving and communication sys
tem, or PACS. Such systems are well 
beyond the research stage but are 

still generally unavailable because 
both logistical and economic barriers 
thwart their implementation. 

A PACS stores X-ray and other im
ages in digital form, delivers them to 
where they are needed and displays 
pictures of high photographic qual
ity on screens. At the present time 
doctors walk to the radiology depart
ment to examine an X-ray picture; pa
tients must often carry their X rays 
from office to office. It would be 
much more efficient if X-ray images 
could be distributed directly to hos
pital wards and clinics, particularly if 
the same film could be viewed simul
taneously by different physicians at 
different sites. 

Software for creating images and 
displaying them in this way is al
ready well in hand; fiber-optic com
munication lines exist that can sup
port the necessary Signaling rate of 
200 megabits per second; terminals 
that display the images with suffi
cient resolution are available (and in
deed are in use in the motion-picture 
and television industry). To be sure, 
digital imaging systems will benefit 
from further research, but even pres
ent technology could dramatically 
improve the distribution and inter
pretation of medical images. Yet in 
today's competitive financial climate 
for medicine it is hard to justify an ex
pensive new technology. 

What would it take to introduce a 
PACS into a busy modern hospital? 
Laying the fiber-optic network would 
be disruptive as well as expensive. 
To distribute high-resolution images 
widely the hospital would need a 
large number of workstations, each 
with a display resolution of 2,048 
by 2,048 pixels (discrete picture ele
ments), with each pixel able to regis
ter from five to eight shades of gray. 

Given the expense of such a sys
tem, some institutions have been 
adopting digital imaging equipment 
piecemeal: buying a digital machine 
when a conventional machine needs 
to be replaced. Gradually enough 
digital equipment and workstations 
may be acquired for integration into 
a PACS network. This is just one ex
ample of how financial and logistical 
barriers can inhibit the dissemina
tion of an available technology. 

Computer systems do not now
nor will they soon-have a suffi

ciently complete understanding of 
medicine's technical, clinical and so
cial considerations to approach the 
richness and flexibility of human ex
pertise. The advice systems we have 
described do represent advances in 
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medical computer science, but none 
of them is effective without the com
mon sense and judgment of an expe
rienced health-care worker. There 
are many aspects of human problem 
solving that we and others in the field 
simply do not yet know how to mod
el within a computer. 

In spite of these caveats we are op-

timistic about the future of advanced 
computing for medicine. Computers 
are more than number crunchers. 
Their ability to store, retrieve selec
tively and transmit medical informa
tion is now well established. On the 
horizon are systems that will provide 
reasoned advice about the diagnosis 
and management of specific cases. 

Advances in materials science and 
chip design, in networking and par
allel processing all promise greater 
freedom for those of us working on 
the software of medical information 
systems. We expect to see growing 
use of advanced systems "smart" 
enough to take an active, if subordi
nate, role in medical practice. 

PATIENTS' ROOM PATIENTS' ROOM 

o 
HOSPITAL INFORMATION SYSTEM envisioned for the future 

will use a local-area network to transmit not only text but also 

images to workstations throughout a hospital. Patient informa· 

tion will be entered from-and transmitted to-the admitting of

fice, record room, laboratories, operating rooms and bedside. 

Digitally stored results of X·ray, CAT·scan, ultrasound and other 

examinations will be transmitted by fiber-optic cables to wher-

ever they are needed. Library material will be accessible too, and 

a wide-area network will bring in distant data bases and medical 

advice systems. Unlike current systems driven from a central 

computer, future systems will decentralize much of the memory 

and processing to individual workstations. A system like this 

would be a more comprehensive version of the HELP system that 

has already been developed at the LDS Hospital in Salt Lake City. 
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Advanced Computing 
for Manufacturing 

Supercomputers may assume a major role in industry. 
They have already greatly influenced the design of such 
aerodynamically efficient products as airplanes and cars 

by Albert M. Erisman and Kenneth W. Neves 

B
y making it possible to process 
large quantities of arithmetic 
operations very quickly, the 

supercomputer has provided design 
engineers in industry with new in
sight into computational analysis. In 
so doing, the machine has opened 
the door to improved product per
formance and to major savings in the 
design and development phases of 
industrial products. 

In spite of these successes, howev
er, there are a great many problems 
associated with supercomputers, and 
the complete adoption of them by 
both the aircraft industry and manu
facturing at large remains a serious 
challenge. For example, certain prob
lems relevant to industry are too 
complex for even today's advanced 
computers to solve. In addition the 
many limitations of existing software 
have severely curtailed the value of 
the supercomputer to'industry. Final
ly, the transition from computational 
analysis on the supercomputer to the 
full integration of computer-aided 
design (CAD) with computer-aided 
manufacturing (CAM) is largely an 
unsolved problem. Meeting these 
challenges is a goal that must be 
achieved. A closer look at airplane 
design will explain why. 

The field of aerodynamics was one 
of the first to employ computers to 

solve computational problems. As 
early as 20 years ago aerospace engi
neers were using computers to mod
el aerodynamic flow around an air
foil (the cross section of a wing) and, 
to a limited degree around the body 
of an airplane. Today supercomput
ers enable aerodynamicists to model 
entire planes and to dissect the vari
ous components of drag passing over 
the individual parts of the plane. 

According to our colleague, Paul 
E. Rubbert of the Boeing Compa
ny, computational aerodynamics has 
revolutionized the aerodynamic de
sig_. process and the supercomputer 
now stands alongside the wind tun
nel in its importance to the aircraft in
dustry. Moreover, the complexity of 
computational research that is car
ried out worldwide in aerodynamics 
is among the largest of any scientif
ic field, 

The supercomputer has afforded 
aerodynamicists the power to exam
ine details of aerodynamic-flow pat
terns that are impossible to measure 
in a traditional wind tunnel and in
feaSible using traditional computers. 
Moreover, complex data entered into 
a supercomputer can be convert
ed into a three-dimensional graphics 
display at a workstation where it can 
be visualized from a variety of angles 
and perspectives. For this reason 

AIRFLOW OVER THE SURFACE of an airplane can be modeled on a supercomputer and 

displayed as a three·dimensional image. Particle traces emanating from both the en· 
gine exhaust and the trailing edge of the wing on a Boeing 737-300 are simulated here 

(top). Aerodynamicists can chart the exact path of particle flow by constructing an ar

tificial planar surface at the rear of the wing to measure the coordinates of particles 

at various points along the airstream. The supercomputer can also model overall air· 

flow and corresponding pressure levels affecting the plane (bottom). Here air pres

sure is modeled for the Boeing 767-200 during takeoff and landing (when the landing 

flaps are extended). Regions where air pressure is lowest (and airflow is highest) are in

dicated in red; areas of highest pressure (and lowest airflow) are indicated in purple. 

aerodynamicists at Boeing routinely 
carry out computational analyses of 
regions of an aircraft, including the 
body, the wing, the strut that holds 
the engine (called a pylon) and the 
casing around an engine (called a 
nacelle). Wind-tunnel testing may in
dicate the presence of drag, but the 
computer can dissect the individual 
components of drag and give pre
cise information about their relative 
contributions. For the first time com
putational analysis can provide in
sight otherwise missed in physical 
experimentation. 

Supercomputers played a critical 
role in the design of the Boeing 

737-300, which entered service in 
1984, 17 years after its predecessor, 

the very successful Boeing 737-200, 
was delivered to its first customer. 
Responding to the demand for more 
fuel-efficient aircraft, Boeing decided 
to modestly extend but otherwise 
retain the basic body design of the 
737-200 and to replace the engines 
with newer, more efficient models. A 
technological problem presented it
self, however: the new engines were 
much larger in diameter than the 
ones they were going to replace. 

It was clear that the larger-diame
ter engines could not be attached to 
existing struts under the wings of the 
737-200. To ensure adequate ground 
clearance with the engines in this po
sition, the landing gear would have 
to be lengthened, adding excessive 
weight, requiring extensive structur
al modifications and adding greatly 
to the cost of the aircraft, a solution 
that was untenable. Boeing engineers 
reasoned that if the engines were 
mounted in front of the wing instead 
of under it, adequate ground clear
ance could be obtained without sig-
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nificant additions of weight and cost. 
There was, however, one overriding 
obstacle to the plan: wind-tunnel test
ing had repeatedly shown that unac
ceptable levels of drag are created 
when the engines are mounted near 
the leading edge of the wing. Rub
bert says that during the previous 
20 years aerodynamicists had tried 
many times to develop such a closely 
coupled installation by modifying 
the design of the nacelle in the wind 
tunnel but had failed repeatedly. 

As expected, computer analysis in
dicated that close-coupling the en
gine to the wing created excessive 
drag. Unlike the wind tunnel, how
ever, computer analysis revealed 
the actual flow mechanism by which 

drag was created-a secret that had 
eluded discovery during two dec
ades of wind-tunnel testing. By ma
nipulating variables on the computer 
Boeing aerodynamicists could evalu
ate several alternative designs and 
at a greater level of detail than would 
be possible in the wind tunnel. Based 
on these computational studies they 
were able to devise an innovative so
lution to the placement of the engine 
and the design of the nacelle. By care
fully modeling the upper part of the 
nacelle they were able to alter the 
design, making it asymmetrical and 
somewhat pear-shaped, a configura
tion that was shown to all but elimi
nate interference with normal airflow 
over the wing, resulting in a close-

A BOEING 73'7 

LJ ••••••••••••••• ® ••••••••• 

coupled engine with greatly reduced 
levels of drag. 

A.n equally good example of the 
.t-\.power that has made the super
computer an important tool in air
craft design can be found in the 
development of the Boeing 757 air
plane, delivered to its first customer 
in 1982. Because its development 
was scheduled about six months be
hind that of the wide-bodied 767, the 
company chose to incorporate iden
tical cockpits in both. The reason for 
this was purely pragmatic: pilots are 
required to undergo a special certifi
cation program for each type of cock
pit (and each new instrument panel) 
they fly, which usually means a sepa-

TWIN ENGINES THAT POWER the Boeing 737-200 are encased 

in small-diameter nacelles mounted under its wings. These en-
gines are less fuel-efficient than those contained in larger-diam
eter nacelles because friction on the airflow is relatively high. 

r-l BOEING737-300 

LJ ••••••••••• ••••• ® ••••••••••••••••••• 

DEVELOPMENT OF LARGER, more fuel-efficient engines led to 

the redesign of the 737-200. The result is the 737-300, shown 

here with the engine mounted in front of the wing, a position 
that had been rejected because traditional wind-tunnel analysis 
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revealed extremely high drag when engines were placed there. 

With the help of the supercomputer, aerodynamicists were 

able to dissect the different forces acting on an engine mod

eled in this position and redesign the nacelle to minimize drag. 
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rate program for each model of air
plane. If the 757 and the 767 could be 
designed with the same cockpit, the 
pilots would have to undergo only 
one certification program to be quali
fied for both planes. This translates 
into considerable savings of money 
and time for the commercial airline 
companies. Boeing was faced with a 
major difficulty, however: the 757 is 
a narrow-bodied plane and smaller 
than the wide-bodied 767. How could 
the architecture of the modern-tech
nology cockpit, designed first for the 
767, be retained in the 757, given the 
different sizes of the two planes? 

The flow of air around the plane 
at the point where the cab, which 
houses the cockpit, and body inter
sect is critical to performance; too 
much drag in that area can signif
icantly increase fuel consumption 
and interior noise. Detailed aerody
namic analysis of the 757 (with a new 
cab wide enough to house the critical 
cockpit components of the 767) was 
considered essential to determine if 
and how such an airplane could be 
constructed. 

Standard protocol called for build
ing various mock-ups of these sec
tions with different attachment sites 
and testing them in a wind tunnel to 
find the best (that is, the most aerody
namic) solution to the design prob
lem, but time was limited and the 
company was faced with production 
deadlines. Instead these design alter
natives were analyzed computation
ally on the supercomputer. In a mat
ter of a few days (as opposed to the 
several months required for wind
tunnel analysis) a cab design was 
found that housed the cockpit of the 
767 within the 757's narrow body 
while successfully meeting the crite
ria for size and airflow efficiency. In 
fact, Boeing engineers were suffi
ciently confident in their results that 
they recommended fabrication of the 
new plane begin prior to wind-tunnel 
verification of the results. 

The Boeing company's newest air
plane, the 7]7, still under develop
ment, opens a new era in jet propul
sion. The jet engines of this plane are 
near the tail of the aircraft and drive 
twin sets of curved fan blades at
tached to the rear of the nacelle. The 
external blades are more efficient 
than the enclosed fans of ordinary jet 
engines and lead to considerable sav
ings in fuel while providing the plane 
with speed capabilities comparable 
to existing planes. Its radical design 
would not have been possible with
out the supercomputer. Other as
pects of airplane design that rely on 

complex mathematical modeling and 
the supercomputer include structur
al analysis of individual components, 
electromagnetic analysis and the de
sign of control systems. 

V irtually all the major automobile 
manufacturers are now turning 

to the supercomputer for help in 
the design of aerodynamic cars. The 
Ford Motor Company, for example, 
relied heavily on the supercomputer 
for the design of its 1986 Taurus car. 
In addition to fuel savings for the 
consumer, the supercomputer is es
timated to have saved Ford sev
eral million dollars in design costs, 
primarily because it eliminated 
the need for multiple prototypes. Car 
manufacturers also use supercom
puters extensively in crash simula
tions. By modeling collision damage 
on a computer screen they are able to 
save vast sums of money that would 
otherwise be spent on the destruc
tion of costly prototypes. 

The petrochemical industry is per
haps the foremost example of indus
trial use of the supercomputer; since 
the late 1970's it has relied heavily on 
the supercomputer for both oil explo
ration and recovery. Seismic moni
toring tapes can be entered into the 
computer and used to identify specif
ic geologic features associated with 
oil reserves. This enables petro
chemical engineers to identify profit
able drill sites with a significantly 
greater degree of accuracy than is 
possible using traditional methods, 
thereby increasing the probability of 
striking a major deposit. Because the 
cost of drilling is so high (up to $ 15 
million per well on land and consid
erably more than that offshore), the 
costs of computing are relatively in
significant compared with the ben
efits. Furthermore, supercomputers 
play a role in oil extraction; by mod
eling the fluid dynamics of steam and 
chemical extraction they enhance re
covery rates. 

Supercomputers have a number of 
applications and can generally be 
applied to any problem where com
plex mathematical models can pro
vide new insight into product design 
or productivity enhancement. They 
have been used to model molecular 
structures and radar patterns as well 
as to create film images (scenes in the 
motion picture The Last Star Fighter, 
for example, were generated entirely 
on a supercomputer). They are also 
employed extensively in flight simu
lation and pilot training programs, 
and most recently they have been 
adopted by large financial compa-

nies that utilize them to analyze in
vestment portfolios. 

In construction work, supercom
puters are used to model stress and 
earthquake resilience on such major 
projects as bridges, nuclear-reactor 
containment vessels, large spectator 
arenas (such as the Calgary Saddle
dome in Alberta) and skyscrapers. 
They have also begun to change the 
face of weather forecasting: detailed 
data on climatic and geographic con
ditions can be combined with actual 
storm readings and entered into the 
computer to produce a three-dimen
sional picture of a moving storm. Me
teorologists can predict the path of 
the storm and issue early warnings to 
the population areas most likely to 
be affected by it with much greater 
accuracy than was possible before 
the supercomputer. 

We have described some of the 
successes associated with the use of 
the supercomputer in manufacturing 
and other industries. These succes
ses have not come easily nor are they 
as extensive as they might be. In 
order to understand why that is so, 
the limitations of the supercomputer 
must be addressed. 

The term supercomputer is used 
in two ways: to refer to those 

computers that have the greatest raw 
power, measured in terms of speed 
and memory size, or to refer to those 
that are defined by their inner archi
tecture, that is, the hardware compo
nents on which they are built. In this 
article we use the term supercomput
er to refer to computers in the first 
category: those that have maximum 
power capability. Such computers 
usually have an advanced architec
ture as well; computers in the second 
category-machines that are some
what less powerful but nonethe
less are architecturally advanced
we shall call near-supercomputers. 

Because supercomputers were de
veloped in order to solve numerical
ly complex problems, the speed at 
which they operate is considered a 
crucial measure of their perform
ance. A prototype of the first super
computer, made in the early 1970's, 
was the Control Data Corporation's 
CDC 7600 model, which operated at a 
speed of five million floating-point 
operations per second, or five mega
flops (MFLOP'S). Today supercomput
ers operate 200 times faster than that, 
at speeds of approximately one bil
lion floating-point operations per sec
ond, or one gigaflop (GFLOP). Near-su
percomputers are considerably slow
er but still have impressive perform-
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ance peaks on the order of from 20 to 
100 MFLOP'S. 

A problem that might take a year to 
complete on a traditional mainframe 
can be solved in slightly less than 
an hour on a supercomputer. This 
breakthrough in computing power is 
made possible by the unique vector 
and parallel architecture that forms 
the computer's hardware. The con
cepts of vector and parallel architec
ture are relatively new to the field of 
computer science, but they are based 
on two approaches: pipelined ar
ithmetic units and parallelism (that 
is, the replication of computational 
units). [For a more detailed discus
sion see " Advanced Computer Ar
chitectures," by Geoffrey C. Fox and 
Paul C. Messina, page 66.] Both ap
proaches can make substantive in
creases in computer speed possible 
but yield poor results when they are 
improperly matched by software. 

A drawback to vector architecture, 
which operates much like a convey
or belt or an assembly line, is that the 
average speed at which operations 
move through the assembly line de
pends on the length of time needed to 
complete the first computation enter
ing the system and the number of 
computations that can be processed 
in the pipeline. This is a subtle but 
important pOint. Computer programs 

that minimize the total number of 
calculations necessary for an analyti
cal problem but do not have a long 
stream of computations to perform 
(called long vectors) sometimes fall 
short of performance expectations. 

In theory parallel processors, in 
which a number of interconnected 
computers attack a problem simulta
neously, have unlimited potential for 
speed. That is, n computers can solve 
a problem in one nth of the time it 
would take a single computer. But 
like the "million-monkeys principle" 
in business management (a project 
that normally would take one person 
10 years to complete cannot be done 
by one million people in one minute), 
parallel hardware has also fallen 
short of performance expectations. 

Both vector and parallel architec
tures were introduced as a means 
by which significant breakthroughs 
in computational power could be 
achieved. Evaluating a supercomput
er's performance solely in terms of 
operations per second is much like 
measuring the quality of different 
sports cars solely on the basis of 
maximum speed, without taking into 
account factors such as acceleration, 
cornering and the conditions under 
which they can be driven. 

Computer performance is based on 
a range of factors, including memory 

size, the ability to handle small ar
rays of numbers (known as small 
vector size), the speed at which dis
crete quantities of data can be proc
essed (known as the machine's scalar 
performance) and the capabilities of 
the software with which it is compati
ble. Computers that perform well at 
the high end of the scale (they can 
process large amounts of data very 
quickly) do not always perform well 
at the low end of the scale when 
small discrete quantities of data must 
be processed. Unfortunately most ap
plications have both types of com
puting requirements. 

Speed, then, is not the sole determi
nant of a computer's performance 
capabilities. Computer performance 
is also dependent on two other fac
tors: memory size and the speed with 
which data flow from the computer's 
memory to the computational units 
inside the machine. 

Memory is a major factor in de
termining the performance of a 

computer, and the speed at which a 
calculation is carried out is frequent
ly dependent on the size of a given 
machine's memory banks. Bottle
necks often result from the sheer vol
ume of data that must be manipulat
ed. Indeed, moving large quantities 
of data from secondary storage to 

SCHEMATIC drawing of a new plane, the Boeing 717, represents 

a new era in jet propulsion. The plane's engines, mounted near 
the tail, drive exposed sets of fan blades, which are more effi-

cient than the enclosed fans of conventional jet engines and re

sult in sizable fuel savings. The design would not have been 
possible without supercomputer analysis of many variables. 
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memory and back again may be the 
most time-consuming aspect of any 
problem in computation. Although 
supercomputer memories are grow
ing at a rate comparable to computa
tional power, in some cases this is 
still inadequate. The CDC 7600 of the 
early 1970's had a memory capacity 
of 500,000 IS-digit numbers. The 
Cray-2, built almost 15 years later, 
has a capacity 5 1 2 times greater: it 
can hold 256 million IS-digit num
bers in its memory. But as calcula
tions become increasingly complex, 
even a memory size of several bil
lion words may be insufficient for 
future computational needs. In order 
to tap a memory bank this large, ex
tensive changes in software design 
may be necessary. 

Matching the capabilities of a su
percomputer to the needs of a par
ticular user is very important. For 
example, the peak speed of a super
computer is of little relevance to an 
aerodynamicist measuring stress on 
a wing; what matters to that user is 
the speed with which a complicated 
mathematical model of the wing can 
be created and put through a series 
of stress tests. Therefore the speed 
with which a computer can solve a 
complex problem involving many 
variables may be more important 
than how fast it can process a care
fully constructed array of numbers. 
This is much like assessing the per
formance of a sports car over a wind
ing mountain road compared with its 
peak speed on a straight, flat stretch 
of highway. 

In either case, the sheer number 
of calculations produced on a su
percomputer can be staggering. Stan
dard computers can provide numeri
cal values for 50 separate points on a 
grid sheet (measured at 20 different 
points in time), but they are dwarfed 
by supercomputers that can gener
ate data for 50,000 grid points at 
200 pOints in time. Fortunately, coin
cident with the supercomputer, the 
computer industry has developed 
advanced workstation capability to 
convert data into graphic images; 
without that capability it would be 
virtually impossible to decipher the 
quantity of data produced. Moreover, 
a time sequence of graphic designs 
can be put together and viewed in 
motion-picture form that visually dis
plays data as a realistic simulation of 
a physical process. The flow of air 
particles over a wing, for example, 
can be seen as a continuous stream, 
enabling aerodynamicists to visual
ize the precise forces acting on it. 
Equally important, they can change 

ISOLATED NACELLE is modeled in three dimensions on the supercomputer. The col
ors represent different velocity levels of air flowing in and around the nacelle during 

flight. The speed of the airflow is highest at the inside leading edge of the nacelle (yel
low), where air is channeled through the casing and into the engine of the plane. It is 

lowest toward the rear of the nacelle (purple) and intermediate on the outside (green). 

the design on the screen by manip
ulating variables at the workstation 
and thereby pinpoint specific compo
nents of turbulence. 

The effectiveness of supercomput
ers, like all computers, is dependent 
on software, particularly in the area 
of manufacturing. Whereas it may be 
fairly easy to modify or rebuild soft
ware for use in basic research on the 
supercomputer, it is much more dif
ficult to modify a software program 
100,000 lines long that operates un
der strict manufacturing control pro
cedures and is a critical component 
of the industrial product-design cy
cle. For the average manufacturing 
concern the amount of time needed 
to validate a new program and then 
test it for reliability and accuracy can 
be prohibitive. It is therefore desir
able that computer software be ca
pable of making the transition from 
one type of computer architecture 
to another. Realistically, however, 
that is not always possible. Conse
quently, just as factories have been 
bulldozed to make room for automa-

tion and modernization, some anti
quated software will have to be bull
dozed to make room for a new gener
ation of programs in keeping with 
the new generation of computers. 

A ttempts have been made to de
J-\.sign tools to support the transi
tion of software from traditional to 
advanced-generation computers, but 
these have had limited success. One 
such tool is the "smart compiler," 
which can automatically vectorize 
codes, that is, transform high-level 
language instructions into instruc
tions specific for vector computers. 
Since compilers can only rearrange 
the order of a given software pro
gram rather than identify new algo
rithms or problem-solving approach
es more compatible with the super
computer, this approach is limited. 

The only answer to the software 
problem, according to many comput
er engineers, is to write software pro
grams in a new language specifical
ly designed for vector or parallel 
machines. More traditional languag-
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es such as FORTRAN, the mainstay of 
scientific computing for the past 20 
years, should be replaced with a lan
guage more appropriate to the ad
vanced technology of the supercom
puter. But the time lag between the 
development of a new language, as 
well as its successful implementation 
by hardware vendors and ultimate
ly by users who must rewrite, verify 
and validate billions of dollars of soft
ware, is enormous if not completely 
impractical. Even limited changes in 
software language can be slow. For 
example, a new FORTRAN language 
standard, FORTRAN 8X, was begun al
most 10 years ago (in the late 1970's), 
but it is unlikely that it will be accept
ed and widely available before the 
early 1990's. Even then FORTRAN 8X 

is limited in its ability to operate with 
maximum efficiency on advanced
architecture computers. Thus the ev
olution of new computer languages 
will only slowly solve a very small 
part of the problem. 

Another alternative involves a cat
egory of software that consists of 
programs made up of computational 
building blocks. So-called computa
tional building blocks are pre pro
grammed algorithms that are accept
ed as the standard program by a par
ticular community of users. The 
building blocks have three advan
tages: they have a standard language 
interface (therefore they can be used 
with any machine); they are carefully 
tuned to hardware architecture, and 
they are specifically designed for the 

HIGH- SPEED WIND-TUNNEL modeling of aerodynamic components, although largely 

complemented by computational models generated on a computer, still plays an im· 

portant role in the final stages of design. This unducted-fan engine (encased in a na

celle), which drives counterrotating fan blades, is mounted on a strut, where it can be 

tested at air speeds as high as 600 miles per hour. Probes are placed in the tunnel dur

ing testing to measure the velocity of air over the nacelle; the probes extending from 

the ceiling have microphones that monitor noise levels generated by the fan blades. 
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most commonly required computa
tions such as matrix operations, Fou
rier transforms and sorting-the type 
of operations that form the backbone 
of many complex analytical prob
lems. Because a major chunk of com
puting time is often spent on these 
kinds of calculations, building blocks 
(which are relatively cheap to con
struct) can lead to tremendous sav
ings of time and money. Boeing's two 
building-block software "libraries," 
BCSUB Mathematical/Statistical li
brary and Vectorpak Subroutine li
brary, are used hundreds of millions 
of times per year as part of opera
tions on Boeing's (ray X-MP super
computer and other advanced, in
dustrial computers. 

Building blocks have an advantage 
beyond their ability to handle com
plex computations: they allow one to 
assess the feasibility of a particular 
approach to modeling prior to the de
velopment of a program necessary 
for its application. By comparing a 
number of different approaches to 
the same problem prior to their exe
cution, they save the user consider
able amounts of time and money. 

In spite of the power and tremen
dous growth of supercomputers, 

there remains yet another hurdle to 
their widespread adoption: the dif
ficulty of integrating three compo
nents, namely the user, the graph
ics workstation and the supercom
puter itself. Traditional computers 
are normally connected to their us
ers by telephone lines that accommo
date data exchange at a rate of 1, 200 
baud, also known as bits per second. 
But for supercomputers that are ca
pable of handling enormous volumes 
of data, communicating at a rate of 
only 1, 200 baud is a little like trying 
to drain the ocean through a straw; 
large quantities of data simply can
not be transmitted over long-dis
tance wires very quickly. 

Understanding the limits this im
poses is critical to supercomputing: 
an engineer might enter data that 
take only five minutes to process on 
the supercomputer (as opposed to 1 2  
hours on a traditional computer) but 
be hindered by a 1 2-hour delay in 
obtaining the output. Long-distance 
lines now have the capacity to proc
ess 56 kilobits of information per sec
ond; even at that speed, however, 
they are too slow for many problems 
run on supercomputers. The creation 
of motion-picture sequences (depict
ing particle flow over the wing of an 
airplane, for example) is even more 
time-consuming: instead of analyz-
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ing a single set of variables just once, 
the supercomputer must be instruct
ed to process a series of computa
tions and then output a series of 
graphic illustrations-all of which 
add to the flow of data over the net
work. For these reasons some users 
have eliminated telephone-line com
munication, instead finding that it is 
faster to send and receive data by an 
air-express courier service. Although 
not ideal, it is a solution that is be
coming increasingly commonplace. 

Another solution has been adopted 
fiby Alabama Supercomputer Net
work Services in Huntsville, sched
uled to begin operations in January, 
1988. The supercomputer there is ex

pected to transmit information be
tween campuses in the University of 
Alabama system at a speed of 1. S mil
lion bits per second. On a larger 
scale, such as the continental U. S., a 
system of that type would be prohibi
tively expensive, but because the Al
abama computer network consists of 
only a small ·number of sites, the op
eration is expected to work well. 

The National Aeronautics and 
Space Administration's Ames Re
search Center at Moffett Field, Calif. 
(the site of the world's most power
ful supercomputer), has taken an al
ternative approach to the problem of 
long-distance communication-a so
lution that works for some of their re
search problems. Officials there have 
placed powerful workstations in 
close proximity to the mainframe su
percomputer, completely eliminat
ing the need for long-distance lines. 
The headquarters of the Boeing Com
puter Services Company in Bellevue, 
Wash., has a similar arrangement. A 
corps of computational aerodynami
cists is connected to the Cray X-MP 
by a series of graphics workstations 
housed in a laboratory not far from 
the supercomputer. This arrange
ment has reduced to less than sever
al hundred feet the distance over 
which data must be transmitted. 

A second step toward integration 
focuses on the workstation as a 
means of enhancing productivity 
rather than on the supercomput
er. This is a "user-friendly" arrange
ment in which the scientist or engi
neer works at a personal computer or 
workstation using standard applica
tions software. All communications 
with the supercomputer are handled 
directly by the workstation, utilizing 
software that communicates with the 
user in his or her application lan
guage. Data are entered directly into 
the supercomputer, where they are 

converted by the computer into vec
torized codes; the person at the ter
minal is not constrained by high-lev
el language. The fact that the analy
sis is done on a supercomputer is 
obvious only from the complexity of 
the results. 

For most applications, user-friend
ly software is hampered by the slow
ness of network communication and 
the limited power of the personal 
computer. Boeing has implemented 
such a service, called The Petroleum 
Gallery Services, as part of an inte
grated suite of products designed for 
the petroleum industry. The Petrole
um Gallery Services offers a single 
source of data, applications and com
puter power for geosCientists map
ping and analyzing reservoirs. 

In spite of these limited advances 
in integration, the true potential of 
supercomputing in manufacturing 
will be realized only by integrating 
computational analysis, at which su
percomputers excel, with the manu
facturing process where they have 
so far had little direct impact. There 
are pressing reasons why the inte
gration of product-design analysis 
with manufacturing is important. 

Information critical to the manufac
turing process, such as design toler
ances, manufacturing cost tradeoffs 
and long-term reliability concerns, is 
rarely taken into consideration dur
ing the computer analysis of a given 
design. By integrating manufacturing 
needs such as these with the initial 
analysis of a product design, compro
mises can be made that take both 
performance and manufacturing re
quirements into account. 

Integration has not yet occurred 
for a number of reasons. Supercom
puters are not very old: they made 
the transition from laboratory to in
dustry a little less than 10 years ago 
and are therefore too recent to have 
had any impact on many products 
currently rolling off assembly lines. 
The design process mandates that 
the CAD/CAM relationship remain sta
ble over the often lengthy design pe
riod. There must be strict configura
tion control of software, hardware 
and data over many years. Rapid 
changes in advanced computer ar
chitectures and the associated soft
ware changes are not compatible 
with this stability requirement. A 
product such as a commercial air
plane, for example, undergoes a long 
transition between its original formu
lation and its final production. Be
cause its components are highly in
terdependent, a change in the design 
of one component is likely to elicit 

change in others. Therefore various 
stages of the design process are "fro
zen" at certain points; further chang
es are not possible and the entire 
CAD/CAM process is "set in stone." 

This may change as more com
plex models still in the developmen
tal stage move into production, but 
a second concern needs to be ad
dressed, namely that in spite of the 
tremendous benefits of CAD/CAM inte
gration, the two components are not 
always compatible with each other. 
For example, aerodynamic modeling 
may stipulate that a wing have a cer
tain shape for maximum efficiency, 
yet that design may clash with man
ufacturing requirements. The metal 
simply may not bend in accordance 
with the supercomputer deSign, or it 
may be too heavy or too brittle for a 
given design. 

Finally, computational models for 
detailed aerodynamic-flow analysis 
strain the capabilities of even to
day's supercomputers; processing 
the enormously complex computa
tions, involving various uncertainty 
and tolerance parameters, that are 
necessary for complete CAD/CAM in
tegration is still beyond the scope of 
existing computers. In view of these 
limits, supercomputers have not 
been adopted for certain computa
tional problems; however, this over
looks one of the better attributes of 
the supercomputer-the speed with 
which data can be manipulated. 

Ultimately supercomputers may 
become integrated with artificial-in
telligence computation, which is cur
rently dominated by symbolic rather 
than numerical computing and is of
ten done on specialized computers. 
In theory, artificial intelligence can 
someday be used to gain further in
sight into the large, numerically com
plex data sets currently processed by 
supercomputers. 

It is safe to say that supercomputing 
is now in a transition period with 

change taking place simultaneously 
in many directions: power, architec
ture, analytical capabilities, competi
tive requirements and artificial intel
ligence. Supercomputers have revo
lutionized the aircraft industry to 
such an extent that the quest for fast
er and more powerful computers 
continues unabated. The next five 
years will be particularly challeng
ing-not only because the opportuni
ties for technological breakthroughs 
are many but also because in this 
era of stiff competition from abroad, 
technology in the U. S. may depend 
on the supercomputer. 
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Now there is Rubik's Magic, a new puzzle 

that provides a stu��
.
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m 

.
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permutation operators 

ltjJ 
by learl Walker 

Erno Rubik, famous as the inven
tor of Rubik's Cube, recently 
produced a new and equally en

chanting puzzle called Rubik's Mag
ic. It consists of eight plastic squares 
aligned in a flat two-by-four array. 
The squares are connected by a ny-

Ion thread that runs along diagonal 
grooves in the plastic. The squares 
can be rotated about their edges. 

One side of the puzzle displays 
three separated rings. On the back 
side the rings are in disarray. The 
challenge is to realign the squares 
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The symmetrical states other than Zo 

and thereby form the rings on the 
back side. If you succeed, the rings 
interlock. The puzzle is then an in
complete three-by-three array miss
ing one corner square. 

One can go about solving the puz
zle by random manipulation of the 
squares, flipping them in various 
ways as allowed by the thread hing
es. A systematic study offers a better 
approach and displays several subtle 
mathematical properties of the puz
zle. Recently Wolfgang Glebe pre
sented such a study in Spektrum der 
Wissenschaft, the German edition of 
Scientific American. Here I repeat his 
analysis and give a solution to the 
puzzle that was found by one of his 
readers. It may be the shortest solu
tion in the sense that it requires the 
fewest manipulations of the squares. 

Turn the disarrayed side face up, 
with the long edge horizontal and the 
copyright symbol in the upper row. 
Attach a small label to each square. 
Beginning with the upper left square 
and moving to the right, number 
the labels. This arrangement of the 
squares and numbers is said to be 
state 0, symbolized as ZOo In this state 
the squares are in a certain location 
with respect to one another and the 
numbers are in a certain orientation. 

How many other unique states can 
the puzzle have when it is in a 
two-by-four array? You can change 
the locations of the squares while 
also reorienting the number on each 
square. Arrangements that amount 
to a simple rotation of the entire puz
zle should not be considered unique. 
Mirror-image arrangements should 
also be excluded. Nevertheless, a 
calculation suggests there should be 
about 1.3 billion unique states. 

Glebe found that the calculation is 
misleading: there are only 32 unique 
states. The reduction in number re
sults from the way the squares are 
attached by the thread hinges. A 
square is always attached to the 
same two neighboring ones, al
though their relative orientations 
can change. For example, square 1 is 
always attached to squares 2 and 5 

and square 2 is always attached to 
squares 1 and 3. 

The states can be categorized as ei
ther symmetrical or asymmetrical. In 
a symmetrical state, of which there 
are 16, the numbers 1 through 4 are 
lined up in a horizontal row or are 
grouped in a square on the left or the 
right side of the two-by-four array. 
Any other arrangement is said to be 
an asymmetrical state. 

Begin with the puzzle in ZOo How 
can you manipulate it into the other 
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31 possible states? One transforma
tion entails what Glebe calls opera
tion R. Fold the puzzle away from 
you and around the horizontal center 
line. Make the upper row end up as 
the top layer in the resulting double 
layer. Now "roll" the double layer by 
moving the top layer to the right and 
the bottom layer to the left, each by 
one square. Next unfold the puzzle 
by rotating the bottom layer about 
the back edge of the top layer. Notice 
that it unfolds in only one direction. 

Operation R can be employed with 
any state of the puzzle. The success 
of the roll depends, however, on 
which way the puzzle is initially fold
ed. Sometimes you must fold it to
ward you for the layers to roll. The 
direction in which you finally unfold 
the puzzle also varies according to 
the initial state. The direction of the 
roll can also be varied by moving the 
top layer to the left and the bottom 
layer to the right. 

Operation R transforms the puzzle 
from the symmetrical state Zo to an 
asymmetrical state with 6, 7, 8 and 4 
(the 4 is inverted) on the upper row 
and 5 (inverted), I, 2 and 3 on the 
lower row. Note that the companion 
squares are all still attached. From 
this state perform operation R again. 
The puzzle returns to ZOo The rear
rangement of the squares through an 
operation such as R is called a per
mutation. When an operation done 
twice returns the puzzle to its former 
state, it is said to be involutory. Sym
bolized, RR is equal to i, where i rep
resents the identical state. 

The next task is to find ways of 
transforming Zo into the other 1 5  

symmetrical states. Glebe designates 
one method as operation D. Here 
again the first step is to fold the rows 
around the horizontal center line, ei
ther backward, which is appropriate 
when the initial state is ZO' or for
ward. The success of the second step 
depends on the choice of folding di
rection. If the puzzle cannot be made 
to take the second step, return to the 
initial arrangement and do the fold
ing the opposite way. 

In the second step you expand the 
puzzle into a loop and then push in 
the left and right sides, allowing the 
top and bottom pieces to collapse 
onto them. The next step requires 
the stack to be opened. Depending 
on the state of the puzzle when you 
begin the operation, you may need to 
turn the stack over at this point. You 
cannot go wrong. If the stack cannot 
be opened, turn it over and try again. 
Finally, open the puzzle fully by fold
ing the side flaps outward. 

Operation D transforms Zo to Zs' an
other symmetrical state in which the 
rows are interchanged with no re
orientation of the numbers on the 
squares. This operation is also invol
utory. If you do operation D on Zs to 
return to ZO' you will find that the 
folding and unfolding usually go in 
directions opposite to those you em
ployed previously. The table in the 
top illustration on the next page indi
cates how operation D alters the oth
er symmetrical states. For example, it 
transforms Z. into Z3 and vice versa. 
A concise way of writing the transfor
mation is D(Z.) = Z3' 

Operation E is similar to D. You 
again fold the rows backward onto 
themselves and then pull the layers 
apart to form a loop. This time you 

make the top and bottom of the loop 
concave and then push the left and 
right sides inward to collapse on the 
top and bottom pieces. The next step 
requires that the group of squares 
be unfolded. For some initial states 
the step is immediately successful. 
For others you must turn the puzzle 
about a vertical axis for the step to 
work. You cannot go wrong here be
cause the puzzle cannot be made to 
unfold erroneously. . '  , 

Next reach behind the plane and 
unfold the top and bottom flaps. The 
final product is Z3' another S¥l}1metri
cal state. Thus E(Zo) is equ�l to Z3' If 
you transform Z3 back to !-o �ith op
eration E. the first fold is oppo.site to 
the one shown in the sec('),od'illustra
tion from the top on the next page. 

Ruhik's Magic in its initia1(top) and solved states 
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The transformations of the other 
symmetrical states resulting from op
eration E are listed at the bottom of 
the illustration. 

Operation F is quite different from 
D and E [see third illustration from top 
on opposite page]. Starting from Zo' 
fold the rows forward. When you try 
to pull the double layer into a loop, 
the far right and left sides resist. Pull 
the right side over the left side to 
form a stack. Then flip the top right 
square over the top left square while 
also flipping the bottom left square 
under the bottom right square. Turn 
the stack so that you can unfold the 
top and bottom layers. If the pieces 
resist, turn the stack and try again. 
The top and bottom layers can be un
folded in only one direction. 

Insert fingers into the near and far 
sides to separate the two layers of 
squares. The puzzle may resist to 
some extent until the threads adjust 
themselves. Guide the separation 
with your fingers. When the layers 
have been separated and the puzzle 
is tubular, push in the left and right 
sides of the tube to create two verti
cal layers. Unfold the layers by open
ing the near or the far end as is appro
priate. Again the strings may resist 
slightly; you may need to guide the 
separation with your fingers. 

F transforms Zo into Z2' another 
symmetrical state. The transforma
tion is involutory. If you transform Z2 
back to Zo' the directions of folding 
and unfolding are the same as before. 

So far the operations have pro
duced Z2' Z, and Z5' each of which can 
be turned into asymmetrical states 
by R. You can produce the rest of the 
symmetrical states from Zo by em
ploying two or more of the opera
tions in succession. Try the permuta
tion combination DE. (The notation 
implies that E is done first.) The re
sult is Z,. Since the permutation ED 
produces the same state, D and E are 
said to be commutative, that is, their 
order is unimportant. 

Fis a more powerful operation than 
D and E because it is not commuta
tive. For example, DF(Zo) yields Z., 
whereas FD(Zo) yields Z9' The table 
on this page indicates how all the 
symmetrical states can be obtained 
with various combinations of D, E and 
F operating on ZOo Each product state 
can be turned into a corresponding 
asymmetrical state by R. 

Suppose a series of operations is 
performed on one of the symmetrical 
states other than ZOo Is the product a 
new state? It is not, as can be seen in 
one of Glebe's examples. Consider 
DFEF(Z14)' The first operation, F, pro-

iCZo)= Zo 
DLCZo)= ZI 

/CZo)= Z2. 
LCZo)=Zs 

D£FCZo)= Z4 
D(Zo)= ZS 

£F(ZO)=Z6 
fE (Zo) = Z7 
Dr(Zo) = Z8 
FD(Zo)=Z9 

F£F(Zo) = Z to 
])F])(ZO)=ZII 
FDF(Zo)= Z12 
J)F£ (Zo) = Z,3 

FDFDCZo)=Z,+ 
DF£FCZo)= Z15 

The permutations 

duces Z", as determined from the ta
ble in the illustration of F: DFEF(Z'4) is 
equal to DFE(Z,.). Continue the proce
dure: DFE(Zll) = DF(Z7) = D(Z,) = Z" 
which is a known state. Since no new 
states can be produced with any 
combination of operations D, E and F, 
the permutations listed in the table 
are said to be closed. 

Glebe pOints out that in some cases 
a series of operations can be abbrevi
ated. The permutation DE offers an 
example. Start with ZOo Fold the rows 
back onto each other. Then pull at 
the center on the top and bottom 
sides of the double layer to separate 
the layers into a loop. Continue pull
ing until the left and right sides 
touch, forming a new double layer. 
When you unfold the double layer, 
you have Z,. 

All this work is a warm-up for solv
ing Rubik's Magic. The trick is to find 
a means whereby one of the 32 two
by-four states can be changed into a 
three-by-three state with one corner 
square missing. Glebe discovered 
two ways, one of which requires 20 

operations. A reader of his article 
found a simpler method, which is 
shown in part in the bottom illustra
tion on the opposite page. Begin with 
operation R on Zo and then follow the 
instructions. The interlocked three 
rings are finally revealed when the 
flap on the right is folded to the right. 

Many other techniques of ferreting 
out a solution to the puzzle can be 
found in the book by James G. Nourse 
listed in "Bibliography" [page 183]. 
The book also contains procedures 
for forming the puzzle into a variety 
of shapes. 
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COMPUTER 

RECREATIONS 
"After MAD':· a computer game of nuclear strategy 

that ends in a Prisoner's Dilemma 

by A. K. Dewdney 

Y

OU are the leader of a nucle
ar superpower. A general, the 
chief of staff of the country's 

armed forces, has just handed you a 
sheet of paper bearing a somewhat 
confusing grid of numbers. There are 
two rows labeled "Us" and two col
umns labeled "Them." The general 
addresses you: 

"This matrix contains the numeri
cal essence of our best military, eco
nomic and political thinking. As you 
can see, there is a little box for each 
possible combination of actions. If 
we attack and the enemy does not, 
for example, our total gain is project
ed at negative 63 points-" 

The general hesitates and then 
brightens somewhat. 

"-but the enemy gain is projected 
to be negative 74 points." 

As a leader you are used to making 
speeches and cutting ribbons. You 
have attended strategic briefings but 
confessed later that you found them 
rather complicated. And now you 
hear the chief of staff continue: 

"In short, we have here a simple, 
two-by-two matrix showing the es
timated payoffs and penalties if ei
ther side, neither side or both sides 
launch a nuclear attack." 
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A matrix for the Prisoner's Dilemma 
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In reality you are in the initial stage 
of "After MAD," a computer game of 
nuclear strategy invented in 1985 at 
the Massachusetts Institute of Tech
nology by Tad Homer-Dixon and 
Kevin Olive au. The initials MAD stand 
for mutually assured destruction. 
The "after" refers to a point reached 
in play where the destruction is not 
so mutual: as the weapons deployed 
become increaSingly accurate, it is 
eventually possible to launch a first 
strike that leaves the enemy too bad
ly crippled to launch a serious nucle
ar counterblow. As a consequence 
each player becomes increaSingly 
tempted to launch an unprovoked at
tack. The players have reached a sit
uation known as the Prisoner's Di
lemma [see "Metamagical Themas," 
by Douglas R. Hofstadter; SCIENTIFIC 
AMERICAN, May, 1983]. I shall explain 
below the peculiar ins and outs of 
"After MAD." 

As I have already indicated, the 
key element of the game is a two-by
two matrix. The matrix is two-by-two 
because each side has two options. It 
can either attack or not attack. The 
contents of the matrix change from 
one step of the game to the next, so 
that each matrix summarizes the cur
rent strategic balance in terms of the 
numbers appearing in it. Each entry 
of the matrix consists of a pair of 
numbers, one pair for each possible 
combination of options taken by the 
two sides. The first number of each 
pair is the value of the combination's 
outcome for Us and the second num
ber is the value for Them. If, for ex
ample, Us has decided to hold back 
and not attack while Them attacked, 
the first number would be low with 
respect to the second. 

The subsequent game matrix de
pends, of course, on the combination 
of moves played by the two sides in 
response to the current matrix. Each 

game matrix leads to one of up to 
four other game matrices, depending 
on moves made by the players. In 
"After MAD" there are 110 matrices in 
the game, or 110 possible situations. 
Five distinct phases can be distin
guished during play: 

Early MAD. The strategic weapons 
of each side are effective only against 
"soft" targets such as centers of pop
ulation and industry. 

Second Phase 00 years after early 
MAD). MIRY'S (multiple independent
ly targetable reentry vehicles) are 
deployed on ICBM'S (intercontinental 
ballistic missiles). Although a large 
number of weapons remain reserved 
for soft targets, each side has adopt
ed a so-called counterforce strategy: 
its MIRY'S are aimed exclusively at en
emy ICBM silos. 

Third Phase (20 years after early 
MAD). The accuracy of MIRY'S has in
creased dramatically. MAD has lost 
credibility since a preemptive attack
er is now assured of destroying 75 
percent of the opponent's high-accu
racy strategic weaponry. 

Fourth Phase (30 years after ear
ly MAD). Both sides have deployed 
MARY'S (maneuverable reentry vehi
cles) that are capable of destroying 
virtually 100 percent of the enemy's 
ICBM'S. MAD is eclipsed because a 
counterforce first strike is now mili
tarily attractive; threatening to retali
ate on population centers is not a 
credible deterrent to such an attack. 

Fifth Phase (45 years after early 
MAD). Space-based ballistic-missile 
defense (SBMO) systems are able to 
destroy fully any ICBM attack involv
ing up to 50 percent of the oppo
nent's boosters. Each side also has 
space mines orbiting next to the ene
my's sBMo-system components. The 
country launching a first strike could 
thus destroy the other's SBMO sys
tem, population centers and ICBM'S. 
The attacker's SBMO would remain in
tact and be able to block any subse
quent SLBM (submarine-launched bal
listic missile) attack by the enemy. 

Five central game matrices reflect 
the relative instabilities of these five 
phases [see illustration on opposite 
page]. Players progress from one cen
tral matrix to the next only if neither 
player attacks. Increasingly, howev
er, they are tempted to attack by ever 
growing payoffs and the knowledge 
that the enemy faces the same temp
tation. The last two matrices are Pris
oner's Dilemmas. 

As Douglas R. Hofstadter described 
in these pages, a Prisoner's Dilemma 
begins when two people found near 
the scene of a crime are picked up by 
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the police for questioning. As stan
dard practice they are questioned 
separately to prevent them from co
ordinating their stories. It happens 
that the suspects are guilty. Neither 
one knows whether the other will 
confess or not. If both confess, things 

FIRST PHASE: EARLY MAD 

®"" eb "" ... 

BOMBER 

will go hard for the pair. But if only 
one confesses, he or she will look rel
atively good and will receive a much 
lighter sentence than the other. 

In the language of the Prisoner's Di
lemma, each prisoner may cooperate 
(with his or her partner) by deny-
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ing involvement in the crime or, al
ternatively, may defect by telling all. 
There is a standard matrix associated 
with the Prisoner's Dilemma [see illus
tration on opposite page]. I have called 
the prisoners He and She in the belief 
that a romantic element often enliv-
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The five phases of "After MAD" and their respective centra/game matrices 
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ens a technical discussion. If both He 
and She cooperate, both receive a 
"payoff" of three points. If both de
fect, both receive a payoff of just one 
point. But if only one of the prison
ers defects, He or She receives five 
points and the other receives zero. 

What is the best way to play this 
game7 Strategies for the Prisoner's 
Dilemma are evaluated by playing 
not one but many games. The aver
age payoff becomes a figure of merit 
for a strategy. 

In 1983 a Prisoner's Dilemma tour
nament was run by Robert Axelrod 
of the Institute for Public Policy Stud
ies at the University of Michigan. En
trants in the tournament were com
puter programs embodying various 
strategies of play. Each pair of pro
grams played 1,000 games. The clear 
winner was a very simple program 
called TIT FOR TAT. The strategy em
ployed by the program was merely 
to echo what the opposing program 
had done on the preceding move. 

The matrices in "After MAD" are 
similar to those in the Prisoner's Di
lemma. I have substituted the words 
"hold" and "attack" respectively for 
"cooperate" and "defect." Also, the 
numbers in the matrices are usually 
larger, as in the central fourth-phase 
matrix of "After MAD" [see illustration 
belowl. The matrix has a relation
ship among its payoffs that is charac
teristic of all Prisoner's Dilemmas: 
the "temptation" payoff (33), the "re
ward" payoff (3), the "punishment" 
payoff (-62) and the "sucker" payoff 
(-7 1) form a strictly decreasing se
quence of numbers. One might hope 
players of "After MAD" would employ 
a tit-for-tat strategy, ensuring not 
only a reasonable score for each 
player but also, symbolically speak
ing, world peace. 

Homer-Dixon and Olive au have 
gone to some pains to make the game 
realistic, both in terms of the num
bers in the game matrices and in 
terms of a printed scenario that ac
companies each situation. They con
structed the game in part as a re-

THEM 
HOLD ATTACK 
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Central matrix in "After MAD" fOUrlh phase 
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search tool to probe the effects of 
technological change on the strate
gic relation between the U. S. and the 
Soviet Union, but their initial hypoth
esis about how students (among oth
ers) would tend to play the game was 
upset by actual play. Players general
ly did not wait for game matrices to 
become unstable before going to 
war. In 35 percent of the 100 games 
played at M. LT. one side or the other 
launched a nuclear strike while MAD 
was still in effect. 

It should be stated that the stu
dents playing the game had been 
carefully briefed in advance, and 
they were required to give written 
reasons for their moves. Yet, insofar 
as the world itself amounts to a sin
gle trial of the real thing, perhaps 
we have been lucky. I shall now de
scribe how Homer-Dixon construct
ed the game matrices and how play
ers responded to them. 

Each payoff in each "After MAD" 
game matrix has three components: 
mi!jtary assets, economic and social 
well-being and political power" The 
smallest positive payoff, 3, is com
posed of one unit of each component. 
This represents a country at peace 
with a small, incremental change in 
each of the three components over 
the short period represented by a 
move. The largest number of units, 
positive or negative, contributed by 
any one component is 33. 

Here is how Homer-Dixon calcu
lated the "temptation" payoff of 
the central third-phase matrix of the 
game, which represents the payoff 
received by a side that attacks while 
the other side holds. The military 
component is initially estimated at 
+ 5, but it has to be reduced by 3 to 
account for the cost of potential re
taliation. The 3 was arrived at as fol
lows. If one side launched an all-out 
counterforce attack, it would be able 
to destroy 75 percent of the other 
side's strategic hardware. In such a 
case the side that attacks first would 
inflict a loss of 75/ 100 X 33 = 24 
points (approximately) on the other 
side. Since the attacked side has only 
25 percent of its own weapons left af
ter suffering the initial strike, it can 
therefore inflict on the attacker a loss 
of only 25/ 100 X 24 = 6 points. The 
loss of six points is discounted by a 
factor of two, reflecting uncertainty 
that the attacked country will be able 
to retaliate with even 25 percent of its 
strategic forces. 

The + 2 military component that 
remains when 3 (the cost of poten
tial retaliation) is subtracted from 5 
(the military gain) is then added to 

the contributions from the other two 
components: -2 for economic and 
social well-being and - 5 for politi
cal power. Presumably the attacking 
country would lose some industry 
and population as a result of the 
enemy's response. Its government 
would (in a sane world) also be uni
versally condemned for launching 
the attack in the first place. In sum, 
the preemptive attacker has earned 
+2 - 2 - 5 = -5. 

The scenarios used in "After MAD" 
carefully spell out the strategic im
plications of the current situation. 
Homer-Dixon and Olive au also ex
plain each entry in the game matrix 
in terms of how it reflects those im
plications. Since there are 1 10 ma
trices, there are also 1 10 scenarios, 
each spelled out by text to the play
ers arriving at that matrix. 

A war develops whenever one (or 
both) of the players defects by attack
ing the other. At this point the game 
proceeds from the central matrix in 
which the attack developed to one 
of the branch matrices. The war can 
end in the destruction of both sides 
(terminating the game) or can move 
the two sides back to an earlier cen
tral matrix to pick up the pieces of 
their shattered existence. 

Although players were instructed 
to do everything possible to maxi
mize their point score, they seem to 
have taken many other factors into 
account. Unable to see or communi
cate with each other, they sometimes 
became a little paranoid. Here is how 
two players simply called Column 
and Row survived "After MAD": 

Row played as a complete pacifist. 
As indicated in his computer log, 
Row was not trying to maximize his 
total score but attempting to follow 
moral principles instead. "The game 
I am playing will not be for points. I 
plan to play by my convictions for 
the most part. I shall probably always 
cooperate . . . .  I hope the other player 
is playing my game." 

Column's log for the first several 
moves reveals that he did not defect 
simply because the relative payoff 
was not large enough. Column, be
sides trying to maximize his score, 
was also trying to maximize the dif
ference between his score and Row's. 
He expressed a fear early on that 
Row would attack him. 

In time, Column's urge to attack got 
the better of him. This bewildered 
Row, who thought Column had at
tacked either because he was afraid 
Row would attack first or because he 
wanted to make the game more inter
esting. Row then hoped that Column 

© 1987 SCIENTIFIC AMERICAN, INC



would not attack again out of fear 
that Row was planning revenge. 

For the next two turns both play
ers cooperated. Row grew confident 
that Column would not attack again 
since he, Row, had proved his faith
fulness. But Column's interpretation 
of these events was very different 
from Row's. Column in fact conclud
ed that Row was quietly rebuilding 
his forces to the point where he could 
attack Column more effectively. Con
sequently, on the next move, Col
umn attacked again. He had become 
somewhat nervous about Row's con
tinuing cooperation: "Eventually I 
want to force him to such a low level 
that even if he does retaliate against 
an attack he will go below zero." 

After the game Row reflected on 
his strategy and decided it needed 
some revision. His new strategy still 
follows moral principles, but it con
tains a distinct element of tit-for-tat: 
"Basically it consists of a policy of ' no 
first use' (NFU). In the event of an ene
my defection I would retaliate imme
diately and continue to defect until 
my opponent either began to cooper
ate or made it clear that he would 
stop at nothing to win. In either case 
I would begin to cooperate myself 
since there is no sense in killing all 
his people too if he is determined to 
kill mine. Once my opponent had de
fected, I would then adopt a strategy 
of NFU until we reached the MARY 
stage. At this phase I would defect in 
order to escape the risk of a one-sid
ed attack, which would leave me de
fenseless . . . .  Although this approach 
may seem harsh, it appears to be the 
best way to ensure a minimal loss of 
human life." 

From their experience with the stu
dent games Homer-Dixon and Oli
veau concluded that players were in
terpreting the matrix payoffs not as 
they had been instructed but in terms 
of other criteria. Players sometimes 
attempted to maximize the differ
ence between their own score and 
their opponent's. That may explain 
why so many defected from the start. 
Other players tried to maximize the 
sum of the scores. That might explain 
why 20 percent never defected. Still 
other players sought a position of 
strategic dominance or, conversely, 
adopted a purely moral stance. 

One student summarized his feel
ings about the game in an essay. I 
quote some of his concluding re
marks: "The temptations present
ed to the players in the simulation 
were compelling enough for several 
students to launch massive strikes 
against each other. . . .  This does not 

bode well for the theory of balance of 
power, or balance of terror. If world 
leaders start viewing their playing 
field on video terminals, we could all 
be in for a game of PAC MAN where 
all the dots get eaten and the change 
machine is out of quarters." 

Homer-Dixon is currently an M. LT. 
graduate student at the Center for In
ternational Studies in Cambridge. Oli
veau is at Thinking Machines, Inc., 
also in Cambridge. "After MAD" was 
developed with funding from Project 
Athena, an ongoing program at M. LT. 
sponsored by the IBM Corporation 
and the Digital Equipment Corpora
tion to study the role of computers in 
education. Hayward Alker, a profes
sor in the political-science depart
ment at M. LT. , helped to develop 
"After MAD" and has used it in his 
courses. Further information about 
the game and its availability can be 
obtained from Homer-Dixon by writ
ing to him at the Center for Interna
tional Studies, 292 Main Street, Cam
bridge, Mass. 02142. 

I
was overwhelmed by reader re
sponses to the June column on al

gopuzzles. There were no programs 
to write, just some algorithms to 
design for the purpose of refueling 
trucks in the desert and switching 
trains. Several hundred one-track 
minds sent me their best efforts. I was 
pleased to have provided some vehi
cles for thought. 

An algopuzzle is a puzzle that has 
an algorithmic solution: a recipe, or a 
procedure, for arriving at a speCified 
goal. The train puzzles were the easi
er ones, particularly since I gave the 
solution to one of them in the article. 
It was naturally quite difficult to pick 
the best solution from the multitude 
of responses to the second puzzle, 
that of reversing an entire train using 
a single spur line capable of holding 
only one car at a time. Selected more 
or less at random from the earliest 
and best solutions to arrive is the fol
lowing algorithm offered by Doug
las A. Owenby of West Covina, Calif. 
The letter A designates the section of 
track from Problemtown to the spur 
line, B designates the spur itself and C 
designates the main track from the 
spur on to Solutionville. The kth car 
of the train is called Pk. 

uncouple Ptrain 
forward to B 
backward to C 
for k = 1 to n 

forward to A 
couple Pk 
backward to C 

forward to B 
uncouple Pk 
backward to C 
forward to A 
backward to B 
couple Pk 

Another solution starts with the 
last car of the train instead of the first 
car. As a number of readers noted, 
the above solution requires a total 
amount of work proportional to n3, 
since a train of up to n cars must be 
dragged back and forth n times a dis
tance of up to n cars in length. 

The first desert-fox problem in
volved determining how far a patrol 
car could travel on n drums of fuel. 
Initially the fuel is stored in 50 gallon 
drums at a desert depot. The car can 
carry one drum at a time. How can 
the drums be moved into the desert 
in order to maximize the total dis
tance traveled by the car? In the ar
ticle I displayed an algorithm that 
guaranteed a trip of 600 miles on two 
drums. The optimum, as shown by 
William B. Lipp of Milford, Conn. (and 
many other readers), is 733.33 miles. 
In an amusing letter titled "Beat the 
Beast! Get 733 Miles on Only Two Bar
rels," Lipp exceeds the 666 miles I im
plied was possible. Here (lightly edit
ed) is his algorithm: 

Fuel vehicle from drum 1 
Load drum 2 
Forward 50 miles 
Unload drum 2 
Back to depot 
Fuel vehicle from drum 1 
Load drum 1 
Forward 100 miles 
Unload drum 1 
Fuel vehicle 
Back 50 miles to drum 2 
Load drum 2 
Forward 50 miles to drum 1 
Fuel vehicle from drum 1 
Forward 33'13 miles 
Unload drum 2 
Back 33'13 miles to drum 1 
Load drum 1 
Forward 33'13 miles to drum 2 

At this point the patrol car is 133'13 
miles from the initial depot. It now 
merely loads drum 2 (still full) and 
proceeds 600 miles farther. 

That particular algorithm does not 
generalize to an optimum algorithm 
for more than n = 2 barrels. For ex
ample, it does not achieve the opti
mum of 860 miles for n = 3 barrels. 
I shall give a general algorithm (for 
n:e: 6 barrels) next month and dis
play a solution to the second desert
fox problem as well. 

177 

© 1987 SCIENTIFIC AMERICAN, INC



BOOKS 
Celebrating the birth of a new physics, 

opening New Guinea, studying the spineless 

by Philip Morrison 

THE NEWTON HANDBOOK, by Derek 
Gjertsen. Routledge & Kegan Paul 
($59.95). THE BIRTH OF A NEW PHYS

ICS: REVISED AND UPDATED, by I. Ber
nard Cohen. W. W. Norton & Compa
ny (paperbound, $5.95). 

OnJuly 5, 1687, Dr. Edmund Halley, 
secretary of the Royal Society, which 
was the publisher, wrote from Lon
don to author Isaac Newton, Lucasian 
Professor and Fellow of Trinity Col
lege at Cambridge, saying that he 
had "at last brought your book to 
an end." The first edition of the stun
ning Philosophiae naturalis principia 
mathematica was off the press. Halley 
had been that book's indispensable 
friend, critic and editor; he had even 
printed it "at his own charge," in an 
edition of 300 or 400 copies done by 
two printers. For its part the Royal So
ciety was broke. Halley sent along to 
Cambridge "in the same parcell" 20 
copies of the 511-page quarto vol
ume for Newton "to bestow on your 
friends"; Newton also received 60 
more copies, which he was to place 
for sale at a price of nine shillings 
with booksellers. 

It is a very pleasant duty to mark 
the tricentenary of the most influen
tial book in the youth of modern sci
ence through a notice of this hand
book, the work of Derek Gjertsen, a 
historian of science who teaches at 
the Open University. Here is a one
volume encyclopedia of Newton: a 
book consisting of about 300 articles, 
arrayed in alphabetical order, that 
bear on the life, the works and the 
scholarship concerning him. The list 
of entries spans Aberration to Young, 
Thomas. It includes Blake, William, 
the Kit-Kat Club and Vellum Manu
script. The Principia is itself the topic 
of one of the longest articles. Near
ly 50 pages long, the article includes 
a chronology of the book's complex 
embryology, a summary of its con
tents, an outline comparison of the 
three editions brought out during 
Newton's lifetime and much more. A 
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fine copy of the first edition would be 
expected to sell for something over 
£20,000. Yet the work is easily avail
able in English translation, even in 
paperback. The only complete trans
lation is the one by Andrew Motte 
in 1729, often and variously revised 
and reissued. 

The basis for all this matter is "the 
extraordinary advance which has 
taken place in Newtonian scholar
ship since 1945." A dozen illustrious 
scholars and many other workers 
have shared the harvest. Within the 
past two decades we have reaped 
seven volumes of Newton's collected 
correspondence and eight volumes 
of his mathematical papers, as well 
as a definitive two-volume version 
of the Latin text of the Principia, a me
ticulous presentation that treats all 
the changes among the three edi
tions. That work is accompanied in 
turn by a fascinating detective tome 
that unfolds the entire history of the 
big book. In addition there are a va
riety of brilliant biographies and 
monographs. 

All these scholars have been min
ing a mother lode: a pile of the tire
less Newton's manuscripts that be
longed to the family of the Earl of 
Portsmouth. They found their way 
to the family seat after an intri
cate squabble among Newton's "ra
pacious kin," and the bulk of them 
remained "unread, unexamined, un
disturbed, and even unknown for an
other 200 years." They were never 
hidden, but their difficulty and sheer 
quantity were daunting, even after 
they had been stored and catalogued 
in the library at Cambridge 100 years 
ago. They run to some three and 
a half million diverse words, more 
than half of them treating theology, 
chronology and alchemy; after a pub
lic auction in 1936 that drew every 
learned eye, the somewhat dispersed 
papers have paradoxically been un
der intense study. 

"Principia as a work rather than a 

set of ideas," Gjersten writes, "began 
some time in August 1684 with a visit 
by Halley to Newton in Cambridge." 
That was the famous occasion when 
Halley asked what Newton thought 
"the Curve would be that would be 
described by the Planets" under an 
inverse-square force. "'Why saith he 
I have calculated it.' " Newton soon 
sent a brief paper that did calculate it. 
Back Halley came in November, to 
encourage the wary Newton to pre
pare a fuller treatise that would be 
published by the Royal Society. By 
April, 1686, Newton indeed sent to 
London the first much elaborated 
part of the final version. 

There was lots of action for Halley. 
Newton proposed a more discur
sive third part, on the system of the 
world, applying his austerely geo
metric theorems to the solar system 
and the earth. In June. 1686. Halley 
welcomed the idea, one that would 
make the work "acceptable to all Nat
uralists, as well as Mathematiciens," 
and "much advance the sale." Then 
Newton heard of Robert Hooke's 
claims for some share of the credit. 
His famous reply to Halley ran: "The 
third I now designe to suppress. Phi
losophy is such an impertinently liti
gious Lady that a man has as good be 
engaged in Law suits as have to do 
with her." Halley. "much troubled." 
replied with earnest and diplomatic 
arguments. Newton consented to re
tain the threatened less mathemati
cal section. The balance of the manu
script reached Halley in April. 1687. 

July was not quite the last act of the 
Principia drama. On September 29. 
1687. Newton deposited with the uni
versity library. as he was obliged to 
do. the text of his Lucasian lectures 
for the year. It is possible that they 
were hardly ever delivered. since 
no students came. His amanuensis of 
those years recalled that "oftentimes 
he did . .  .for want of Hearers, read 
to ye Walls." Still the text itself is 
of great interest; it was published 
40 years later right after Newton's 
death. both in English translation and 
in the original Latin. Its content was 
the earliest version of the third part 
of the Principia. Under the title The 
System of the World. the text was much 
more readable and less mathematical 
than the version that in fact closes 
the Principia. Newton wrote: "I had in
deed composed the third Book in a 
popular method. that it might be read 

by many; but afterward . . .  1 chose .. . 
the form of Propositions." 

One important argument he put 
forward "in a popular method" some
how never entered the Principia itself. 
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A thoughtful reader today, asked to 
accept the proposition of universal 
gravitation, is sure to be puzzled by 
the fact that the pull of one mass on 
another is not visible among the or
dinary objects we see here on the 
earth. Apple and moon each fall to 
the earth's center, yet apples do not 
seem to pull on each other at all. 
Newton explains in the popular ver
sion that the attraction present be
tween every pair of objects is simply 
too small to notice except on the cos
mic scale. "Nay, even a mountain" is 

not large enough to attract notice
ably, although he calculates its effect. 

Within 20 years of Newton's death 
the pull of a nearby peak on the sur
veyor's plumb bob was measured 
roughly by Pierre Bouguer in the 
snows of the Peruvian Andes. New
ton also reckoned that two one-foot 
balls of iron would attract each other 
across a gap of a quarter of an inch to 
meet in a month's time, if they were 
free to move. He got that wrong: it 
would take only a fraction of an hour, 
and yet even that much force is too 
small to outweigh friction. 

The set of ideas Newton expressed 
in his forties had certainly been 
glimpsed in his undergraduate days. 
But they remained incomplete and 
uncertain for him, even if the moon
apple continuity came early to his 
mind, as he always maintained. This 
seems demonstrated by what hap
pened five years before Halley's first 
visit. Hooke then wrote several times 
to Newton about planetary orbits and 
force laws; Newton worked out some 
results but held his counsel. All three 
men, Hooke, Halley and Newton, had 
grasped something of orbits under 
attraction, but the idea of universali
ty was not there. In 1680 a bright 
comet streaked by; the astronomers 
mapped it as it fell near the sun and 
sped back outward again. Newton 
did not agree; he thought the two 
paths must be those of two comets, 
for comets must move in straight 
lines. John Flamsteed saw the comet 
as a single object and told Newton so. 
It was not until 1685 that Newton 
conceded. He must have realized by 
then that comets too were under uni
versal attraction and curved under 
solar rule. At least a third of the last 
part of the Principia is devoted to the 
orbits and nature of comets. 

Among the distinguished harvest
ers of the Newton material is I. Ber
nard Cohen. His book is more than an 
introductory history; it is an engag
ing account of the physics of simple 
orbits under gravity, presented in the 
context of the development of those 
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ideas. It includes persuasive exper
imental material of today, includ
ing the wonderful time exposures by 
Berenice Abbott that show the path 
of a ball thrown up straight from a 
moving platform, a motion seen as 
curving from without but as vertical 
to the moving observer. It is not a 
new book but one revised and much 
improved by two decades of scholar
ship, particularly with respect to the 
experimental flavor of the work of 
Galileo. If any reader wants to study 
the grand if simple ideas of Circular 
orbits and the persuasive similarity 
between apple and moon, the unity 
of all matter and motion, there is 
no better place than in this bargain 
paperback. 

Nor is there a more fitting way 
to commemorate three centuries of 
the scientific Enlightenment than to 
delve for oneself among its roots. 

FIRST CONTACT, by Bob Connolly and 
Robin Anderson. Viking Penguin, 
Inc. ($19.95). 

The mountains of New Guinea 
stretch nearly east and west for about 
1,000 miles, the roof ridge of that 
great equatorial island. Their highest 
peaks outtop the Alps or the Sierras. 
Monsoon-drenched and malarial, all 
dense forests and tall grass, wide 
coastal lowlands border the entire 
central ridge. Even empire came late 
and thin to New Guinea: it is reported 
that 100 years ago not a single Eu
ropean lived north of the ridge on 
mainland Papua, the island's eastern 
half, an area twice the size of Florida. 
Colonial rule extended a few tens of 
miles in from the sea, since the peo
ple lived near the coasts, perhaps a 
million of them after World War I in 
all Papua, village farmers and fisher
men. To planters, labor recruiters, 
missionaries, traders and officials 
they were hands, souls and custom
ers. A few hundred such colonial out
siders were resident when for vague
ly strategic reasons Australia took 
over the old British and German rule 
over Papua and the Territory of New 
.Guinea. (The western half of the is
land is now part of Indonesia and is 
not treated here.) 

Two large river valleys drain the 
interior. The Fly River flows a couple 
of hundred miles south to the sea and 
the Sepik flows north. Each rises far 
inland on wild, fog-shrouded moun
tain slopes. Along the wide valleys 
there is a diverse set of cultures, the 
population thinning out toward the 
steep foothills. There was an easy in
terpolation: out there on the high, 
narrow ridge between the slopes 

could be found only sparse nomad

ic mountain bands. They would be 
the highland people who traditional

ly had taken, through indirect trade 
from hand to hand, the cowries and 
the showy gilt-edged pearl shell gath
ered on the coasts, paying with plum
age and bird skins. The best maps 
left a blank space as big as Scotland 
across the Papuan highlands, which 
were thought surely to be wild, rug
ged and empty. But then, in 1926, 
stream-borne gold was found near 
the northern coast of the island. 

In May of 1930 two bold young 
Australian prospectors, Michael Lea
hy and Michael Dwyer, with 15 coast
al men hired as carriers, six of them 
armed and licensed gunbois, climbed 
into the Bismarck Range, bound for 
the first of a set of short trips upriv
er seeking new placers. They started 
at a tiny foothills settlement the Lu
theran missionaries had set up at 
the northern edge of the blank space. 
In one day's hard climb they had 
reached the lip of the mountain; be
fore them spread a startling vista, a 
grassy plain, one of a few long pla
teau valleys that part the twin moun
tain ridges of the interior. By nightfall 
their wonder had turned to alarm: as 
far as they could see the stream-laced 
valley was filled with the pinpoint 
lights of fires. 

At sunrise the villagers came to 
meet them-men armed with bows 
and arrows and women offering sug
arcane. Followed by crowds, touch
ing and hugging, sharing the sweet 
cane, the travelers walked past end
less hedged gardens with their long 
rows of beans, cane and sweet pota
toes, while fat pigs wandered freely 
everywhere. 

From time to time the smiling, ex
cited people would drop away with 
tense warning gestures. Soon there 
would assemble a new emotional 
crowd: the strangers had entered a 
distinct but similar neighboring terri
tory. After a week they reached a 
high vista and looked out to the hori
zon. An early photograph shows the 
wider scene: a grove of trees sur
rounds a ceremonial clearing amidst 
a dozen or two log huts adjoining 
large, neat gardens; within a mile in 
any direction there is another grove, 
another c1uster. .. Thousands of en
claves, splintered into bands of 
friends and enemies, politically di
vided by language and by ancient rit
ual wars, spread over the fertile 
lands. There were no metals (a few 
steel knives and axes from trade), no 
malaria, no woven textiles, no beasts 
of burden, no chiefdoms; instead the 
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competitive feasting displays of the 
hardworking and charismatic "big 
men." The populous highlands had 
at last been united with the rest of 
our species. 

Mike Leahy was robust, inspired, 
brilliant, even though he never fin

ished secondary school. His extraor
dinary story is not a new one; he pub
lished his account after six years of 
contact with the highlanders. That 
contact was as intimate as the beget
ting of his three sons by Mount Ha
gen women, as ruthless as his Mauser 
rifle (which, along with the shorter
range muskets of his gunbois, killed 
perhaps 40 of the people in swift en
counters that met tragic misunder
standing with an old colonial ruth
lessness), as fascinating as the 5,000 
candid shots he took with his Leica, 
as novel as the light aircraft he talked 
the mining company into dispatch
ing to link forever the million high
landers with the outside world they 
had never known. 

It is a new story that is the core of 
this absorbing book by two Sydney 
filmmakers turned ethnographers. 
They present the testimony from the 
other side. In the early 1980's the au
thors followed Leahy's carefully re
corded itineraries to seek out men 
and women who recalled the times of 
first contact, when tens of thousands 
of people first saw the outsiders. 
Some 60 interviews in eight highland 
languages are the ore they worked. 
They also present images made by 
Leahy and others, including a pic
ture of Mike's influential and wealthy 
son Clem, shown with his mother 
in 1983, and two Leica shots of that 
same woman when, five decades 
earlier, she had both smiled and 
frowned at Mike Leahy in all her 
youthful beauty. 

Concede that recollections told 50 
years late are suspect; that cannot be 
helped. Moreover, these informants 
recall the most astonishing percep
tion of their lives with utter clarity. 
Remembering just what they were 
doing at the time, these old people 
look around carefully to spot and 
point out "the boy or girl whose age 
they were when news first arrived." 

The ancestors of the million peo
ple of the highlands have lived there 
for a time so long that it passes for 
always; archaeological dating puts 
some of the gardens at 9,000 years 
old. Thoughtful people knew there 
were other places, for they prized 
greatly the shells they gained by 
trade, exotic objects of enigmatic 
beauty. (The ocean itself was un
guessed at; salt was a costly stuff.) 

Some, in places where the view was 
bounded by ridges, knew only that 
on the next ridge there were ene
mies: "We couldn't go past them." 
Others with a wider view of eye and 
mind "used to see smoke in the dis
tance . . .  1 wonder who that is. I'd like 
to meet those people one day." 

When the new men came, they 
were neither allies nor enemies. The 
cosmology had room for nothing be
sides, except spirits. The white men 
were just the color expected of those 
from the place of the dead, "our dead 
people, come backl" Even an Austra
lian could be seen as a dead father by 
a bereaved young person and be tak
en before the uncles to be looked at 
straight in the eye for confirmation. 
The coastal men who were serving 
as carriers looked familiar enough, 
even if they could speak only gibber
ish: those men were often tearfully 
made out to be the familiar dead. "I 
saw half his finger missing, and I rec
ognized him as my dead cousin ... the 
very same man. His facial expres
sion, the way he talked, laughed-ex
actly the same." 

Perhaps they all turned into skele
tons in sleep, befitting their spirit na
ture. In one place two heroic warriors 
are recalled by name as those who 
dared to enter the sleeping camp to 
peep into the tents. Elsewhere that 

story faded away slowly. Did all that 
wrapping mean they did not need 
to rid themselves of wastes? It did 
not: one man hid to watch them at 
the latrine pit. The smell was unify
ing. Was that loosely folded skin or a 
costume? Did those clothes-covered 
bodies mean they had something to 
hide, perhaps the giant penises of 
spirit myth? That was not true either, 
as watching the bathers soon proved. 

Were their women hidden, packed in 
the baggage? The prospectors spent 
much time panning stream gravel; 
the people long before had them
selves regularly burned the bones of 
the dead and disposed of the ashes 
in the rivers. Were the strangers per
haps seeking their own old bones? 

Above all, the newcomers had with 
them a partly decipherable but rich 
inventory. At first their goods were 
mainly magic: the lid of a tin can 
might become a precious talisman, 
or a discarded matchstick might be 
found and eaten for its unknown 
powers. Soon the loaded airplanes ar
rived (the first airstrip was prepared 
by late 1932), coming down among 
throngs swept by sudden terror as 
the daunting noise approached. Yet 
the thundering craft seemed always 
to be friendly; they "came with 
things-trade goods, axes, shells, to 
name just a few. Heaps of them! Then 

Michael Leahy in 1934 
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we said, 'These men must be men-of
all-things.' " 

Fifty years have gone
' 

by. Many 
highlanders have themselves gone 
to view the salt sea. Papua New Guin
ea is a nation; the highlands grow cof
fee at profit, and now they know col
leges and police barracks, movies 
and beer gardens, hospitals that ad
mit both for arrow wounds and for 
heart attacks. The roar of heavy die
sels rolling down dirt roads has also 
become familiar. The big men still 
aspire, but their lovely pearl shells, 
steadily inflated by air cargo from 
dazzling rarity into cloying excess, 
have lost their prestigious appeal; 
the profligate displays the big men 
now organize center around tusked 
pigs, motorcars and cold cash. 

LIVING INVERTEBRATES, by Vicki 
Pearse, John Pearse, Mildred Buchs
baum and Ralph Buchsbaum. Black
well Scientific Publications, Inc., P.O. 
Box 50009, Palo Alto, Calif. 94303 
($45). 

This thick, image-crowded, up-to
date bestiary admits neither fish nor 
fowl, neither frog nor fox nor fer
de-lance. Its contents are defined 
by their otherness; none of the five 
classes of our true vertebrate kin are 
here (although some chordates are 
included) solely because it is we who 
make the rules. The topic is inver
tebrates, "the great spineless major
ity," representatives of groups that 
include about 97 percent of the 10 or 
20 million living species. Those spe
cies are included within the 10 princi
pal phyla, or distinct body plans, that 
together make up most living animal 
life.' The remaining 20 minor phyla 
include no more than hundreds of 
species each. This is a highly read
able catalogue of the products of a 
slow, ingenious natural engineering, 
still at the margins of our understand
ing. Quite a few pages at the end list 
additional tempting readings, some 
popular, some erudite, categorized 
mostly by animal group. 

Many hundreds of photographs 
and diagrams spill over these 800 
pages, which are organized into 
some 30 readable chapters, each one 
a much illustrated review of the natu
ral history of one or another phylum. 
The treatments include descriptions 
of materials, structures, habitat and 
behavior for each form; they are giv
en a degree of unity by the rich com
parisons, explicit and implied. The 
book is a fond celebration of living 
diversity, visually and in closely inte
grated clear, lively prose, meant both 
for students and for general readers. 

A few examples will have to stand 
for the hefty whole. The most fa
miliar ciliate, the eyelashed slipper
shaped paramecium, is freshly seen 
over 10 pages, photographed and di
agrammed both whole and (in one 
detail of its cortex) at electron-micro
scope scale. Its complex genetics and 
behavior, its size (large compared 
with most animal cells), and its statis
tical life course (with clear analogues 
to maturity, aging and death) all lead 
to the comment that multicellular 
animals are here foreshadowed both 
by the individual paramecium and 
by a clone of these protists. The ag
gregating ciliates, like the aggregat
ing amoebas with their flagellas, are 
shown also, in lovely circus imita
tions of permanently multicellular 
animals. 

Look at the roundworms, the nem
atodes. They are the animal phylum 
next in size to arthropods. Highly 
adaptable pressurized tubes of tis
sue, they frequent an astonishing va
riety of habitats both as free-living 
organisms and as internal parasites. 
"If all the matter in the universe 
except the nematodes were swept 
away ... and if, as disembodied spir
its, we could then investigate it, 
we should find its mountains, hills, 
vales, rivers, lakes, and oceans rep
resented by a film of nematodes. 
The location of towns would be de
cipherable, since for every massing 
of human beings, there would be a 
corresponding massing of certain 
nematodes. Trees would still stand 
in ghostly rows representing our 
streets and highways. The location of 
the various plants and animals would 
still be decipherable, .. . even their 
species." (The telling quotation is 
credited to N. A. Cobb; unfortunately 
no more detailed source is given.) 

Even though most readers will nev
er see a nematode, people remain 
anxious about the trichina, a nema
tode parasite of both pigs and human 
beings. It is argued here that the two 
Aesculapian serpents entwined on a 
staff, still the symbol for the medi
cal professional, arose from a ther
apy long practiced in earnest against 
the parasitic roundworm Dracuncu
lus, common in the Middle East. Its 
serpentine ridge, a foot long, bulged 
visibly under the skin of the pa
tient's leg or trunk; the professional 
cure was to gingerly wind the crea
ture out alive and unbroken around 
a stick, leaving behind no source 
of infection. That is clearly no task 
for a nervous tyro. 

So we read on, past the colonial 
man-of-war, the pelagic violet snail 
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and the blue crab-the crab unhappi
ly bearing on its back an outsize bar
nacle and probably also long inhibit
ed from molting by an internal par
asite, a rhizocephalan, of the same 
subclass as the barnacle outside. (It is 
able to take over hormonal control of 
crab growth on entry to form a "root
like system of nutrient-absorbing tu
bules . . .  that branch throughout the 
host's blood spaces, even to the tips 
of the legs.") Millipedes earn a cou
ple of pages. (In truth the leg count 
among their 8,000 species does not 
exceed 752.) A really big tropical mil
lipede may be two feet long. Herbi
vores, they do not bite, but they often 
secrete toxic substances in defense, 
including hydrogen cyanide. "It is 
best not to hold any millipede too 
close to one's eyes." 

The next-to-Iast chapter is a brief 
evolutionary account. The main phy
la here are half a billion years old, a 
brief part of life's long and mainly 
biochemical evolution. The multicel
lular phyla can be divided into two 
classes by their early embryology. 
Often the distinction can be seen as 
early as the third generation of cell 
division. The eight embryonic cells 
may be arranged radially with four 
cells above four, or the two layers 
of cells may be twisted 45 degrees 
out of alignment: the root of a spiral. 
Every species within a given phy
lum shares the same beginning; no 
phylum is mixed. Radial phyla in
clude worms and mollusks; we chor
dates share the spiral cleavage pat
tern with the phyla of corals, star
fishes and other such creatures, our 
cousins many times removed. 

The final chapter is exceptional: a 
cross-classifying look at color among 
animals of all groups. There are a few 
dozen plates in color, each with four 
or five photographs-an attractive 
gallery to finish the long, bizarre tale. 
Color comes from pigments, from 
tanning, from structural interference 
patterns. An animal may gain almost 
any color from those causes (observe 
live lobsters bright blue or greenish 
brown, and boiled ones red); it may 
look sky blue from scattering by tiny 
granules strewn within a clear layer, 
or it may borrow hue from colorful 
endosymbionts. Quick change is 
achieved too, either photochemical
ly or by the physical flattening of 
many rounded sacs of pigment in 
the skin. The long body of one Tas
manian damselfly scatters a glorious 
sky blue in the midday sun but re
mains enclosed within a warming 
sleeve of black pigment during the 
cool of the morning. 
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