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Night-hunting owl can locate prey by sound alone. Studies 

reveal how the brain calculates direction from acoustic cues.

Controlling the quantum jitters of atoms.

The implications of an aging human species.

High-tech materials for roads and bridges.
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The Aging of the Human Species
S. Jay Olshansky, Bruce A. Carnes and Christine K. Cassel

Cavity Quantum Electrodynamics
Serge Haroche and Jean-Michel Raimond

Listening with Two Ears
Masakazu Konishi

For the Þrst time in the history of humanity, our species as a whole is growing
older. Toward the middle of the next century the population will stabilize near
the practical limit of human longevity. Instead of focusing only on explosive
growth, as in the past, policymakers must also rethink many social and economic
institutions so that they will address the needs of an older population.

The terasecond jitteriness of individual atoms would seem beyond control. Yet
when atoms are constrained in small superconducting cavities, transitions be-
tween their energy states can be slowed, halted or even reversed. Studies of the
photons that imprisoned atoms emit illustrate the principles of quantum physics.
The results also point the way to a new generation of exquisitely acute sensors.

Just as depth perception requires two eyes, a pair of ears is needed to pinpoint 
a sound. The brain combines the signals into a uniÞed directional cue. Studies of
barn owls, which capture their prey in total darkness by relying on sound alone,
have revealed almost every step of this remarkable computational exercise. Hu-
mans and other mammals probably process sound in a similar manner.
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80

Rapid advances in the Þeld of surface chemistry have made it possible to view 
the action of catalysts at the molecular level. The work has contributed to a
more complete understanding of the ways in which various metals facilitate re-
actions. And it has important implications, from reÞning petroleum products to
removing pollutants from automobile exhaust and industrial smokestacks.

Catalysis on Surfaces
Cynthia M. Friend

The Reproductive Behavior of the Stickleback
Gerard J. FitzGerald

This tiny Þsh has been a staple of animal behavior experiments since Dutch
ethologist Nikolaas Tinbergen began studying its courtship practices earlier in
this century. The author continues this fascinating inquiry by observing mating
sticklebacks in tide pools along the Saint Lawrence estuary. His research helps to
explain the adaptive signiÞcance of the sticklebackÕs reproductive strategies.
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Modern Humans in the Levant
Ofer Bar-Yosef and Bernard Vandermeersch

The idea that Neanderthals were primitives who were suddenly swept aside by
modern Homo sapiens possessing a rapidly evolving technology is confounded by
discoveries in Israel. There modern humans preceded the arrival of Neanderthals
by thousands of years. Moreover, the Neanderthals wielded tools of similar quality.

The government will have to pour billions of dollars into rebuilding the nationÕs
aging highways and bridges. But unless the eÝort utilizes high-tech versions of
such mundane materials as concrete, attempts to make U.S. infrastructure the ri-
val of the best public works in Europe may stall. Research is under way, but get-
ting new technology out of the laboratory and onto the highway is diÛcult.
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Letters to the Editors
These April missives
do not fool around.

Science and the Citizen

Science and Business
Book Reviews
Living machines. . . . Maya
decipherer. . . . Docile Astrid.

Essay: Anne Eisenberg

Blame Hollywood for the
negative image of scientists.

Mathematical Recreations
Picking the right number
of colors to map an empire.

The contraceptive gap.. . . Gigamole-
cules. . . . Close encounters with as-
teroids. . . . Methuselah microbes. . . .
Caged chromosomes and calico
cats. . . . The fractal cosmos.. . . PRO-
FILE: Presidential science adviser
John H. Gibbons.

A new enterprise ventures into com-
mercial space. . . . Fighting cancer
with viral proteins. . . . A promising
architecture for optical comput-
ing. . . . Anchors for supertankers. . . .
THE ANALYTICAL ECONOMIST: Is it
time to reregulate the airlines?

TRENDS IN MATERIALS

Concrete Solutions
Gary Stix, staÝ writer

The Evolution of Virulence
Paul W. Ewald

Why do some pathogens evolve into harmful forms that cause severe diseases, such
as AIDS, whereas others inßict no more than a runny nose? Reasons include the
way in which the organism is transmitted and, interestingly, human behavior. Our
ability to direct the evolution of pathogens may herald a new approach to medicine.
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THE COVER photograph captures a Ural
owl (Strix uralensis ) ßying back to its nest
with dinner. Nocturnal owls such as the
Ural rely on acoustic cues to help them
catch their prey in the dark. Studies on an-
other night hunter, the barn owl (Tyto alba),
have revealed most of the steps by which
the brain processes these cues (see ÒListen-
ing with Two Ears,Ó by Masakazu Konishi,
page 66). The brains of mammals, including
humans, probably use a similar system con-
sisting of hierarchical steps and parallel
pathways to process sound.
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EveryoneÕs a Critic

Well, by and large, ÒReproductive
Strategies of Frogs,Ó by William E. Duell-
man [SCIENTIFIC AMERICAN, July 1992],
is the most disgusting damned thing I
have ever seen.

J. A. NUNLEY

Milpitas, Calif.

For 30 years, I enjoyed, devoured and
carefully stored ScientiÞc American for
reference. Now all is bleak Õround the
battlements. Alas, ÒmyÓ ScientiÞc Amer-

ican is dead, replaced by a pale surro-
gate, an organ of leftist apocalyptic
causes. This editorial swing leftward
was expectable, considering the inex-
orable dilution of your once excellent
staÝ by women.

LORING EMERY

Hamburg, Pa.

When will you publishers stop prop-
agandizing for speculative ideas such
as the big bang and black holes? When
they are discovered not to exist, what
rationale will you use, since you plas-
tered your magazine full of this non-
sense? You are the publicity agents for
birdbrain professors of physics.

I give you till the end of the year to
publish the fact that the observable uni-
verse is the last electron of plutonium.

LUDWIG PLUTONIUM

White River Junction, Vt.

Attention, West Virginia . . . .

I hope you see some merit in my pro-
cess for mass-manufacturing diamonds
with subterranean nuclear explosions.
One day in the not too distant future I
may get to push a button and blow a
coal mine in West Virginia all over cre-
ation. In the rubble will be diamonds
you can pick up with a scoop loader.

Unless you are sure for some reason
that the process cannot work, I do not
understand why ScientiÞc American will
not report on the possibilities of this
process. I have already met the expect-
ed red tape in Washington, but that is
something persistence and being right
have always overcome. I will continue
to keep you informed of the progress
of this project. I am very sure some-

body would like to be there when the
button is pushed.

JAMES W. LINCK

Kenner, La.

In regard to the failure of the Hubble

Space Telescope: Yet again a very large
amount of money has been lost probing
the universe. The mirror makers, who
are supposedly the best on earth, have
been blamed for the poor pictures tak-
en by the telescope. There may, howev-
er, be another explanation.

Beyond the solar system there is noth-
ing real! There is only a set of illusory
images created by the boundless void
in which the solar system is encased
and reßected, as in a virtual spherical
mirror. We are totally alone!

There seems to be a need to refute
this theory before squandering further
terrestrial resources.

SHAFI AHMED

London

First Contact?

I was greatly intrigued by the picture
appearing on pages 128Ð129 of ÒThe
Mind and Donald O. Hebb,Ó by Peter M.
Milner [SCIENTIFIC AMERICAN, January].
If I am not mistaken, the third man
from the right, labeled as ÒUnidentiÞed,Ó
seems to have two antennae protruding
from his cranium. Was he the product
of an unusual operation or an extrater-
restrial attending HebbÕs seminar? Any
clariÞcations concerning this perplex-
ing mystery would be appreciated.

JARED WHITE

Wayland, Mass.

Weight and See

In 1876 the entire membership of
the American Society of Civil Engineers
voted to use metric units only. It was
internationally agreed in Paris in 1901
that mass is quantity of matter and
that weight is force acting on mass. Yet
there are universities, colleges, maga-
zines and other entities that continue
to use as units of measure the unsafe
pound or the unsafe kilogram.

Net mass is required for fair trade;
Ònet weightÓ is a government lie! The
Olympic sport is masslifting, not weight-
lifting. A fat person is overmass, not
overweight, and should lose mass if he
wants to be thinner. How long can Òed-
ucatorsÓ expect to fool the public with
unsafe words and unsafe units? You are
just as fat on the moon, but only one
sixth the weight!

R. C. GERCKE

Los Angeles, Calif.

Toasting the Climate

Roses are red,
Violets are blue.
The Þzz in beer and soda
Is CO2.

Some Òenviron-mentalistsÓ
Who have gone mad,
Tell people today that
CO2 is bad.

Their stupid theory
I will strongly reject
Because I like the
ÒGreenhouse eÝectÓ!

WeÕll have warmer winters,
Which I like better,
And more ocean evaporation
Could made deserts wetter.

If glaciers melt
And the oceans rise,
A move to Alaska and Canada
Is easy and wise.

So bartender, serve me
More pop and beer.
The Þzz will warm the winters
During each coming year.

JOSEPH GAYSOWSKI

Westchester, Ill.

LETTERS TO THE EDITORS
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APRIL 1943

ÒA modern version of the discovery
of the famous Damascus armorers of
how to make sword steel that would
bend and not breakÑwithout entailing
the human suÝering involved in the
olden methodÑhas been developed by
20th Century research. In the ancient
method, human blood was the original
Ôquenching oil.Õ The technologists of the
Gulf Research & Development Company
concluded that the tissues of the body
probably had more to do with the tem-
pering than the blood itself. They were
cognizant, however, of the fact that or-
ganic matter in the blood was made up
generally of large molecules, and this
knowledge was employed eÝectively in
the experiments which led to the devel-
opment of Super-Quench. It is said to
have a cooling rate intermediate be-
tween other oils and water through the
hardening temperature range and yet
retaining the slow speed of other oils
below the hardening range.Ó

ÒThe question of whether ill health
can result from lead piping for house-
hold water supply has no categorical an-
swer. The following is the reply given to
a physician by The Journal of the Ameri-

can Medical Association. ÔThe amount of
lead absorbed by most waters is neglig-
ible. Lead piping is eÝective in forming
an insoluble coating of salts which in-
hibits its solution. It is only when the wa-

ter supply is acid, particularly because
of organic acids, that it is a potential
danger. It may also dissolve when dif-
ferent metals are used in the plumbing,
when galvanization may play a part. Wa-
ter with highly solvent properties will
dissolve some lead from a pipe on
standing. The length of standing and
the temperature of the water will inßu-
ence the Þnal concentration, but the ac-
tual quantities of lead will be small.Õ Ó

ÒExtra vitamin C is needed in the diet
of soldiers under certain conditions and
of workers exposed to industrial poi-
sons, according to Prof. Harry N. Holmes
of Oberlin College, president of the
American Chemical Society. Vitamin C,
which is destroyed by infection and by
a number of industrial poisons of a mili-
tary nature, is also lost in appreciable
quantities in heavy perspiration, he
points out. Prof. Holmes reports that
one of the large rubber companies gave

vitamin C daily to 100 workmen exposed
to a so-called safe concentration of ben-
zene and toluene vapors in the factory
air. After a short time 37 of the work-
ers felt Ôless tiredÕ at the end of the day,
he says, 10 felt in better health gener-
ally, and only 31 reported no gain.Ó

APRIL 1893

ÒProfessor Hertz has shown that the
rays proceeding from the cathode of a
Geissler tube, which are capable of excit-

ing phosphorescence, will pass through
thin metal. If it were practicable to Þnd
a sheet of metal foil thick enough to be
airtight and opaque, yet thin enough to
be permeable by this discharge, it would
be possible to allow these rays a passage
into the open air by closing an opening
in a discharge tube with such a piece 
of foil. This idea has been realized by 
Dr. Philip Lenard, assistant to Professor
Hertz. A hammered aluminum plate
0.003 millimeter thick forms a shutter
which Dr. Lenard calls the Ôwindow,Õ be-
cause it allows the rays from a cathode
at a distance of 12 centimeters to pen-
etrate it freely. Substances capable of
phosphorescence, if held near the win-
dow, shine with their peculiar light on
the side nearest to it.Ó

ÒM. B. B. asks: If a ball be dropped into
a hole that passes clear through the
earth, would it stop when it reaches the
center or pass by it? I hold that the ball
would stop, and I wish to settle an ar-
gument. A. The ball would have a hard

rub in getting down to the center at all.

Its circumferential velocity, derived from

the earthÕs motion on its axis, would

keep it against the east side of the hole,

unless the hole was through the polar

axis of the earth, when it might bob back

and forth for a time until friction settled

it at the center.Ó

ÒA number of years ago what pur-
ported to be a steam man was widely
advertised and exhibited in New York
City. The remains of the individual in
question were quite recently to be seen
in one of the downtown junk stores.
Within the last two years the project
has been taken up by another inventor,
and a practical steam man that actual-
ly walks and exerts considerable trac-
tive power has been exhibited in actual
operation in this city and elsewhere. It
was invented and constructed by Prof.
George Moore, a native of Canada. His
steam man appears to be a native of
America. In our illustration we show the
section and general view of the steam
man. In the body is the boiler, which is
supplied with a gasoline Þre. Below the
boiler is situated the engine. While small
in size, it is a high speed engine run-
ning up to 3,000 revolutions per minute
or more, giving about 1/2 horse power.
The man, which is about 6 feet high,
cannot, it is said, be held back by two
men pulling against it.Ó

50 AND 100 YEARS AGO
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T
he short list of birth control
methods available in the U.S. is
now longer by one, but the long

list of obstacles facing contraceptive
development is no shorter. For every
advance, unsolved, unaddressed, some-
times unspoken, problems remain.

After 25 years of repeated review, an
injectable synthetic hormone, Depo-Pro-
vera, was approved by the Food and
Drug Administration last year. Approval
of a female condom seems imminent,
but not much else is waiting in the
wings. The U.S. continues to have fewer
birth control options than many other
countries. And because use here reas-
sures consumers at large that a prod-
uct is safe, the countryÕs contraceptive
quandary can deter family planning else-
where. ÔÔThe U.S. is behind,Ó states Rose-
marie B. Thau, director of contraceptive
research at the Population Council.

Nevertheless, Thau and many other
researchers have found some hope in
the early decisions of the new adminis-
tration. President Bill Clinton issued an
executive order stating that RU 486,
the controversial French pill that in-
duces menstruation, is no longer banned
from personal use here. He also made
explicit his intention to support family-
planning programs by reversing what
has been called the Mexico City Policy
[see box on page 22]. ÒThere is a new
wind blowing, and it is attitudinal,Ó
comments Luigi Mastroianni, Jr., of the
University of Pennsylvania, who direct-
ed a 1990 National Academy of Sciences
study that detailed the reasons for the
lag in U.S. contraceptive development.

The need for more options is vividly
apparent. In the U.S. alone, there are
about 3.5 million unintended pregnan-
cies each year, 800,000 of them among
teenagers, and 1.6 million abortions:
these rates are among the highest for
an industrialized country. Many forms
of birth control have drawbacksÑamong
them, an inability to protect against sex-
ually transmitted diseases, of which
there are 250 million new cases world-
wide each year, according to the World
Health Organization (WHO).

But if Clinton is going to counteract
the policies of presidents Ronald Rea-

gan and George Bush and provide the
U.S. with a full range of contraceptive
choice, he will have to back his inten-
tions with funds. At present, most na-
tional support for birth control develop-
ment comes from the National Insti-
tutes of HealthÕs Contraceptive Develop-
ment Branch. That program recently lost
support for many of its grants and con-
tracts when its budget plummeted from
roughly $16 million in 1992 to about
$9 million in the current fiscal year.

ÒWhat is in line for contraceptive de-
velopment is less than it was a few
months ago,Ó says Nancy J. Alexander,
chief of the branch. On hold, among oth-
er things, are studies on new condoms
and diaphragms, transdermal patches
that would deliver hormones and some
aspects of birth-control vaccine devel-
opment. ÒI just donÕt see any big inßux
of money into this research, much as it
is needed, although I think there will be
a shifting of priorities,Ó she notes.

A signiÞcant share of the money NIH

does have goes to three centers, estab-
lished in 1991. Researchers at these
sites as well as at other institutions are
focusing on improving the methods al-
ready marketed here, winning approval
for some that are available abroad and
developing new approaches, such as
contraceptive vaccines and a male pill.
ÒOur main aim is to provide more meth-
ods so that various groups have access
and so that men or women can switch
methods,Ó Thau notes.

Malcolm C. Pike and Darcey V. Spicer
of the University of Southern Califor-
nia, for example, are improving on the
pill concept. Using a compound that
binds with receptors for gonadotropin-
releasing hormone, the team has been
able to prevent ovulation in a group of
14 women. The scientists simultaneous-
ly administer estrogen and progester-
one to prevent postmenopausal symp-
toms, but they say the amounts of these
hormones are signiÞcantly lower than
those found in birth control pills.

Obstacle Course
Funding and policy stiße
contraceptive research

SCIENCE AND THE CITIZEN

DEVELOPING NEW CONTRACEPTIVES and making others more widely available are
crucially important, says Rosemarie B. Thau of the Population Council.
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The smaller dose may reduce the risk
of breast cancer, which is associated
with the pill. (At the same time, the pill
seems to lower the risk of ovarian can-
cer.) The risk of breast and cervical 
cancer has led to opposition at various
times, by some womenÕs and consumer
groups, to the approval of the pill.

Vaginal rings that release progestin,
a progesteronelike compound, or a com-
bination of estrogen and progestin are
another form of hormonal manipulation.
Because the hormones seep out steadi-
ly, Òthere are no peaks and valleys and,
therefore, potentially fewer side ef-
fects,Ó Thau says. Unlike the progestin-
releasing NORPLANT, which is surgically
implanted in the arm and which was de-
veloped by the Population Council, vagi-
nal rings can be inserted and removed
by the user. Although rings have been
tested in many countries, they are not
yet on the market anywhere.

Researchers are also no longer ex-
empting men from hormonal vicissi-
tudes. In a report in Lancet several years
ago, researchers at WHO reported that
injecting men once a week with a testos-
terone derivative could eliminate sperm
in their ejaculate. Fertility was restored
within a few months after stopping the

injections. The group is now working to
Þnd longer-acting forms of testosterone
so that the injections would be less fre-
quent. And it is puzzling over one Þnd-
ing: the amount of sperm suppression
varied geographically. Meanwhile Thau
is working on a male implant that would
also suppress sperm production.

A novel but longer-term approach
seeks to harness immune responses. The
reason that a womanÕs immune system
does not perceive sperm as foreign re-
mains a mysteryÑas does the reason
that a man does not destroy his own
sperm; since sperm do not appear until
puberty, they could also be perceived as
nonself. But studies of infertile couples
who have somehow developed antibod-
ies to each otherÕs gametes are suggest-
ing ways to develop birth control vac-
cines. The idea is to induce women and
men to produce antibodies to proteins
on sperm, explains Paul PrimakoÝ, asso-
ciate professor of physiology at the Uni-
versity of Connecticut, who has tested
some vaccines in animals and observed
reversible infertility.

Work on vaccines appears to be fur-
thest along at the National Institute of
Immunology in New Delhi. Researchers
there, working in collaboration with the

Population Council, have immunized
men against luteinizing hormoneÐre-
leasing hormone, a compound that con-
tributes to the production of testoster-
one and sperm. Other collaborative 
trials there are looking at the eÝective-
ness and safety of vaccinating women
against human chorionic gonadotro-
pinÑa hormone produced by the em-
bryo to maintain pregnancy.

Without increased funding, however,
many eÝorts may never reach the public.
ÒWe canÕt really develop products with
our limited budget. To make a product
can cost between $300 and $350 mil-
lion,Ó laments Paul Van Look of WHO.
ÒThat is the sum total of money we have
received in the past 20 years of our exis-
tence.Ó Pharmaceutical companies have
been reluctant to develop new contra-
ceptives, despite $750 million in annu-
al domestic sales of the pill. ÒA lot of
them bowed out of this area because
they felt liability was too high,Ó Alexan-
der says. In addition, companies viewed
some of the FDA requirements for ap-
proval too intricate and too costly. In
the past few years, however, the FDA has
suspended several of its requirements.

Now, according to the Pharmaceuti-
cal ManufacturerÕs Association, seven
companies are developing or consider-
ing developing contraceptives. ÒThe in-
dustries are not interested in basic re-
search, but they are interested in a ma-
jor hit,Ó says John C. Herr of the Uni-
versity of Virginia, who is also working
on a contraceptive vaccine.

As a result, Van Look and others hope
more companies will pick up their proj-
ects and take them to market. For ex-
ample, a recent report in Family Plan-

ning Perspectives, a newsletter put out
by the Alan Guttmacher Institute, a non-
proÞt organization, described a widely
used but informal morning-after pill:
two regular birth control pills taken
within 72 hours of intercourse and two
more, 12 hours later. Many family-plan-
ning experts hope companies will seek
FDA approval for such a pill as well as
for many methods available elsewhere.
These include a variety of intrauterine
devices, various permutations of the pill,
RU 486 and related compounds, de-
vices permitting reversible sterilization
and diÝerent injectable contraceptives.

Changes on other fronts may be slow-
er, though. Even if more methods were
available, variety does not ensure use.
Many family-planning organizations
note that the lack of education and out-
reach as well as the cost of contracep-
tives can prevent people from using
birth control. Although 95 percent of
women of reproductive age in the U.S.
use contraception, 37 percent of them
rely on sterilization. Contraceptive fail-
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Easing a Financial Gag
or nearly nine years, U.S. aid to family-planning programs was limited
by a gag rule: no funds could be administered to any organization that
performed abortions or provided counseling on abortions, even if U.S.

dollars were not used for those purposes. In January, President Bill Clinton
overturned this order, which was called the Mexico City Policy after the site
where it was announced at a United Nations conference on population.

The policy “had a tremendous chilling effect, and the thaw is noticeable al-
ready,” comments Mark Laskin, assistant secretary general of the Internation-
al Planned Parenthood Federation (IPPF), which hopes to win back some of
the $17 million a year that it lost as a result of the ban. “We will be able to
help meet unmet need,” Laskin adds, referring to the estimated 300 million
couples worldwide who seek access to family planning.

But a lot more has to happen before the thaw is complete. Clinton must
get approval from four congressional committees to reappropriate money.
And while the IPPF may find some allocation forthcoming, the United Nations
Fund for Population Activities (UNFPA) remains without U.S. backing for now.
“There are hurdles still to be jumped,” comments Alex Marshall of the UNFPA.
The UNFPA was cut in 1985 as a result of the Kemp Amendment, which
blocked subsidy of any organization thought to support programs forcing
people to have abortions or to be sterilized. Repeated findings that the UNFPA
was not involved in such activities did nothing to convince presidents Ronald
Reagan and George Bush. To free money for the UNFPA now, Clinton must
certify to Congress that the fund is not involved in such coercion.

It is also not clear whether the program in human reproduction at the
World Health Organization (WHO) will receive funding. Because WHO works
on compounds such as RU 486, which can induce menstruation after fertil-
ization, U.S. aid is prohibited by the 1973 Helms Amendment and other con-
gressional and administrative inhibitions. These policies stipulate that aid mon-
ey cannot support abortion-related research. Changes on this front could take
time since domestic issues will probably take priority, explains Sharon L.
Camp, senior vice president of Population Action International.           — M.H.

F
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ure rates can be as high as 30 percent.
A better understanding of the sexual

practices of Americans would help re-
searchers pinpoint what is not working.
ÒIt is not just providing people with con-
traception, you also need individual ed-
ucation and community education: con-
traceptive failure rates are related to
behavior,Ó notes Lisa Kaeser of the Alan
Guttmacher Institute. ÒAll of us have
been reliant on Kinsey data from the
1940s. We need a change.Ó 

But Senator Jesse Helms of North Car-
olina blocked funding for an NIH study
of sexuality. In addition, support for the
federal domestic family-planning pro-
gram, which provides services for Þve
million women, has fallen by two thirds
since 1980, says Kathryn Kolbert of the
Center for Reproductive Policy and Law.

And, of course, the abortion issue is
unresolved. ÒMany of the problems with
contraceptive development are attitudi-
nal, and they have to do with the asso-

ciation of contraception with abortion,Ó
Mastroianni notes. ÒIt is a paradox, be-
cause the best way to avoid abortion is
to have more eÝective family planning.Ó

The conflict over abortion is appar-
ent in varying federal definitions of preg-
nancy and funding practices. The Agen-
cy for International Development de-
Þnes pregnancy as fertilization, and
thus, under the 1973 Helms Amend-
ment, funding for research on com-
pounds that act after fertilization is il-
legal. But because the NIH defines preg-
nancy as implantation, it can spend U.S.
dollars researching methods that work
after fertilizationÑmethods that cannot
be examined with U.S. foreign aid. 

If this were not confusing enough, the
NIH, in turn, is also prevented by law
from studying methods to cause an
abortion as well as contraception that
interferes with implantationÑunless the
study is examined by the Ethics Adviso-
ry Board. The problem is, the board was

disbanded in 1980. Thus, researchers
must ignore aspects of a common medi-
cal procedure that causes some 125,000
deaths annually around the world.

The U.S. antiabortion lobby and long-
standing abortion-related research pol-
icy have deterred the manufacturer of
RU 486, Roussel-UCLAF, from seeking
FDA approval. In February the company
met with the FDA to explore the possibil-
ity of an agreement with another compa-
ny or a research facility, which would ap-
ply for approval. Because of the threat
of boycotts, Roussel-UCLAF reiterated its
intention to avoid direct involvement.

But Òthe public has Þnally had enough
of this,Ó exclaims Mastroianni, with a
warning that his age entitles him to
climb on a soapbox anytime he has the
opportunity. ÒNothing is enduring. We
just have to move the train againÑget
enough momentum up so that it will
be hard to slow it down. We canÕt waste
any time.Ó          ÑMarguerite Holloway

An Eternally Self-Reproducing Cosmos?
ntil recently, people obsessed with the fate of the
universe could ponder two rather bleak possibili-
ties: either the cosmos keeps expanding forever, its

matter dissipating into a cold, black void, or it collapses
back onto itself in a cataclysmic “big crunch.” For those
who are willing to broaden their horizons, physicist An-
drei D. Linde of Stanford University offers a less depress-
ing scenario—the eternally self-reproducing universe.

Linde’s theory builds on a concept he helped to devise
called “inflation.” It holds that just after the big bang, when
the universe was fantastically small, hot and dense, it un-
derwent a prodigious growth spurt before settling down
to its current, relatively slow rate of expansion. The entire
cosmos might have sprung from a minuscule fleck of
space. “Most probably we are studying a universe that has
been created by earlier universes,” he adds.

Early versions of inflation, which relied heavily on parti-
cle physics, called for highly specialized, “fine-tuned” con-
ditions. But Linde has shown
that inflation might stem from
more generic processes. Ac-
cording to quantum mechan-
ics, space is never entirely
empty; at very small scales,
its energy content fluctuates
violently. These chaotic quan-
tum fluctuations, Linde says,
could yield energy dense
enough to trigger inflation.

Inflation is self-limiting: it
rapidly attenuates the ener-
gy fueling it. But Linde con-
tends that inflation is also
self-perpetuating: quantum
fluctuations will ensure that,
somewhere, some mote of
energy will keep sprouting
into new universes. These

universes may be radically unlike our own. Slight alter-
ations in their initial conditions, Linde explains, could re-
sult in drastic changes in the way their physical laws are
manifested after inflation ceases.

Working with his son, Dmitri, and others, Linde has sim-
ulated these ideas on a computer. “Whether you believe it
or not, now we can show you,” he says. The images depict
a jagged, mountainlike terrain corresponding to a two-di-
mensional slice of space. Peaks indicate high-energy, infla-
tionary regions; valleys represent regions of relatively low
energy, such as our own, local universe, that have stopped
inflating. Colors distinguish areas with different initial
conditions—and laws of physics. Linde points out the moun-
tainous pattern created by the differences in energy is
fractal in nature: it recurs at scales ranging from trillions
of times smaller than a proton to trillions of times bigger
than the known universe. 

Where’s the evidence? Linde notes that the recent obser-
vations of “ripples” in faint
microwaves thought to be
the afterglow of our uni-
verse’s fiery birth agree quite
well with inflation’s predic-
tions. Estimates of the total
mass of the universe also
seem to be converging on
the value predicted by infla-
tion, enough to slow down
but never quite stop the ex-
pansion of the universe—
the local universe, that is. As
for all those other universes
blooming in the great be-
yond, they are separated
from us by distances too vast
to be breached by any cur-
rently conceivable method
of observation.—John Horgan

U

FRACTAL FLUCTUATIONS in energy spawn inÞnite uni-
verses in a computer simulation by Andrei D. Linde.
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P
olymer chemistry has entered a
new dimension. Most polymers
are nothing more than identical

molecular units, or monomers, that are
linked together to form one-dimension-
al chains. Now chemists have stitched to-
gether two-dimensional polymer sheets
that have a variety of unusual proper-
ties. ÒThere is a possibility of transform-
ing all known monomers into two-di-
mensional objects,Ó says Samuel I. Stupp,
leader of the team at the University of
Illinois that synthesized the polymer
sheets. ÒIf this possibility becomes real-
ity, we would have a complete new set
of materials with diÝerent properties.Ó

Indeed, Stupp has already demonstrat-
ed that the polymer sheets have re-
markable ßexibility, strength and dura-
bility. The polymers might serve as lu-
bricants, semiconductors, optical materi-
als or selective membranes. ÒUntil now,
nobody has been able to make lots of
two-dimensional objects that are self-
contained and robust,Ó comments Edwin
L. Thomas, a materials scientist at the
Massachusetts Institute of Technology.
ÒThe two-dimensional polymers may be-
have in ways that are not akin to things
we already know.Ó

StuppÕs sheet polymers are among the
largest molecules ever made by chem-
ists, winning them the unattractive mon-
iker Ògigamolecules.Ó The mass of a poly-
mer is typically measured in daltons. A
single carbon atom has a mass of 12
daltons. Amylopectin, one of the largest
known polymers and the principal com-
ponent of starches, is 90 million dal-

tons. Stupp estimates that his molecules
weigh much more than 10 million dal-
tons. ÒThe larger ones that we see by
electron microscopy are beyond the mo-
lecular weight resolution of our instru-
mentation,Ó he says. 

To make the polymer sheets, Stupp
reported in Science, he Þrst prepares a
precursor molecule by performing 21
diÝerent chemical reactions. The result
is a rodlike molecule with two reactive
sites: one in the center of the molecule
and the other at one end.

It is perhaps easiest to understand
how these precursors are assembled if
one imagines that they are sharpened
pencils. The eraser corresponds to the
reactive end, and the brand name
stamped on the pencil represents the
central reactive site. The Òbrand nameÓ
encourages the pencils to align side by
side in the same direction. The pencils
therefore form a layer with the erasers
on one side and the points on the other.

A second layer forms simultaneously
on top of the Þrst in such a way that
the erasers in one layer touch those in
the other. One of StuppÕs key insights
was to Þgure out how to sew these lay-
ers together. When heat is applied to
the stacked layers, bonds are formed
between the erasers and between the
brand names, so connections are made
within the two layers and between them.
In this way, Stupp can construct a sheet
whose area is typically one square mi-
cron and whose thickness is uniformly
0.005 micron. ÒThe beauty of our meth-
od is we have some control over the
size,Ó Stupp remarks. ÒWe can make ei-
ther very small or very large sheets.Ó

Chemists have been trying to synthe-
size polymer sheets for some time. Dur-
ing the past decade, workers at Harvard
University and elsewhere have built two-

dimensional molecular structures that
were attached to sheets of gold or that
rested on the surfaces of liquids. ÒThe
major problem inherent in these previ-
ous approaches is the poor stability of
the structure,Ó Thomas comments. So
far Stupp is the only researcher who has
succeeded in creating robust, free-ßoat-
ing polymer sheets.

The next major challenges for Stupp
and his colleagues are, Þrst, to attempt
to make polymer sheets out of diÝerent
building blocks and, second, to make
bulk quantities of the polymers. ÒWe
have created four diÝerent kinds of
polymer sheets by applying our original
concept but using precursors that are
easier to synthesize,Ó Stupp explains.

Stupp is aware that he and other
chemists have only limited bragging
rights with respect to the two-dimen-
sional polymers. Nature made them Þrst.
The membrane of red blood cells, for
example, contains a protein gel, which
is one kind of two-dimensional poly-
mer. The gel is believed to serve as the
ßexible skeleton for the cells and plays
a role in allowing them to change shape.

Although materials scientists have
had little opportunity to characterize the
gigamolecules, they are already think-
ing about some unusual applications. If
the sheets are exposed to heat or placed
in an acidic environment, they tend to
roll up like a tobacco leaf around a cigar.
Various substances could be wrapped
up inside the polymerÑa trick that
might be useful for delivering pharma-
ceuticals into the body. Another possi-
bility is building membranes that allow
only certain molecules through. ÒI donÕt
know what other applications might be
possible,Ó Thomas muses. ÒIf I knew
what they were, IÕd be writing papers
about them right now.ÓÑRussell Ruthen
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Flat Chemistry
Enormous polymer sheets
promise unusual properties

POLYMER SHEETS are made from rodlike precursors (left)
with two reactive sites (red and green). A single gigamolecule

can weigh more than 10 million daltons and be a few microns
long, as shown in the electron micrograph (right).
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T
he mystery of calico cats is more
than skin deep. The broad black
and yellow patches in their fur are

the outward manifestations of a more
subtle genetic quirk. True calicoes are
females, and like all female mammals,
they carry two X chromosomes in their
cells. Early in development, however,
each embryonic cell randomly selects
one X for future use and signals the
other to condense permanently into an
inert mass called a Barr body. (In this
way, females achieve parity with males,
which have only one X chromosome and
a largely inactive Y.) In calico cats the
resulting mosaicism is visible because
each of their X chromosomes carries a
diÝerent pigment gene.

After three decades of work, re-
searchers are beginning to understand

how mammalian cells manage to turn
oÝ an entire chromosome. The key ap-
pears to be a gene on the inactive X that
produces an RNA molecule of unknown
function. There are several explanations
for how the gene accomplishes its feat.
ÒMy personal bias,Ó remarks Carolyn J.
Brown, one of the discoverers of the
gene, Òis that the RNA molecule is im-
portant in forming some kind of cage
or structure that segregates the X and
allows inactivation.Ó 

Brown and other members of the lab-
oratory of Huntington F. Willard at Case
Western Reserve University made their
discovery while looking at gene expres-
sion on the Barr body. A few genesÑ
about a dozen are now known in hu-
mansÑevade the general ÒoÝÓ signal
and therefore remain active on both X
chromosomes. Yet in 1990 WillardÕs
group found one gene that had a unique
distinction: it was active only on the
Barr body. Moreover, the gene was lo-
cated in the small region of the X chro-
mosome that previous research had de-

termined was essential to X inactivation.
Those characteristics hinted that the

gene, which WillardÕs group dubbed the
X inactive-speciÞc transcript gene (Xist),
might play a pivotal part in turning oÝ
the X chromosome. Willard and Brown
and their colleagues released word of
Xist in January 1991. Several months lat-
er Sohaila Rastan and Neil BrockdorÝ
and their colleagues at the Medical Re-
search Council in Harrow, England, re-
ported discovering a corresponding Xist

gene in mice.
Last October in Cell, both the Willard

and Rastan teams published their anal-
yses of the human and mouse forms of
Xist. The genes produce exceptionally
large RNA molecules, and the human
and mouse RNAs are generally similar
to each other. Yet unlike most RNA,
which leaves the cell nucleus and is
translated into protein, the Xist RNA
does not carry information for making
proteins at all. Indeed, as WillardÕs ex-
periments using ßuorescent molecular
probes showed, the Xist RNA never

Kitty, We Shrunk Your Brain
helsea Clinton and other cat lovers, don’t take this
the wrong way, but the brains of your pets aren’t all
that they used to be. The tabby curled on the sofa

has lost almost a third of the neurons of its more robust
Pleistocene ancestor. Such is the conclusion of Robert W.
Williams of the University of Tennessee and Carmen Cava-
da and Fernando Reinoso-Suárez of the Independent Univer-
sity of Madrid. Their finding does not mean that cats have
become more stupid—mercy, no. Rather it reveals a mech-
anism that may facilitate certain types of rapid evolutionary
change.

The brains of domestic cats are not unusually tiny. If the
brain sizes of lions, ocelots and all other feline species are
plotted against their body weights, the domestic cat’s
brain falls neatly on the curve. “Its brain is exactly the size
you’d expect based on its body size,” Williams says. But,
he observes, “even though people had studied those curves
ad nauseam, nobody ever really knew what they meant in
terms of cell number and cell size. What does it mean to
say that the brain got smaller? Did it lose parts, or did the
parts get smaller?”

In search of an answer, Williams, Cavada and Reinoso-
Suárez compared the visual systems of modern house cats
with those of Spanish wildcats (Felis sylvestris tartessia).
Fossil evidence indicates that the Spanish animals are vir-
tually indistinguishable from the wildcats that roamed
northern Africa and Europe 20,000 years ago. The Span-
ish wildcats are taller and usually about twice the weight of
the more familiar F. catus. Unlike feline homebodies, which
are primarily nocturnal hunters, the wildcats hunt by day. 

The clear-cut results of the comparison showed that “the
reduction in brain weight involved the loss of brain cells,”
Williams says. Domestic cats had only about half as many
neurons in the ganglia (nerve clusters) that connect their
brain to their retinas. The wildcats had about 50 percent
more neurons in their lateral geniculate nuclei, the brain

structures that first receive signals from the optic nerves.
In the retinas of the wildcats, the density of the cone pho-
toreceptors—which make color vision and vision in bright
light possible—was also more than twice as great. The re-
searchers are confident that similar losses have occurred
throughout the cat brain.

Twenty thousand years is relatively little time for so
much change to have evolved. Williams thinks he and the
others have found “a scintilla of evidence” about the mecha-
nism. When they examined a wildcat embryo, they found
that its brain contained approximately the same number
of neurons as that of a domestic cat embryo. “So it looks
plausible to us that the way the domestic cat got a smaller
brain was by losing more cells rather than by producing
fewer cells,” Williams concludes.

Programmed cell death is a common feature of embry-
onic development for most animal species. In domestic
cats, about 80 percent of the cells in the visual ganglia die
before or shortly after birth—far more than in other verte-
brates. Conceivably, then, the smaller modern cat species
might have arisen fairly rapidly through a change in the
developmental program that generally raised the amount
of cell death. Williams cautions, however, that the idea
“still really needs to be nailed down.”

To Williams’s knowledge, the study is the first attempt
to compare species within an evolutionary lineage. The
shrinkage in cats is not entirely human doing: most of it
occurred long before people began domesticating cats
less than 5,000 years ago. Indeed, because many mam-
mals have become smaller since the last ice age, further
work on other animals may find similar massacres of gray
matter. Williams believes dogs are likely to be another ex-
ample of “absurdly rapid evolution,” much of it at the hands
of human breeders. Cat fanciers may find some consola-
tion in that thought: Who knows how much was deleted en
route from Great Danes to Chihuahuas?        —John Rennie

C

Spot Marks the X
In females, one chromosome
may lock itself inside an RNA
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seems to leave the nucleus. Instead it
clusters tightly around the inactivated
X chromosome that makes it.

Those results suggest several models
for how inactivation might occur. One
is that as the Xist RNA is produced, it
binds to the chromosome, perhaps in
association with other molecules. The
resulting cage of RNA may directly in-
capacitate most genes. Alternatively, the
presence of the RNA might enable the
chromosome to interact with other fac-
tors on the nuclear membrane or else-
where that deactivate it. Yet another
possibility is that the RNA itself does
not serve a function but that the act of
transcription in that region induces con-
formational changes in the chromosome
that lead to its inactivation.

In recent months the association be-
tween Xist and X inactivation has been
further strengthened by Larry J. Shapiro
of the University of California School of
Medicine at San Francisco, Jacob Wahr-
man of the Hebrew University of Jerusa-
lem, John R. McCarrey and Donald D.
Dilworth of the Southwest Foundation
for Biomedical Research in San Antonio
and others. In independent studies,
those investigators have found that the
transcription of Xist precisely mirrors
the inactivation of X chromosomes in
various tissues.

In January, Graham F. Kay, another
member of RastanÕs group, announced
that the transcription of Xist in early em-
bryonic cells seems to precede X inacti-
vation by a day or so. ÒThat implies to
us that Xist expression is not simply a
consequence of X inactivation and sup-
ports the case that it could be causal,Ó
BrockdorÝ comments. Brown agrees that
Xist is Òa smoking pistolÓ but empha-
sizes that its importance during inacti-
vation remains to be proved.

New experiments should settle that
issue. ÒThe idea weÕre working on is to
knock out the Xist genes in an embry-
onic stem cell,Ó BrockdorÝ explains. ÒIf
Xist is required, we should abolish the
ability of those cells to undergo X inac-
tivation.Ó Investigators can also insert
active copies of Xist into cells to see
whether neighboring genes are shut oÝ. 

Other questions also remain. ÒIf Xist

is involved in X inactivation, then there
is something that is turning it on or
turning it oÝ,Ó Brown says. Researchers
are keenly interested in determining how
the Xist RNA interacts with the chro-
mosome. At this point, they can only
speculate about how the information
concerning which X chromosome should
be inactivated is passed from one cell
to its progeny. Until those answers are
found, researchersÕ understanding of X
inactivation is likely to stay as patchy as
the calico cat herself.       ÑJohn Rennie
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I
f atoms of hydrogen could be cooled
to absolute zero, they would not
freeze into a solid or even condense

into a liquid. Instead they would form
an unusual type of gas known as a Bose
condensation. In such a state the hy-
drogen atoms would have no velocity,
and, by the laws of quantum mechanics,
there would be no way to determine the
precise positions of individual atoms.
The entire gas would behave like one
gigantic atom.

This ultimate state of matter may not
be as faraway as absolute zero, howev-
er. Physicists are betting that a Bose con-
densation of hydrogen can be achieved
at a balmy 30 microkelvins, that is, 30
millionths of a degree above absolute
zero. And Jook T. M. Walraven and his
colleagues at the University of Amster-
dam have developed a new cooling trick
that should help researchers reach the
Þnal frontier. He has succeeded in com-
bining two techniques: laser and evapo-
rative cooling.

In laser cooling, light is used to form
an electromagnetic Þeld that opposes
the motion of atoms in a gas; this Òop-
tical molassesÓ slows atoms and thereby
cools the gas. In evaporative cooling,
the fastest atoms are allowed to escape
from the gas, leaving the slow, cold
atoms behind.

During the past decade, physicists
have cooled atomic hydrogen using the
evaporative technique, but the power-
ful laser method has been unavailable
to them. The problem is that researchers
have had diÛculty generating light at a
wavelength that an atom of hydrogen
can readily absorb when it is in its low-
est energy state. The key to WalravenÕs
work was producing light of the appro-
priate wavelength. He and his co-work-
ers employed a variety of conventional
ampliÞers and Þlters to transform a
beam of visible laser light into weak
pulses of ultraviolet photons (speciÞcal-
ly, a wavelength of 121.6 nanometers).

To achieve ultralow temperatures, Wal-
raven traps hydrogen in a magnetic Þeld.
The atoms are then exposed to ultravio-
let pulses, which slows them in one di-
rection. As the atoms interact with one
another and the trap, they cool in all di-
rections. In this way, he can reach tem-
peratures around 8,000 microkelvins. 

In the process the coldest atoms mi-
grate to the center of the trap, whereas
the hotter atoms oscillate from one side
to the other. The hot atoms at the sides
of the trap can be pushed out, once

Illuminating Zero
Descending toward the 
coldest state of matter
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again using the laser pulses. This pro-
cess, a type of evaporative cooling, yields
a gas colder than 3,000 microkelvins.
ÒThere is no fundamental reason why we
couldnÕt go much lower,Ó Walraven says.

ÒTo put the whole thing together and
make it work is a tour de force,Ó com-
ments Daniel Kleppner of the Massa-
chusetts Institute of Technology, who
describes himself as a friendly compet-
itor. But, he adds, Òit isnÕt so clear that
what WalravenÕs done is really going to
be that useful in getting to the Bose
condensation.Ó

Kleppner and his collaborators use 
an evaporative-cooling technique that
is more conventional than WalravenÕs

method. After trapping atomic hydro-
gen in a magnetic Þeld, they allow the
hottest atoms to escape by decreasing
the strength of the Þeld somewhat at
one end of the trap. The procedure has
been very successful, chilling atomic hy-
drogen to a record 100 microkelvins. 

Kleppner believes he can produce a
Bose condensation without resorting to
laser cooling. Walraven begs to diÝer.
His team can employ both standard
evaporative cooling and the laser tech-
nique. ÒIf you have light around, why not
use it?Ó he asks.

Walraven and Kleppner must also con-
tend with Carl Wieman and his co-work-
ers at the University of Colorado at Boul-

der. Wieman has used a laser-cooling
method on cesium atoms, instead of
hydrogen, to attain the lowest temp-
erature everÑone microkelvin. Wieman
may not, however, be any closer than
his rivals to achieving the ultimate goal.
Because a cesium atom is 100 times
heavier than hydrogen, cesium atoms
will form a Bose condensation at a tem-
perature much lower than hydrogen,
according to theory.

Meanwhile Kleppner and his co-work-
ers are struggling to develop a laser
system that could detect and measure
the Bose condensation. ÒItÕs anyoneÕs
guess about who is going to get there
Þrst,Ó he remarks.        ÑRussell Ruthen
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Ancient Sleepers
ome bacteria cheat adverse conditions by folding
themselves into tight, little balls and entering a state
of suspended animation. As desiccated motes with

all systems switched off, these endobacterial spores travel
through time in search of food and water, the advent of
which wakens them from their slumber.

No one knows how many centuries such microbial Meth-
uselahs can traverse, in part because no one has bothered
to scrutinize the scattered reports about them. Biologists
are also deterred from making such systematic inquiry by
the false positive results that have plagued efforts to re-
cover ancient DNA. If the fragments of fossil genes can be
so elusive, they reason, what are the chances of finding an
entire organism whole—and viable?

Yet Max J. Kennedy and Sarah L. Reader of the New Zea-
land Institute for Industrial Research and Development
support such an undertaking. Last year they announced in
Nature the establishment of a data base for antediluvian
microbes. “We saw all these anecdotal references in the lit-
erature,” Kennedy says, “and thought a data base would be
a great resource for evolutionary thinking.” The researchers
are also interested in the potential of long-lost organisms
for industrial production of chemicals. “If these organisms
were truly ancient, they might produce different chemicals
from those that bacteria make now,” he adds.

One case in point predates the data base by several years:
a brand of the beer known as porter, brewed with yeast cul-
tures salvaged from an 1825 shipwreck in the English Chan-
nel. Keith Thomas, a microbiologist at the University of Sun-
derland in England, was most interested in the chemical
analysis of the first bottle dredged up. But then he found
cells. “We opened the second bottle under sterile conditions
and found cells again,” Thomas says. He cultured the resi-
due and—isolating the yeast from the bacteria and molds—
applied it to an 1850 recipe for porter. The result was Flag
Porter—some 50,000 bottles of it a year.

But two centuries are as nothing when compared with
117 of them. Gerald Goldstein, a microbiologist at Ohio
Wesleyan University, believes he has succeeded in cultur-
ing bacteria that lived some 10,000 years ago in the gut
of a mastodon entombed in a bog, now a water hazard of
an Ohio golf course. The remains yielded convoluted, pink,
smelly material from the region near the mastodon’s bones.
“I inoculated the material into a medium and cultured En-
terobacter cloacae, which is normally found in the intes-

tines of mammals,” Goldstein says. “Of the 38 or 40 meta-
bolic reactions we have carried out, there was only one dif-
ference with the species that exists today: it can digest a
sugar called maltose.”

As with most such finds, Goldstein’s claims are being
challenged. Carl R. Woese of the University of Illinois doubts
the methodology. “There are other strains that don’t metab-
olize maltose, and he happened to pull one of them out of
the mastodon’s gut,” Woese says. “I don’t know how to rule
out a contaminant. Bacteria do seem to occur throughout
the surface of the earth and to work their way into rocks.”
Indeed, contributors have debunked the most exciting ci-
tation in the new data base—a 1963 report of spores re-
vived from salt deposited some 650 million years ago.
The bacteria turned out to be of recent origin.

Yet there is a way to confirm that a bacterial culture is
ancient, maintains Raul J. Cano of California Polytechnic
State University: compare its genome with that of the origi-
nal sample. The two DNA sequences should be identical.
Then look at the corresponding sequences in kindred bac-
terial strains, together with the reconstructed sequence of
the family’s common ancestor. If the microbe in question is
truly ancient, it should be more closely related to its ances-
tor than to any modern relative.

Cano says he sees no obvious limit to the life span of an
endospore, although he allows that a billion years “might
be a little too much.” He has high hopes that he has revivi-
fied spores from the gut of a stingless bee entombed in
amber between 25 and 40 million years ago. Muscle tissue
from such bees yielded DNA—the oldest on record—as
Cano and George O. Poinar, Jr., of the University of Califor-
nia at Berkeley reported in September in Medical Science
Research. “These bees carry a bacillus that digests some
of the more complex polysaccharides,” Cano observes.
“For bacteria, 40 million years should be enough to note
important changes. You would expect them to have had dif-
ferent enzymes back then, because foods have changed.”

Cano says federal regulations governing recombinant
DNA and other exotic genetic material oblige him to keep
his culture under tight security, but he deprecates the fear
that the bugs might harm people. The modern species live
on their own or inside insects and behave in culture in
much the same way as denizens of his test tube. If re-
leased into the wild, he adds, “they’d probably just pick
up where they left off.” —Philip E. Ross

S
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A
stronomers who stalk the stray
rocks that hurtle through the
earthÕs part of the solar system

are literally a rare breed. ÒFewer people
are involved in searching for near-earth
asteroids than work in a McDonaldÕs,Ó
reports David Morrison of the National
Aeronautics and Space AdministrationÕs
Ames Research Center. One of the most
noteworthy is Steven J. Ostro of the Jet
Propulsion Laboratory in Pasadena,
Calif.Ñthe worldÕs sole expert in study-
ing asteroids by radar.

Last December, Ostro and his collabo-
rators bounced a 400,000-watt radio
signal from the Goldstone Deep Space
Communications Complex in California
oÝ the asteroid Toutatis as it passed
within a celestial hairbreadth of the
earth. When OstroÕs team analyzed the
echoes, it recovered a ÒbreakthroughÓ
portrait of a remarkable object that con-
sists of two battered rocks stuck togeth-
er like Siamese twins. Three years ago
Ostro and his colleagues produced a
much fuzzier image of the asteroid Cas-
talia, which indicated that it, too, is bi-
nary. ÒItÕs an amazing thing,Ó says Morri-
son, who likens the discovery of twin
asteroids to GalileoÕs observation that
many stars are double.

The stunning images of Toutatis were
possible mostly because the asteroid
passed just 3.6 million kilometers from
the earth, less than one tenth the dis-
tance to any other planet. Toutatis is
but one of a whole class of interlopers
whose orbits carry them well away from
the main asteroid belt between Mars
and Jupiter along paths that pass close
to the orbit of the earth.

Their passage by the earth does not al-
ways result in a near-miss. A rocky body
now estimated to have been approxi-
mately 60 meters wide ßattened hun-
dreds of square kilometers of forest in
Siberia in 1908. The consensus estimate
is that such impacts occur every 300
years or so. Objects the size of Toutatis,
which measures roughly four kilome-
ters across, strike far less often but are
many orders of magnitude more de-
structive. An asteroid about 10 kilome-
ters in diameter may have so disrupted
the terrestrial environment that it caused
the demise of the dinosaurs. ÒWeÕre re-
alizing that the earth exists in an aster-
oid swarm that time and again has dra-
matically altered the evolution of life on
this planet,Ó Ostro explains.

In 1992 two workshops sponsored by
NASA addressed the question of how to

detect and, in principle, deßect poten-
tial killer asteroids. Then, last November,
Brian G. Marsden of the Harvard-Smith-
sonian Center for Astrophysics an-
nounced that Comet Swift-Tuttle might
smack into the earth on August 14,
2126. That prediction, though since re-
tracted, helped to publicize the impact
threat that a handful of astronomers
have worried about for years. ÒThe prob-
ability of being hit by a large asteroid is
exceedingly small,Ó notes Tom Gehrels
of the University of Arizona, a pioneer
of near-earth asteroid hunts and the or-
ganizer of a recent symposium on aster-
oid hazards. ÒBut if it happened, it would
eliminate society.Ó

Despite the high level of popular fas-
cination, Òwe know terribly little about
near-earth asteroids,Ó Ostro laments.
Even the most basic statisticÑthe num-
ber of the rocky missiles lurking out
thereÑis unknown. Asteroid watchers
have so far identiÞed about 200 bodies
whose orbits could bring them close to
the earth. Richard P. Binzel of the Mas-
sachusetts Institute of Technology esti-

mates that the total number of near-
earth asteroids more than a kilometer
across is about 10 times higher. But if
smaller bodies are included, the tally
balloons even more dramatically. By
some calculations, there are perhaps a
million objects upward of 50 meters in
diameter. Over millions of years, many
of these asteroids will inevitably slam
into the earth, Binzel says.

Counting how many near-earth aster-
oids really are out there is neither fast,
easy nor particularly lucrative. GehrelsÕs
project, known as Spacewatch, nearly
perished in 1984 for lack of funds. In
order to keep it alive, he resorted to
supplemental fund-raising. He current-
ly counts 230 individual contributors,
including one person whose donation
is contingent on the condition that Gehr-
els not tell the donorÕs wife where the
money is going. Gehrels proudly reports
that Òpublic funding is quite strongÓ but
adds that, even so, he could use more
money to help Þnance a new 1.8-meter
telescope on Kitt Peak. 

Marsden notes that most near-earth
asteroid survey programs are support-
ed Òon a shoestringÓ using retirees and
volunteers. Participants in the surveys
sometimes exhibit a kind of gallows hu-
mor about the marginal status of their
work. Morrison, commenting on the pau-
city of researchers able to make radar
studies of asteroids, quips that ÒweÕre all
hoping Ostro isnÕt run over by a truck.Ó

Current programs are turning up near-
earth asteroids at the rate of a few doz-
en a year. One of the NASA-sponsored
workshops outlined a more ambitious
search called Spaceguard. The eÝort
would use electronic detectors and a
set of dedicated telescopes to uncover
90 percent of the threatening objects
larger than about a kilometer across
within about 25 yearsÑat a cost of
about $50 million up front and $10
million a year thereafter. 

David J. Tholen of the Institute for
Astronomy in Hawaii points to a major
obstacle standing in the way of such a
project: the sense of urgency, or rather
the lack of one. ÒWe could Þnd 90 per-
cent of the near-earth asteroids in a cou-
ple hundred yearsÓ using existing equip-
ment, he points out. ÒIf nobodyÕs wor-
ried about getting hit in the next couple
hundred years, there is no need for
Spaceguard.Ó Morrison calculates that
kilometer-size asteroids (which are a se-
rious hazard and are large enough to be
reliably detected using present technol-
ogy) hit once every 300,000 years or so. 

Therein lies the dilemma of rational-
ly evaluating a risk that is rare but po-
tentially catastrophic. ÒMass extinctions
donÕt happen very often, but in reality
you need only one,Ó Marsden comments.
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Asteroid Hunters
ThereÕs a rock out there with 
our name on it. Ho hum.

RADAR SNAPSHOTS of the asteroid Tou-
tatis reveal an irregular, heavily cratered
binary object. These views were captured
two days apart last December.
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At the same time, he recognizes the
problem of what he calls Òthe giggle
factorÓ that aÜicts asteroid-hazard re-
searchÑin particular, the skeptical pub-
licity engendered by proposals from
some researchers, especially those at the
Department of Defense, to deßect or de-
stroy asteroids using tools ranging from
nuclear weapons to giant solar sails.
Binzel recounts being pleasantly sur-
prised that the workshop at the Univer-
sity of Arizona set a sensible Þrst goal:
Òto know whatÕs out there.Ó

As Ostro pursues that aim, his
thoughts are far from mass extinc-
tions. ÒWeÕre seeing thousands of new
Ôworlds,ÕÓ he exclaims. ÒItÕs comparable
to ColumbusÕs exploration.Ó He is hard
at work producing reÞned images of
Toutatis that will show details less than
100 meters wide, oÝering a window into
the tumultuous history of near-earth
asteroids. In 1995 the radio antennas
at Goldstone and at Arecibo in Puerto
Rico will be upgraded, at which time Os-
tro expects it will be possible to make
comparably high resolution observa-
tions of asteroids approximately once a
year. That information will help as-
tronomers study the near-earth aster-
oids as an overall population and un-
derstand their place in the evolution of
the solar system.

The recent attention to military solu-
tions to the asteroid hazard is about to
produce a signiÞcant scientiÞc spin-oÝ.
In January 1994 the Strategic Defense
Initiative Organization (SDIO), eager 
to find a compelling new project, will
launch the Clementine mission. The
$50-million Clementine spacecraft will
ßy within 100 kilometers of the aster-
oid Geographos in August of that year.
Results from the ßight will be shared
with NASA and passed on to civilian sci-
entists. Gehrels applauds the military ef-
Þciency with which the Clementine mis-
sion came together. ÒFortunately, they
did not do it through a committee re-
port,Ó he says acerbically.

Learning more about near-earth as-
teroids will undoubtedly be easier than
devising a reasonable way to weigh the
risk they pose. If Spaceguard goes ahead,
it Òwill Þnd things all the time that have
a one in 10,000 chance of hitting the
earth. ThatÕs just a fact of life weÕll have
to learn to live with,Ó Binzel says. Mars-
den relates that asteroid orbits are suf-
Þciently chaotic that even the most ac-
curate data can predict no further than
a century or two. Astronomers must
come to terms with their double roles
as solar system explorers and potential
messengers of doom. As Binzel puts 
it, ÒThe near-earth asteroids are our
friends, but like all friends, they require
respect.Ó ÑCorey S. Powell
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J
ohn H. Gibbons should look har-
riedÑat the very leastÑon this af-
ternoon in February. Gibbons, who
for 14 years advised Congress on

technology-related matters as head of
the OÝice of Technology Assessment
(OTA), is the new science adviser to
President Bill Clinton. He moved into
the Old Executive OÛce Building, an
excessively columned ediÞce
a stoneÕs throw from the
White House, just after he
was conÞrmed by Congress
two weeks ago. He has been
too busy to Þnish unpacking
since then; boxes of Þles lie
heaped around his large cor-
ner oÛce.

Yesterday the president
announced that he was ful-
Þlling a campaign promise
of trimming the White House
staÝ by 25 percent. The or-
der hit the OÛce of Science
and Technology Policy (OSTP)
and the Space Council, both
of which Gibbons oversees,
disproportionately hard; he
must hack the combined
staÝs down from 95 to 46.
Meanwhile there is policy to
plot. This morning, Gibbons
sat in on an hour-long Cabi-
net meeting on technology-
investment strategies. That
was followed by a two-hour
conference with Vice Presi-
dent Al Gore.

When I Þnally meet Gib-
bonsÑat four oÕclock, just
after a Canadian minister
and before another func-
tionaryÑhe greets me with
a big grin and handshake. I
see no sign of stress. He is a
Þt-looking 64-year-old, bald
and ruddy-faced, with a de-
meanor both easygoing and earnest.
Asked about the staÝ cuts, he responds
as though he wishes they were his idea.
With improved oÛce technologies and
administrative methods, he says, he and
other White House oÛcials should be
able to make the reductions without any
loss of productivity. ÒWeÕre employed
by the American people, and we ought
to be at least as eÛcient as the private
sector in these areas.Ó

Trying to sum up what he sees as the
essence of his new job, he says he
hopes to Ògive the president and the
vice president and other members of
governmentÑand in fact the American
peopleÑmore eÝective access to the
specialized knowledge of science and
technology.Ó He makes bureaucratic boil-
erplate ring like a silver bell.

When I ask how he has managed to
work for so long in Washington with-
out making any enemies, he laughs.
ÒThereÕs a story Tennessee Ernie Ford
told,Ó he replies, cranking his faint
Southern twang up a notch, Òabout sit-
ting on the side of a mountain drinking
a big orange drink and watching these
fellows down in a cow pasture playing
this game, and he Þnally Þgured out
the rule of the game was to take that

little ball and run from one end of the
cow pasture to the other without get-
ting knocked down or stepping into
something.Ó

Then his compulsion to present all
sides of the issue kicks in, and he tells
me where I might Þnd his critics. He
notes that proponents of space-based
defense, magnetically levitated trains
and other megatechnologies treated
skeptically by the OÛce of Technology
Assessment sometimes called it the ÒOf-

Þce of Technology Harass-
ment.Ó Some opponents of
biotechnology also deplored
a 1991 OTA report discount-
ing the alleged dangers of
milk from cows treated with
genetically engineered hor-
mones. ÒCall Jeremy Rifkin,Ó
he says.

Biotechnology gadßies
aside, critics of Gibbons are
vanishingly scarce in Wash-
ington. Certainly they are
hard to Þnd in Congress.
During his conÞrmation hear-
ing, members of the Senate
Committee on Commerce,
Science and Transportation
spent two hours telling him
how pleased they were and
lobbing him softball ques-
tions on industrial policy
and the proper mix of big
and little science (totally ig-
noring the critical issue of
alien nannies). The Senate
conÞrmed him unanimously
two days later.

Even the neoliberal maga-
zine The New Republic, which
eviscerated most of the pres-
identÕs other choices, gushed:
ÒItÕs nice to note at least one
Clinton appointment that
wasnÕt motivated by diversi-
ty, cronyism or any criterion
other than the nomineeÕs de-
monstrated abilities.Ó Fred-

erick Seitz of the Marshall Institute, a
cantankerous, conservative think tank,
credited ÒJackÓ Gibbons with having
maintained the integrity of the OTA in
spite of political pressures from both
the left and the right. Seitz added, gra-
tuitously, that Gibbons is Òsuch a nice
person you really canÕt say anything bad
about him.Ó

Before Gibbons was selected, some
observers had suggested a biologist

The Nicest Guy in Washington

PROFILE: JOHN H. GIBBONS

NEW PRESIDENTIAL ADVISER John H. (ÒJackÓ) Gibbons spent
the past 14 years counseling Congress on technological issues.
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should be appointed science adviser, to
reßect the fact that biology is supplant-
ing physics as the most technologically
and economically potent of the sciences.
Others, particularly research scientists,
had lobbied for a Nobel laureate or oth-
er luminary who could seek more fund-
ing for science. Gibbons is neither a bi-
ologist nor a Nobel winner.

But after Clinton made his choice, it
was immediately apparent that no one
was better suited to the job of science
adviser to elected oÛcials than some-
one who had held that job for 14 years.
ÒIt would be hard to Þnd much day-
light between his r�sum� and his job
description,Ó says John E. Pike, an ana-
lyst for the Federation of American Sci-
entists who normally skewers inside-
the-beltway technocrats.

Gibbons admits he thinks heÕs a pret-
ty good choice, too. ÒIn times past, IÕve
frequently wondered what I wanted to
do when I grow up,Ó he said during his
conÞrmation hearing. ÒNow I believe
this new job is just that, since it will
draw so completely on my past experi-
ence.Ó He can, and does, claim to have
seen science and technology from a va-
riety of perspectives: bench scientist,
academician and entrepreneur as well
as administrator and policy adviser.
Like almost all other science advisers,
he was trained in physics; he obtained
his undergraduate degree from Ran-
dolph-Macon College in Virginia (his
home state) in 1949 and his doctorate
from Duke University in North Carolina
in 1954.

He spent the next 15 years at Oak
Ridge National Laboratory studying nu-
clear physics, forging heavy elements
in reactors in order to understand their
origin in the solar system. ÒI call it so-
lar system pediatrics,Ó Gibbons says. In
1962 Gibbons and some co-workers
used this expertise to start a company
that sold radiation detectors and other
instruments. Called Ortek, it was even-
tually sold to the electronics Þrm EG&G
Corporation. Gibbons has also served
on the boards of several other compa-
nies. This business experience, he says,
should help him fulÞll the administra-
tionÕs goals of building Ònew, produc-
tive bridges of cooperation and co-ven-
turing between the private sector and
the people of this nation.Ó

In the late 1960s GibbonsÕs boss at
Oak Ridge, the eminent nuclear physi-
cist Alvin M. Weinberg, pointed out that
after more than a decade of enjoy-
ing publicly funded research Gibbons
should consider Òshouldering some of
the broader burden.Ó Even before Wein-
berg approached him, Gibbons recalls,
ÒIÕd gotten interested in broader energy
issues and the environment.Ó

In 1969 Gibbons initiated a program
at Oak Ridge that addressed how to
conserve energy and minimize the im-
pact of energy production and con-
sumption on the environment. In 1973
he went to Washington to head up the
Þrst federal program on energy conser-
vation. Two years later he returned to
Tennessee to direct the University of
TennesseeÕs Energy, Environment and
Resources Center, and in 1989 he ar-
rived at the OTA.

If the past is any guide, Gibbons will
need to draw on all his experience and
political skills in his new job. The OSTP

is a descendant of the PresidentÕs Sci-
ence Advisory Committee, which origi-
nally consisted of prominent scientists
who made recommendations on scien-
tiÞc issues regardless of the political
consequences. The groupÕs indepen-
denceÑespecially over the issue of arms
controlÑled President Lyndon B. John-
son to ignore it and President Richard

M. Nixon to abolish it. Although scien-
tists lobbied successfully for the cre-
ation of the OSTP in 1975, the oÛce has
had little inßuence since then.

For example, President Ronald Rea-
gan did not even consult his adviser,
George A. Keyworth, Jr., before announc-
ing the Strategic Defense Initiative. Key-
worth was then reduced to serving as a
cheerleader for the so-called Star Wars
program. President George BushÕs sci-
ence adviser, D. Allan Bromley, a physi-
cist at Yale University, managed to main-
tain somewhat more dignity during his
tenure, but he reportedly had little inßu-
ence on environmental issues, defense
research and other areas.

ÒThe oÛce, inherently and for cause,
is going to reßect the personalities and
outlooks of the president and vice
president,Ó Gibbons notes. ÒOne reason
I was attracted to this job was my con-
viction, from statements the president
and vice president have made, that
they feel science is a source of new op-
tions. I think they called it the Ôengine
of growth.Õ Ó

So far it seems that Gibbons might
enjoy greater clout than his predeces-
sorsÑin spite of the cuts in his staÝ.
First, Clinton nominated him in Decem-
ber; Bush did not select Bromley until
three months after the inauguration,
and Bromley did not assume the post
for five months after that. GibbonsÕs

early appointment allowed him to chime
in on the many lower-level jobs still to
be Þlled. The president also made Gib-
bons a member of the new Economic
Policy Council, which is expected to
play a major role in implementing the
administrationÕs economic plans. 

Finally, there is GibbonsÕs relation-
ship to Gore, who shares his passion for
issues involving science and technolo-
gy; they particularly agree on the need
for maintaining a balance between eco-
nomic growth and environmental con-
servation. ÒWe resonated on this, be-
cause I think thatÕs where the facts lead
you,Ó Gibbons remarks. ÒItÕs that con-
viction that a wise use of technology can
provide human amenities with far less
environmental impact, far less use of
material resources, that is compelling
to both of us.Ó Yet Gibbons suggests
that his links to Gore may have been
exaggerated. He has Òno ideaÓ whether
Gore recommended him for the job of
science adviser, as some reports have
surmised. ÒI never asked,Ó he says.

Gibbons predicts that he will ruÜe
more feathers in his new job than he
did in his old one. At the OTA, Ówe gave
options rather than trying to come down
on one side or the other of a particular
decision,Ó he remarks. ÒIf you only give
options, you donÕt tend to make a lot
of enemies.Ó In his new job, he adds,
ÒIÕm going to have to go further than
that, in trying to focus on particular out-
comes, so I probably wonÕt enjoy such
an easy and wide company of friends.Ó

Indeed, scientists who have been call-
ing for greater support for basic re-
search may not like what Gibbons has
to say on this topic. He notes that some
scientiÞc Þelds, including particle phys-
ics, have grown much faster than the
overall economy during the past few
decades. ÒThatÕs known as a divergent
series,Ó Gibbons says. ÒIt seems to me
to be indefensible to say that science
should forever have a rate of growth of
support that is multiples of the growth
of our resources.Ó

Gibbons hints that the big science
projects that have served as symbols of
American ambition and prowess may
survive only by attracting international
support. ÒThere are many things that
we really not only canÕt but logically
shouldnÕt do on a national basis,Ó he
says. Examples? He cites the space sta-
tion, the Superconducting Super Collid-
er, the Human Genome Project and the
eÝort to build a fusion reactor. But Gib-
bons then sweetens his tough talk. The
internationalization of science, he notes,
Òcould be one of the most important
things in the human experience.Ó Look
out: thereÕs a nice new science adviser
in town. John Horgan

Gibbons suggests the U.S.
can no longer pursue 
big science projects 
without international help.
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F
or the Þrst time, humanity as a
whole is growing older. The demo-
graphic aging of the population

began early in this century with im-
provements in the survival of infants,
children and women of childbearing age.
It will end near the middle of the next
century when the age composition of 
the population stabilizes and the prac-
tical limits to human longevity are ap-
proached. No other species has ever ex-
erted such control over the evolutionary
selection pressures acting on itÑor has
had to face the resulting consequences.

Already the impact of the demograph-
ic transformation is making itself felt.
In 1900 there were 10 million to 17

million people aged 65 or older, consti-
tuting less than 1 percent of the total
population. By 1992 there were 342 mil-
lion people in that age group, making
up 6.2 percent of the population. By
2050 the number of people 65 years or
older will expand to at least 2.5 billion
peopleÑabout one Þfth of the worldÕs
projected population. Barring catastro-
phes that raise death rates or huge in-
ßations in birth rates, the human pop-
ulation will achieve a unique age com-
position in less than 100 years.

Demographers, medical scientists and
other workers have anticipated the gen-
eral aging of the human species for sev-
eral decades, yet their attention has
been focused almost exclusively on the
concurrent problem of explosive pop-
ulation growth. We believe, however,
that population aging will soon replace
growth as the most important phenom-
enon from a policy standpoint. In a
more aged population, the patterns of
disease and disability are radically dif-
ferent. Many economic and social insti-
tutions that were conceived to meet
the needs of a young population will
not survive without major rethinking.
Attitudes toward aging and the aged
will have to be modiÞed to address the
demands of a much larger and more
diverse older population.

Age structure is a characteristic of
populations that reßects the historical
trends in birth and death rates. Until
recently, the shape of the human age
structure was fairly constant.

Before the mid-19th century the an-

nual death rates for humans ßuctuat-
ed but remained high, between 30 and
more than 50 deaths per 1,000 indi-
viduals. Those elevated, unstable rates
were primarily caused by infectious and
parasitic diseases. The toll from disease
among the young was especially high.
Often almost one third of the children
born in any year died before their Þrst
birthday; in some subgroups, half died.
Because childbirth was very hazardous,
mortality among pregnant women was
also high. Only a small segment of the
population ever lived long enough to
face the physiological decrements and
diseases that accompany old age.

The only reason Homo sapiens sur-
vived such terrible early attrition was
that the number of births more than
compensated for the deaths. It was com-
mon for women to give birth to seven
or more children in a lifetime. The high-
er birth rates were part of a successful
survival pattern that reßected an array
of favorable evolutionary adaptations
made by humans.

Together the evolutionary constraints
and adaptations produced a long-term
average growth rate for the human spe-
cies that, at least before the mid-19th
century, hovered just above zero. The
age structure of the population had the
shape of a pyramid in which a large
number of young children made up the
broad base. At the apex were the few
people who lived past their reproduc-
tive adulthood. The mean age of the
population was low.

Clearly, much has changed since then.
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The Aging
of the Human Species
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to meet the needs of a population that will soon be much older
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During the 20th century, the disparity
between high birth rates and low death
rates led to population growth rates
that approached 2 to 3 percent and a
population doubling time of only about
25 years. In the U.S. today, people aged
65 and older make up 12.5 percent of
the population; by 2050 they will con-
stitute 20 to 25 percent. This change is
the result of declining mortality during
the early and middle years. It was ini-
tially brought forth by improvements
in sanitation and was later assisted by
other public health measures and med-
ical interventions. Collectively, they as-
serted control over the death rates from
infectious and parasitic diseases and
from maternal mortality.

The series of steps by which a popu-
lation ages has been the subject of con-
siderable research. Indeed, the patterns
of this demographic transformation
and the speed with which they occur

are central to understanding the social
problems now on the horizon.

Initially, declines in infant, child and
maternal death rates make the popula-
tion younger by expanding the base of
the age pyramid. Yet that improvement
in survival, along with social and eco-
nomic development, leads to a drop in
birth rates and the beginning of pop-
ulation aging. Fewer births produce a
narrowing of the pyramidÕs base and a
relative increase in the number of peo-
ple who are older.

A
s risk of death from infectious and
parasitic diseases diminishes, the
degenerative diseases associat-

ed with aging, such as heart disease,
stroke and cancer, become much more
important. Whereas infectious and par-
asitic diseases usually occur in cyclic
epidemics, the age-related diseases are
stable and chronic throughout an ex-

tended life. Consequently, the annual
death rates fall from high, unstable lev-
els to low, steady ones of eight to 10
persons per 1,000. Abdel R. Omran,
when at the University of North Caroli-
na at Chapel Hill, was the Þrst to de-
scribe this change as an Òepidemiologic
transition.Ó The rate of change and un-
derlying causes of the transition diÝer
among subgroups of the population.

In the Þnal stage of the epidemiologic
transition, mortality at advanced ages
decreases as medical and public health
measures postpone the age at which
degenerative diseases tend to kill. For
example, heart disease, stroke and can-
cer remain the primary causes of death,
but healthier ways of life and therapeu-
tic interventions permit people with
those diseases to live longer. Disease on-
set and progression can also be delayed.

Once the birth and death rates in a
population have been in equilibrium at
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ELDERLY PEOPLE OF TOMORROW are only children today. For
the Þrst time, much of the population is living into advanced
old ages. That demographic change carries potential risks. Re-

forms in social policy and further biological research may de-
termine whether the additional years of life available to the
population will be healthy and prosperous ones.

Copyright 1993 Scientific American, Inc.



48 SCIENTIFIC AMERICAN April 1993

low levels for one average life spanÑ
approximately 85 to 100 yearsÑthe
age structure becomes almost perma-
nently rectilinear: diÝerences in the
number of persons at various ages al-
most disappear. Thereafter, more than
90 percent of the people born in any
year will live past the age of 65. About
two thirds of the population could sur-
vive past 85, after which death rates
would remain high and the surviving
population will die rapidly. Such age
structures have been observed in labo-
ratory mice and other animals raised in
controlled environments.

A crucial feature of the rectilinear age
structure is its stability. If birth rates in-
crease and temporarily widen its base,
its rectilinear shape will gradually reas-
sert itself because nearly all the mem-
bers of the large birth generation will
survive to older ages. Conversely, if the
birth rate falls, the aging of the popula-
tion will temporarily accelerate because
the young become proportionally less
numerous. The rectilinear age structure
persists as long as early and middle-
age mortality remain low.

T
he trend toward stable, low death
rates has already been observed
for a substantial segment of the

worldÕs population. Nevertheless, no na-
tion has yet achieved a truly rectilinear
age structure. Countries such as Swe-
den and Switzerland are much further
along in the demographic transforma-
tion to population equilibrium than are
other developed nations.

In the developed nations, two ma-
jor phenomena have had a particularly
noteworthy inßuence on the transfor-
mation of the age structure. The Þrst is
the postÐWorld War II baby boom, the
rise in birth rates that occurred dur-
ing the middle of the century. Although 
100 years is usually enough time for an 
age structure to become stable, the high
birth rates of the baby boom postponed
the aging of the population by widen-
ing the base of the age structure again.
As the baby boomers grow older, how-
ever, the average age of the population
will increase much faster. The stabiliza-
tion process will probably take about
150 years for the developed nations, in
which rectilinear age structures should
become common by 2050.

The second factor that inßuenced
population aging in developed nations
was the unexpected decline in old-
age mortality that began in the late 
1960s. Few scientists had anticipated
that death rates from vascular disease
could substantially be reduced at old-
er ages. A fall in old-age mortality accel-
erates population aging by raising the
age at which death becomes more fre-
quent and the age structure begins to
narrow. Death has become an event that
occurs almost exclusively at older ages
for some populations.

In many developing countries and in
some groups within developed nations,
human populations still face intense se-
lection pressures. Consequently, some
developing nations are not likely to
reach equilibrium even by the middle

of the 21st century. Nevertheless, the
pace at which the population ages will
accelerate throughout the developing
world for the next 60 years.

For example, in China, which has both
the largest population and the largest
number of elderly people, the popula-
tion aged 65 and older will increase
from 6.4 percent (71 million people) to
about 20 percent (270 million people)
by 2050. China will then contain more
people over 65 than the U.S. now has 
at all ages. India, which has the sec-
ond largest elderly population, should
experience even greater proportional
increases.

We must emphasize that the demo-
graphic momentum for both popula-
tion growth and population aging is al-
ready built into the age structures of all
nations: the people who will become old
in the next half century have, of course,
already been born. These demographic
forces will present a formidable set of
social, economic and health problems
in the coming decadesÑmany of which
are as yet unforeseen by policymakers
and are beyond the capacity of devel-
oping countries to handle.

By the middle of the 21st century the
transformation to an aged population
should be complete for much of human-
ity. No one yet knows whether medical
science will thereafter succeed in post-
poning the age at which rapid increases
in the death rate begin. Will the apex of
the age distribution retain its shape but
shift to older ages, or will mortality be
compressed into a shorter time span?
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AGING OF THE WORLD POPULATION will become much more
apparent during the 21st century. The trend is already pro-

nounced in the industrialized countries. Within just a few de-
cades, much of the population in the developing world will
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The answer, which could profoundly af-
fect economic and health issues, de-
pends on whether there is an upper lim-
it to longevity and a lower limit to the
death rate.

F
or decades, the question of how
low death rates can go has puz-
zled researchers. In 1978 demog-

rapher Jean Bourgeois-Pichat of Paris
calculated that the average human life
expectancy would not exceed 77 years.
He arrived at that Þgure by theoretical-
ly eliminating all deaths from accidents,
homicides, suicides and other causes
unrelated to senescence. He then esti-
mated the lowest death rates possible
for cardiovascular disease, cancer and
other diseases associated with aging. In
eÝect, he eliminated all causes of death
except those that seemed intrinsic to
human biology. Yet shortly after its pub-
lication, Bourgeois-PichatÕs life expec-
tancy limit had already been exceed-
ed in several nations. Other demogra-
phers have speculated that life expec-
tancy will soon approach 100 years,
but their theoretical estimates require
unrealistic changes in human behavior
and mortality.

In 1990 we took a more practical ap-
proach to the question of longevity.
Rather than predicting the lower limits
to mortality, we asked what mortality
schedules, or age-speciÞc death rates,
would be required to raise life expec-
tancy from its current levels to various
target ages between 80 and 120 years.
To determine the plausibility of reach-

ing the targets, we compared those mor-
tality schedules with hypothetical ones
reßecting the elimination of cancer,
vascular problems and other major fa-
tal diseases. We demonstrated that as
the actuarial estimate of life expectan-
cy approaches 80 years, ever greater
reductions in death rates are needed to
produce even marginal increases in life
expectancy.

Our conclusion was that life expec-
tancy at birth is no longer a useful de-
mographic tool for detecting declines
in death rates in countries where mor-
tality rates are already low. Further-
more, we suggested that the average
life expectancy is unlikely to exceed 85
years in the absence of scientiÞc break-
throughs that modify the basic rate of
aging. Like others before us, we dem-
onstrated that even if declines in death
rates at older ages accelerate, the gains
in life expectancy will be small.

Why is the metric of life expectancy
so insensitive to declining old-age mor-
tality in low-mortality countries? First,
for as long as reliable mortality statistics
have been collected, the risk of death
has always doubled about every eight
years past the age of 30. That charac-
teristic of human mortality has not
changed despite the rapid declines in
death rates at all ages during this cen-
tury. A 38-year-old man today has a
longer life expectancy than one from a
century ago, but he is still twice as like-
ly to die as a 30-year-old man.

Moreover, there is no indication that
humans are capable of living much past

the age of 110 regardless of declines in
death rates from major fatal diseases.
Thus, as death becomes ever more con-
Þned to older ages, the decline in death
rates will inevitably stop. The point of
deceleration occurs as life expectancy
approaches 80 years.

Finally, in low-mortality countries,
cardiovascular disease and cancer ac-
count for three of every four deaths 
after age 65. Those diseases are, in ef-
fect, competing for the lives of individu-
als, particularly at advanced ages. If the
risk of dying from any single disease
were reduced to zero, the saved popu-
lation would simply be subject to high
mortality risks from other causesÑ
yielding a surprisingly small net gain in
life expectancy. As deaths become con-
centrated into older ages, the competi-
tion among causes of mortality grows
more pronounced.

Conceivably, however, medical re-
searchers may learn how to slow the
rate of senescence itself, thereby post-
poning the onset of degenerative dis-
eases and the causes of old-age mortal-
ity. Toward that goal, many scientists
working in the Þelds of evolutionary
and molecular biology are now trying to
learn why organisms become senescent.

I
n an inßuential paper written in
1957, evolutionary biologist George
C. Williams, who was then at Michi-

gan State University, proposed a mech-
anism for the evolution of senescence.
His theory and subsequent predictions
rested on two arguments. First, indi-
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also be dramatically older. This demographic transformation
is occurring because mortality at young ages has diminished.

The social, medical and economic changes that accompany
the aging of the population will pose signiÞcant problems.
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vidual genes are involved in multiple
biological processesÑa widely accept-
ed concept known as pleiotropy. Sec-
ond, he proposed that certain genes
conferred survival advantages early in
life but had deleterious physiological
effects later. He then linked those as-
sumptions to the prevailing concept
that an individualÕs evolutionary Þtness
is measured by the genetic contribution
that he or she makes to subsequent
generations.

Williams then argued that an individ-
ualÕs odds of reproducing successfully
would inevitably diminish over time be-
cause he or she would eventually die
from an accident or some other un-
controllable cause. As individuals fulÞll
their reproductive potential, selection
pressures should diminish, and any
genes that had damaging eÝects later
in life could not be eliminated by nat-
ural selection. Williams argued that this
process, called antagonistic pleiotropy,
provided a genetic basis for aging.

Another theory, proposed in 1977 by
biologist T.B.L. Kirkwood of the Nation-
al Institute for Medical Research in Lon-
don, is a special case of antagonistic
pleiotropy. He assumed that organisms
must always divide their physiological
energy between sexual reproduction
and maintenance of the soma, or body.
The optimum Þtness strategy for a spe-
cies, he argued, involves an allocation of
energy for somatic maintenance that is

less than that required for perfect repair
and immortality. Senescence is there-
fore the inevitable consequence of the
accumulation of unrepaired defects in
the cells and tissues. Under KirkwoodÕs
disposable soma theory, senescence is
the price paid for sexual reproduction.

The disregulation of genes may pro-
vide a mechanism that links the antag-
onistic pleiotropy and disposable soma
theories into a uniÞed concept of dis-
ease and senescence. Two concepts cen-
tral to the modern paradigm of molec-
ular biology are required: gene regula-
tion and pleiotropy. It is assumed in
molecular biology that genes are care-
fully regulated and that the proteins
produced by gene activity are typically
involved in multiple, often interacting
processes. Over time, a gradual accu-
mulation of random molecular damage
could disrupt the normal regulation of
gene activity, potentially triggering a cas-
cade of injurious consequences. Rich-
ard G. Cutler, a gerontologist at the Na-
tional Institute on Aging, has referred
to this process as the dysdiÝerentiative
hypothesis of aging.

The severity of the consequences will
depend on how critical the aÝected pro-
cesses are at the time of their disregula-
tion and the ability of the organism ei-
ther to compensate for or to repair the
damage. If the damage disrupts the reg-
ulation of cell growth or diÝerentiation,
cancer could result. Antagonistic pleio-

tropy describes cases where the tempo-
ral expression of a gene becomes dis-
regulated. For example, a gene that is
essential early in life may be harmful 
if expressed later. Gene disregulation 
and pleiotropy also provide a biological
mechanism for the disposable soma
theory. Aging may occur when the nor-
mal repair and maintenance functions
of cells become disregulated and grad-
ually degrade physiological function.

The accumulating evidence suggests
that sites of molecular damage may not
be entirely random. Some regions of
the genome appear to be inherently un-
stable and may therefore be more sus-
ceptible to the disruption of gene regu-
lation. When the damage occurs in so-
matic cells, disease or senescence, or
both, may occur. The consequences of
damage to the germ cells (eggs and
sperm) run the gamut from immediate
cell death to genetic changes that can
be passed to the next generation. Pro-
pensities for disease and competency
of somatic maintenance and repair are
probably inheritable traits.

If there is a biological clock that be-
gins ticking when a sperm fertilizes an
egg, it probably does not go oÝ at some
predetermined date of death encoded 
in the genes. Rather the breakdown in
gene regulation is a product of purely
random events acting over a lifetime on
a genome that contains inherited insta-
bilities. As our understanding of bio-
molecular mechanisms grows, it may
eventually become possible to manipu-
late disease processes and to slow the
rate of senescence, thereby extending
the average life span.

Although its link to molecular mech-
anisms is uncertain, one method of
lengthening life span is known: dietary
restriction. Early in the 20th century,
researchers found that laboratory rats
fed a low-calorie diet lived longer than
those allowed to consume food at will.
Those Þndings have been repeated for
several species, including mice, ßies and
Þsh. Work by Richard Weindruch and
his colleagues at the National Institute
on Aging and by Roy L. Walford and his
colleagues at the University of California
at Los Angeles has suggested that di-
etary restriction may slow some param-
eters of aging in nonhuman primates.

These studies suggest life span can
be extended by postponingÑwithout
eliminatingÑthe onset of fatal diseas-
es. Caloric restriction does not alter the
rate of physiological decline in the ex-
perimental animals, nor does it change
the doubling time for their death rate.
Instead the animals appear to live long-
er because the age at which their death
rates begin to increase exponentially is
delayed. Dietary restriction seems to
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help preserve somatic maintenance for
a longer time. Although it is not prac-
tical to expect enough people to adopt
a calorically restricted diet to increase
the average human life span, research
may be able to identify the mechanisms
at work and thereby extend longevity by
other means.

Few observers had imagined that the
demographic evolution of the human
age structure would reveal a new set of
diseases and causes of death. Will fu-
ture reductions in old-age mortality re-
veal even more, new senescent diseas-
es? Or will the prevalence of existing
senescent diseases simply increase?
Given the health care industryÕs focus
on further reducing the impact of fatal
diseases and postponing death, these
issues will become critical to policy-
makers attempting to evaluate the con-
sequencesÑboth medical and econom-
icÑof an aging population.

O
ne of the most important is-
sues is whether the trend to-
ward declining old-age mortali-

ty will generally beneÞt or harm the
health of the overall population. In a
controversial paper published 12 years
ago, physician James F. Fries of Stan-
ford University hypothesized that the
biological limit to human life is Þxed at
about 85 years. Better life-styles and ad-
vances in medical technology, he said,
will merely compress mortality, morbid-
ity and disability into a shorter period
near that limit. His underlying premise
was that changes in diet, exercise and
daily routines will postpone the onset
age both of the major fatal diseases
(heart disease, cancer and stroke) and
of the debilitating diseases of old age
(including AlzheimerÕs disease, osteo-
porosis and sensory impairments).

FriesÕs compression-of-morbidity hy-
pothesis has since been challenged by
many scientists who posit an expan-
sion of morbidity. They argue that the
behavioral factors known to reduce the
risks from fatal diseases do not change
the onset or progression of most debil-
itating diseases associated with aging.
Further reductions in old-age mortality
could therefore extend the time during
which the debilitating diseases of aging
can be expressed. In eÝect, an inadver-
tent consequence of the decline in old-
age mortality may be a proportional
rise in the untreatable disabilities now
common among the very old. This view
has been referred to as trading oÝ long-
er life for worsening health.

The expansion-of-morbidity hypothe-
sis serves as a consequence and a corol-
lary to the evolutionary theories of ag-
ing. As a larger and more heterogeneous
population survives into more advanced

ages, the opportunities increase for the
known senescent diseases to become
more prevalent. New diseases associat-
ed with age (possibly resulting from
the pleiotropic eÝects of gene disregu-
lation) may also have a greater oppor-
tunity to manifest themselves.

The ramiÞcations of the expansion-
of-morbidity hypothesis are so alarm-
ing that an international organization
of scientists has been formed under the
direction of demographer Jean-Marie
Robine of INSERM in France to test its
validity. The groupÕs focus is the com-
plex relation between declining old-age
mortality and the relative duration of
life spent healthy or disabled. Robine
and his colleagues have demonstrated
that women in Western societies can ex-
pect to spend up to one quarter of their
lives disabled and men up to one Þfth.
Wealthier people are more likely to live
longer and be healthier than those who
are less well-oÝ.

The data also suggested that recently
the average number of years that peo-
ple spend disabled has grown faster
than those that they spend healthy. In
other words, although people are en-
joying more healthy years while they
are young and middle-aged, they may
be paying the price for those improve-
ments by spending more time disabled
when they are older. Because of the
known problems of data reliability and
comparability and of the short periods

observed, current trends in morbidity
and disability must be interpreted with
caution.

T
he dilemma we face as a society
is that medical ethics oblige phys-
icians and researchers to pursue

new technologies and therapeutic inter-
ventions in eÝorts to postpone death.
Yet that campaign will inadvertently
accelerate the aging of the population.
Without a parallel eÝort to improve the
quality of life, it may also extend the fre-
quency and duration of frailty and dis-
ability at older ages. Society will soon
be forced to realize that death is no
longer its major adversary. The rising
threat from the disabling diseases that
accompany most people into advanced
old age is already evident.

There is every reason for optimism
that breakthroughs in molecular biolo-
gy will permit the average life span to
be modiÞed. Just how far life span
could be extended by slowing the rate
of senescence is the subject of much
speculation and debate. No one has yet
demonstrated that human senescence
can be modiÞed by any means.

It is also unclear how those break-
throughs might inßuence the quality of
life. If slowing the rate of senescence
postpones all the physiological param-
eters of aging, then youth could be pro-
longed and disability compressed into
a short time before death. If only some
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PATTERNS OF DEATH AND DISABILITY are shifting as an epidemiologic transition
occurs in the aging population. Because of healthier ways of life and medical inter-
ventions, people are surviving longer with heart disease, stroke and cancer. Yet be-
cause of their extended survival, they may suÝer longer from the nonfatal but
highly disabling illnesses associated with old age.
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parameters of aging are amenable to
modiÞcation, however, then the added
years may become an extension of dis-
abled life in old age.

We can identify with certainty some
of the social problems that an aging
population will face. Two of the most
diÛcult will be the Þnancial integrity of
age-based entitlement programs, such
as Social Security and Medicare, and the
funding of health care. Social security
programs in the U.S. and other countries
were created when the age structures
were still pyramidal and life expectan-
cies were less than 60 years. The pop-
ulations receiving beneÞts from those
programs are much largerÑand living
considerably longerÑthan was antici-
pated at their inception. Given that the
demographic momentum for larger and
longer-lived older populations already
exists, it is inescapable that such pro-
grams cannot survive in their present
form much beyond the second decade
of the next century.

Because declining mortality allows
most people to survive past the age 
of 65, Medicare will need to cover tens
of millions of people in the U.S. Many
of them will need coverage for sev-
eral decades. Medicare has few eÝec-
tive restraints on the use of expensive
acute care, which is critical for treat-
ing many fatal illnesses. Yet it covers
almost none of the expense of chronic
long-term careÑthe need for which will
grow as rapidly as the population ages.
As a result, the cost of the Medicare
program (like that of health care in
general) will escalate swiftly, eroding
the political will for systemic reforms
that include long-term care. Can we
continue to invest in ever more costly
health care programs that are not de-
signed to handle the unique demands
of a growing and longer-lived aging
population?

If during the next century life expec-
tancy increases even marginally above
the current estimates, the size of the
beneÞciary populations for age-entitle-
ment programs will be two to Þve times
greater than is already anticipated. That
change would result in extreme Þnan-
cial hardship.

In the developed nations the demo-
graphic evolution of the age structure is
beneÞcial in the short run: the coÝers of
the entitlement programs are swelling
with the tax dollars from an unusually
large cohort of working-age people. It
would nonetheless be unwise to let that
temporary condition lull us into compla-
cency. When the age structure in those
nations becomes rectilinear, the ratio
of beneÞciaries to taxpayers will mush-
room, and surpluses in entitlement pro-
grams will vanish.

The Þnancial integrity of age-entitle-
ment programs has already been jeop-
ardized in some countries. The worst
problems will arise globally just after
the year 2010, when the generation of
baby boomers reaches entitlement age.
The certainty of the demographic evolu-
tion of population aging will soon force
governments to restructure all their en-
titlement programs.

The demographic evolution of the
age structure will have an impact on
many aspects of human society, includ-
ing the job market, housing and trans-
portation, energy costs, patterns of re-
tirement, and nursing home and hos-
pice care, to mention only a few. For
example, if current trends toward early
retirement persist, future retirees will
draw beneÞts from age-entitlement pro-
grams for 30 years or more and spend
up to one third of their lives in retire-
ment. Thus, the current patterns of
work and retirement will not be Þnan-
cially supportable in the future. Social
structures have simply not evolved with
the same rapidity as age structures. The
rise in life expectancy is therefore a tri-
umph for society, but many policy ex-
perts view it as an impending disaster.

Although we have emphasized the
dark side of agingÑfrailty and disabili-
tyÑit is also true that the demographic
evolution of the age structure will gener-
ate a large healthy, older population. All
older people, both the healthy and the
sick, will need the chance to contribute
meaningfully to society. Achieving that
end will require an economy that pro-
vides ample, ßexible opportunities for
experienced and skilled older persons,

as well as modiÞcations in the physical
infrastructures of society. Changes in
attitudes about aging will be essential.

The medical establishment is continu-
ing to wage war against death. Research-
ers in the Þeld of molecular biology are
still searching for ways to slow the basic
rate of aging. Those eÝorts lead us to
believe that the aging of the population
will also continue and perhaps even ac-
celerate. Everybody wants to live longer,
and medicine has helped that dream
come true. Only now is society begin-
ning to comprehend what it has set in
motion by modifying the natural selec-
tion forces that have shaped the evolu-
tion of human aging.
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STRAINS ON SOCIAL PROGRAMS, such as Social Security and Medicare, will contin-
ue to emerge as the population ages and life expectancy increases. The number of
beneÞciaries in the Social Security program, for example, is growing much faster
than was anticipated when the program was Þrst conceived decades ago.
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F
leeting, spontaneous transitions
are ubiquitous in the quantum
world. Once they are under way,

they seem as uncontrollable and as ir-
reversible as the explosion of Þreworks.
Excited atoms, for example, discharge
their excess energy in the form of pho-
tons that escape to inÞnity at the speed
of light. Yet during the past decade, this
inevitability has begun to yield. Atomic
physicists have created devices that
can slow spontaneous transitions, halt
them, accelerate them or even reverse
them entirely.

Recent advances in the fabrication of
small superconducting cavities and oth-
er microscopic structures as well as nov-
el techniques for laser manipulation of
atoms make such feats possible. By
placing an atom in a small box with re-
ßecting walls that constrain the wave-
length of any photons it emits or ab-
sorbsÑand thus the changes in state
that it may undergoÑinvestigators can
cause single atoms to emit photons
ahead of schedule, stay in an excited
state indeÞnitely or block the passage
of a laser beam. With further reÞnement
of this technology, cavity quantum elec-

trodynamic (QED) phenomena may Þnd
use in the generation and precise mea-
surement of electromagnetic Þelds con-
sisting of only a handful of photons.
Cavity QED processes engender an inti-
mate correlation between the states of
the atom and those of the Þeld, and so
their study provides new insights into
quantum aspects of the interaction be-
tween light and matter.

T
o understand the interaction be-
tween an excited atom and a cav-
ity, one must keep in mind two

kinds of physics: the classical and the
quantum. The emission of light by an
atom bridges both worlds. Light waves
are moving oscillations of electric and
magnetic Þelds. In this respect, they
represent a classical event. But light
can also be described in terms of pho-
tons, discretely emitted quanta of ener-
gy. Sometimes the classical model is
best, and sometimes the quantum one
oÝers more understanding.

When an electron in an atom jumps
from a high energy level to a lower one,
the atom emits a photon that carries
away the diÝerence in energy between
the two levels. This photon typically
has a wavelength of a micron or less,
corresponding to a frequency of a few
hundred terahertz and an energy of
about one electron volt. Any given ex-
cited state has a natural lifetimeÑsimi-
lar to the half-life of a radioactive ele-
mentÑthat determines the odds that
the excited atom will emit a photon
during a given time interval. The prob-
ability that an atom will remain excited
decreases along an exponential curve:
to one half after one tick of the internal
clock, one quarter after two ticks, one
eighth after three and so on.

In classical terms, the outermost elec-
tron in an excited atom is the equivalent
of a small antenna, oscillating at fre-
quencies corresponding to the energy
of transitions to less excited states, and

the photon is simply the antennaÕs radi-
ated Þeld. When an atom absorbs light
and jumps to a higher energy level, it
acts as a receiving antenna instead.

If the antenna is inside a reßecting
cavity, however, its behavior changesÑ
as anyone knows who has tried to lis-
ten to a radio broadcast while driving
through a tunnel. As the car and its re-
ceiving antenna pass underground, they
enter a region where the long wave-
lengths of the radio waves are cut oÝ.
The incident waves interfere destruc-
tively with those that bounce oÝ the
steel-reinforced concrete walls of the
tunnel. In fact, the radio waves cannot
propagate unless the tunnel walls are
separated by more than half a wave-
length. This is the minimal width that
permits a standing wave with at least
one crest, or Þeld maximum, to build
upÑjust as the vibration of a violin
string reaches a maximum at the mid-
dle of the string and vanishes at the
ends. What is true for reception also
holds for emission: a conÞned antenna
cannot broadcast at long wavelengths.

An excited atom in a small cavity is
precisely such an antenna, albeit a mi-
croscopic one. If the cavity is small
enough, the atom will be unable to ra-
diate because the wavelength of the os-
cillating Þeld it would ÒlikeÓ to produce
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SERGE HAROCHE and JEAN-MICHEL
RAIMOND work in a team of about a doz-
en researchers and students in the phys-
ics department of the �cole Normale Su-
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torate in 1984 working in HarocheÕs re-
search group and is also a professor of
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Cavity Quantum
Electrodynamics

Atoms and photons in small cavities behave completely unlike
those in free space. Their quirks illustrate some of the principles

of quantum physics and make possible the development of new sensors

by Serge Haroche and Jean-Michel Raimond

CAVITY QED apparatus in the authorsÕ
laboratory contains an excitation zone
for preparing a beam of atoms in high-
ly excited states (left ) and a housing 
surrounding a superconducting niobi-
um cavity (center ). Ionization detectors
(right) sense the state of atoms after they
have passed through the cavity. The
red laser beam traces the line of the in-
frared laser used to excite the atoms; the
blue beam marks the path of the atoms
themselves. When in use, the entire appa-
ratus is enclosed in a liquid-helium cryo-
stat that cools it to less than one kelvin.
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cannot Þt within the boundaries. As
long as the atom cannot emit a photon,
it must remain in the same energy lev-
el; the excited state acquires an inÞnite
lifetime.

In 1985 research groups at the Uni-
versity of Washington and at the Massa-
chusetts Institute of Technology demon-
strated suppressed emission. The group
in Seattle inhibited the radiation of a
single electron inside an electromagnet-
ic trap, whereas the M.I.T. group stud-
ied excited atoms conÞned between
two metallic plates about a quarter of a
millimeter apart. The atoms remained
in the same state without radiating as
long as they were between the plates.

Millimeter-scale structures are much
too wide to alter the behavior of con-
ventionally excited atoms emitting mi-

cron or submicron radiation; conse-
quently, the M.I.T. experimenters had
to work with atoms in special states
known as Rydberg states. An atom in a
Rydberg state has almost enough ener-
gy to lose an electron completely. Be-
cause this outermost electron is bound
only weakly, it can assume any of a
great number of closely spaced energy
levels, and the photons it emits while
jumping from one to another have
wavelengths ranging from a fraction of
a millimeter to a few centimeters. Ryd-
berg atoms are prepared by irradiating
ground-state atoms with laser light of
appropriate wavelengths and are wide-
ly used in cavity QED experiments.

The suppression of spontaneous
emission at an optical frequency re-
quires much smaller cavities. In 1986

one of us (Haroche), along with oth-
er physicists at Yale University, made a
micron-wide structure by stacking two
optically ßat mirrors separated by ex-
tremely thin metallic spacers. The work-
ers sent atoms through this passage,
thereby preventing them from radiat-
ing for as long as 13 times the normal
excited-state lifetime. Researchers at the
University of Rome used similar micron-
wide gaps to inhibit emission by excit-
ed dye molecules.

The experiments performed on at-
oms between two ßat mirrors have an
interesting twist. Such a structure, with
no sidewalls, constrains the wavelength
only of photons whose polarization is
parallel to the mirrors. As a result,
emission is inhibited only if the atom-
ic dipole antenna oscillates along the
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plane of the mirrors. (It was essential,
for example, to prepare the excited at-
oms with this dipole orientation in the
M.I.T. and Yale spontaneous-emission
inhibition experiments.) The Yale re-
searchers demonstrated these polariza-
tion-dependent eÝects by rotating the
atomic dipole between the mirrors with
the help of a magnetic Þeld. When the
dipole orientation was tilted with re-
spect to the mirrorsÕ plane, the excited-
state lifetime dropped substantially.

Suppressed emission also takes place
in solid-state cavitiesÑtiny regions of
semiconductor bounded by layers of
disparate substances. Solid-state phys-
icists routinely produce structures of
submicron dimensions by means of mo-
lecular-beam epitaxy, in which mate-
rials are built up one atomic layer at a
time. Devices built to take advantage of
cavity QED phenomena could engender
a new generation of light emitters [see
ÒMicrolasers,Ó by Jack L. Jewell, James
P. Harbison and Axel Scherer; SCIENTIF-
IC AMERICAN, November 1991].

These experiments indicate a coun-
terintuitive phenomenon that might 
be called Òno-photon interference.Ó In
short, the cavity prevents an atom from
emitting a photon because that photon
would have interfered destructively
with itself had it ever existed. But this
begs a philosophical question: How can
the photon Òknow,Ó even before being
emitted, whether the cavity is the right
or wrong size?

Part of the answer lies in yet another

odd result of quantum mechanics. A
cavity with no photon is in its lowest-
energy state, the so-called ground state,
but it is not really empty. The Heisen-
berg uncertainty principle sets a lower
limit on the product of the electric and
magnetic Þelds inside the cavity (or
anywhere else for that matter) and thus
prevents them from simultaneously
vanishing. This so-called vacuum Þeld
exhibits intrinsic ßuctuations at all fre-
quencies, from long radio waves down
to visible, ultraviolet and gamma ra-
diation, and is a crucial concept in the-
oretical physics. Indeed, spontaneous
emission of a photon by an excited
atom is in a sense induced by vacuum
ßuctuations.

The no-photon interference eÝect
arises because the ßuctuations of the
vacuum Þeld, like the oscillations of
more actual electromagnetic waves, are
constrained by the cavity walls. In a
small box, boundary conditions forbid
long wavelengthsÑthere can be no vac-
uum ßuctuations at low frequencies.
An excited atom that would ordinarily
emit a low-frequency photon cannot do
so, because there are no vacuum ßuc-
tuations to stimulate its emission by
oscillating in phase with it.

S
mall cavities suppress atomic
transitions; slightly larger ones,
however, can enhance them. When

the size of a cavity surrounding an ex-
cited atom is increased to the point
where it matches the wavelength of the

photon that the atom would natural-
ly emit, vacuum-Þeld ßuctuations at 
that wavelength ßood the cavity and
become stronger than they would be in
free space. This state of aÝairs encour-
ages emission; the lifetime of the excit-
ed state becomes much shorter than it
would naturally be. We observed this
emission enhancement with Rydberg
atoms at the �cole Normale Sup�rieure
(ENS) in Paris in one of the Þrst cavity
QED experiments, in 1983.

If the resonant cavity has absorb-
ing walls or allows photons to escape,
the emission is not essentially diÝer-
ent from spontaneous radiation in free
spaceÑit just proceeds much faster. If
the cavity walls are very good reßectors
and the cavity is closed, however, novel
eÝects occur. These eÝects, which de-
pend on intimate long-term interac-
tions between the excited atom and the
cavity, are the basis for a series of new
devices that can make sensitive mea-
surements of quantum phenomena.

Instead of simply emitting a photon
and going on its way, an excited atom
in such a resonant cavity oscillates
back and forth between its excited and
unexcited states. The emitted photon
remains in the box in the vicinity of the
atom and is promptly reabsorbed. The
atom-cavity system oscillates between
two states, one consisting of an excited
atom and no photon, and the other of a
de-excited atom and a photon trapped
in the cavity. The frequency of this os-
cillation depends on the transition en-
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EXCITED ATOM between two mirrors (left ) cannot emit a pho-
ton. The atom is sensitive to long-wavelength vacuum ßuctua-
tions whose polarization is parallel to the mirrors, but the nar-
row cavity prevents such ßuctuations. Atoms passing through
a micron-wide gap between mirrors have remained in the ex-

cited state for 13 natural lifetimes. Subjecting the atoms to a
magnetic Þeld causes their dipole axes to precess and chang-
es the transmission of excited atoms through the gap (right ).
When the Þeld is parallel to the mirrors, the atom rotates out
of the plane of the mirrors and can quickly lose its excitation.
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ergy, on the size of the atomic dipole
and on the size of the cavity.

This atom-photon exchange has a
deep analogue in classical physics. If
two identical pendulums are coupled by
a weak spring and one of them is set in
motion, the other will soon start swing-
ing while the Þrst gradually comes to
rest. At this point, the Þrst pendulum
starts swinging again, commencing an
ideally endless exchange of energy. A
state in which one pendulum is excited
and the other is at rest is clearly not
stationary, because energy moves con-
tinuously from one pendulum to the
other. The system does have two steady
states, however: one in which the pen-
dulums swing in phase with each oth-
er, and the other in which they swing
alternatively toward and away from
each other. The systemÕs oscillation in
each of these ÒeigenmodesÓ diÝers be-
cause of the additional force imposed
by the couplingÑthe pendulums oscil-
late slightly slower in phase and slight-
ly faster out of phase. Furthermore, the
magnitude of the frequency diÝerence
between the two eigenmodes is precise-
ly equal to the rate at which the two
pendulums exchange their energy in the
nonstationary states.

Researchers at the California Insti-
tute of Technology recently observed
this Òmode splittingÓ in an atom-cavity
system. They transmitted a weak laser
beam through a cavity made of two
spherical mirrors while a beam of cesi-
um atoms also crossed the cavity. The
atomic beam was so tenuous that there
was at most one atom at a time in the

cavity. Although the cavity was not
closed, the rate at which it exchanged
photons with each atom exceeded the
rate at which the atoms emitted pho-
tons that escaped the cavity; conse-
quently, the physics was fundamentally
the same as that in a closed resonator.

The spacing between the mirrors was
an integral multiple of the wavelength
of the transition between the Þrst excit-
ed state of cesium and its ground state.
Experimenters varied the wavelength
(and hence frequency) of the laser and
recorded its transmission across the
cavity. When the cavity was empty, the
transmission reached a sharp maxi-
mum at the resonant frequency of the
cavity. When the resonator contained
one atom on average, however, a sym-
metrical double peak appeared; its val-
ley matched the position of the previ-
ous single peak. The frequency split-
ting, about six megahertz, marked the
rate of energy exchange between the
atom and a single photon in the cavity.

This apparatus is extremely sensi-
tive: when the laser is tuned to the cav-
ityÕs resonant frequency, the passage
of a single atom lowers transmission
signiÞcantly. This phenomenon can be
used to count atoms in the same way
one currently counts cars or people in-
tercepting an infrared light in front of
a photodetector.

Although simple in principle, such
an experiment is technically demand-
ing. The cavity must be as small as pos-
sible because the frequency splitting is
proportional to the vacuum-Þeld ampli-
tude, which is inversely proportional to

the square root of the boxÕs volume. At
the same time, the mirrors must be very
good reßectors so that the photon re-
mains trapped for at least as long as it
takes the atom and cavity to exchange
a photon. The group at Caltech used
mirrors that were coated to achieve
99.996 percent reßectivity, separated
by about a millimeter. In such a trap, a
photon could bounce back and forth
about 100,000 times over the course of
a quarter of a microsecond before be-
ing transmitted through the mirrors.

Experimenters have been able to
achieve even longer storage timesÑas
great as several hundred millisecondsÑ
by means of superconducting niobium
cavities cooled to temperatures of about
one kelvin or less. These cavities are ide-
al for trapping the photons emitted by
Rydberg atoms, which typically range
in wavelength from a few millimeters
to a few centimeters (corresponding to
frequencies between 10 and 100 giga-
hertz). In a recent experiment in our
laboratory at ENS, we excited rubidium
atoms with lasers and sent them across
a superconducting cylindrical cavity
tuned to a transition connecting the ex-
cited state to another Rydberg level 68
gigahertz higher in energy. We observed
a mode splitting of about 100 kilohertz
when the cavity contained two or three
atoms at the same time.

T
here is a striking similarity be-
tween the single atom-cavity sys-
tem and a laser or a maser. Ei-

ther device, which emits photons in the
optical and microwave domain, respec-

ATOM IN A CAVITY with highly reßective walls can be mod-
eled by two weakly coupled pendulums. The system oscillates
between two states. In one, the atom is excited, but there is no

photon in the cavity (left and right ). In the other, the atom is
de-excited, and the cavity contains a photon (center). The atom
and the cavity continually exchange energy.
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tively, consists of a tuned cavity and an
atomic medium that can undergo tran-
sitions whose wavelength matches the
length of the cavity. When energy is sup-
plied to the medium, the radiation Þeld
inside the cavity builds up to a point
where all the excited atoms undergo
stimulated emission and give out their
photons in phase. A maser usually con-
tains a very large number of atoms, col-
lectively coupled to the radiation Þeld in
a large, resonating structure. In con-
trast, the cavity QED experiments oper-
ate on only a single atom at a time in a
very small box. Nevertheless, the prin-
ciples of operation are the same.

Indeed, in 1984 physicists at the Max
Planck Institute for Quantum Optics in
Garching, Germany, succeeded in oper-
ating a ÒmicromaserÓ containing only
one atom. To start up the micromaser,
Rydberg atoms are sent one at a time
through a superconducting cavity. These
atoms are prepared in a state whose fa-
vored transition matches the resonant
frequency of the cavity (between 20
and 70 gigahertz). In the Garching mi-
cromaser the atoms all had nearly the
same velocity, so they spent the same
time inside the cavity.

This apparatus is simply another re-
alization of the atom-cavity coupled os-
cillator; if an atom were to remain in-
side the cavity indeÞnitely, it would ex-
change a photon with the cavity at some
characteristic rate. Instead, depending
on the atomÕs speed, there is some Þxed
chance that an atom will exit unchanged

and a complementary chance that it will
leave a photon behind.

If the cavity remains empty after the
Þrst atom, the next one faces an identi-
cal chance of exiting the cavity in the
same state in which it entered. Eventu-
ally, however, an atom deposits a pho-
ton; then the next atom in line encoun-
ters sharply altered odds that it will
emit energy. The rate at which atom
and Þeld exchange energy depends on
the number of photons already pres-
entÑthe more photons, the faster the
atom is stimulated to exchange addi-
tional energy with the Þeld. Soon the
cavity contains two photons, modifying
the odds for subsequent emission even
further, then three and so on at a rate
that depends at each step on the num-
ber of previously deposited photons.

In fact, of course, the photon number
does not increase without limit as at-
oms keep crossing the resonator. Be-
cause the walls are not perfect reßec-
tors, the more photons there are, the
greater becomes the chance that one of
them will be absorbed. Eventually this
loss catches up to the gain caused by
atomic injection.

About 100,000 atoms per second can
pass through a typical micromaser (each
remaining perhaps 10 microseconds);
meanwhile the photon lifetime within
the cavity is typically about 10 milli-
seconds. Consequently, such a device
running in steady state contains about
1,000 microwave photons. Each of them
carries an energy of about 0.0001 elec-

tron volt; thus, the total radiation stored
in the cavity does not exceed one tenth
of one electron volt. This amount is
much smaller than the electronic exci-
tation energy stored in a single Ryd-
berg atom, which is on the order of four
electron volts.

Although it would be diÛcult to mea-
sure such a tiny Þeld directly, the atoms
passing through the resonator provide
a very simple, elegant way to monitor
the maser. The transition rate from one
Rydberg state to the other depends on
the photon number in the cavity, and
experimenters need only measure the
fraction of atoms leaving the maser in
each state. The populations of the two
levels can be determined by ionizing
the atoms in two small detectors, each
consisting of plates with an electric
Þeld across them. The Þrst detector op-
erates at a low Þeld to ionize atoms 
in the higher-energy state; the second
operates at a slightly higher Þeld to
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LASER BEAM TRANSMISSION through 
a cavity made of two closely spaced
spherical mirrors is altered by the pas-
sage of individual atoms. When the cav-
ity is empty, transmission peaks at a
frequency set by the cavity dimensions
(dotted curve). When an atom resonant
with the cavity enters, however, the
atom and cavity form a coupled-oscilla-
tor system. Transmission peaks at two
separate frequencies corresponding to
the ÒeigenmodesÓ of the atom-cavity sys-
tem. The distance between the peaks
marks the frequency at which the atom
and cavity exchange energy.
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ionize atoms in the lower-lying state
(those that have left a photon behind
in the cavity).

With its tiny radiation output and its
drastic operational requirements, the
micromaser is certainly not a machine
that could be taken oÝ a shelf and
switched on by pushing a knob. It is
nevertheless an ideal system to illus-
trate and test some of the principles of
quantum physics. The buildup of pho-
tons in the cavity, for example, is a
probabilistic quantum phenomenonÑ
each atom in eÝect rolls a die to deter-
mine whether it will emit a photonÑ
and measurements of micromaser op-
eration match theoretical predictions.

A
n intriguing variation of the mi-
cromaser is the two-photon ma-
ser source. Such a device was 

operated for the Þrst time Þve years
ago by our group at ENS. Atoms pass
through a cavity tuned to half the fre-
quency of a transition between two Ryd-
berg levels. Under the inßuence of the
cavity radiation, each atom is stimulat-
ed to emit a pair of identical photons,
each bringing half the energy required
for the atomic transition. The maser
Þeld builds up as a result of the emis-
sion of successive photon pairs.

The presence of an intermediate ener-
gy level near the midpoint between the
initial and the Þnal levels of the tran-
sition helps the two-photon process
along. Loosely speaking, an atom goes
from its initial level to its Þnal one via 
a ÒvirtualÓ transition during which it
jumps down to the middle level while
emitting the Þrst photon; it then jumps

down again while emitting the second
photon. The intermediate step is virtual
because the energy of the emitted pho-
tons, whose frequency is set by the cav-
ity, does not match the energy diÝer-
ences between the intermediate level
and either of its neighbors. How can
such a paradoxical situation exist? The
Heisenberg uncertainty principle per-
mits the atom brießy to borrow enough
energy to emit a photon whose energy
exceeds the diÝerence between the top
level and the middle one, provided that
this loan is paid back during the emis-
sion of the second photon.

Like all such quantum transactions,
the term of the energy loan is very
short. Its maximum duration is inverse-
ly proportional to the amount of bor-
rowed energy. For a mismatch of a few
billionths of an electron volt, the loan
typically lasts a few nanoseconds. Be-
cause larger loans are increasingly un-
likely, the probability of the two-pho-
ton process is inversely proportional to
this mismatch.

The micromaser cavity makes two-
photon operation possible in two ways.
It inhibits single-photon transitions that
are not resonant with the cavity, and it
strongly enhances the emission of pho-
ton pairs. Without the cavity, Rydberg
atoms in the upper level would radiate
a single photon and jump down to the
intermediate level. This process would
deplete the upper level before two-pho-
ton emission could build up.

Although the basic principle of a two-
photon micromaser is the same as that
of its simple one-photon cousin, the way
in which it starts up and operates dif-

fers signiÞcantly. A strong ßuctuation,
corresponding to the unlikely emission
of several photon pairs in close succes-
sion, is required to trigger the system;
as a result, the Þeld builds up only af-
ter a period of Òlethargy.Ó Once this ßuc-
tuation has occurred, the Þeld in the
cavity is relatively strong and stimulates
emission by subsequent atoms, causing
the device to reach full power (about
10Ð18 watt) rapidly. A two-photon laser
system recently developed by a group at
Oregon State University operates along
a diÝerent scheme but displays essen-
tially the same metastable behavior.

The success of micromasers and oth-
er similar devices has prompted cavity
QED researchers to conceive new ex-
periments, some of which would have
been dismissed as pure science Þction
only a few years ago. Perhaps the most
remarkable of these as yet hypothetical
experiments are those that deal with
the forces experienced by an atom in a
cavity containing only a vacuum or a
small Þeld made of a few photons.

The Þrst thought experiment starts
with a single atom and an empty cav-
ity tuned to a transition between two
of the atomÕs states. This coupled-os-
cillator system has two nonstationary
states: one corresponds to an excited
atom in an empty cavity, the other to a
de-excited atom with one photon. The
system also has two stationary states,
obtained by addition or subtraction of
the nonstationary onesÑaddition of
the nonstationary states corresponds
to the in-phase oscillation mode of 
the two-pendulum model, and subtrac-
tion of the states corresponds to the
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MICROMASER uses an atomic beam and a superconducting
cavity to produce coherent microwave radiation. A laser beam
(left ) strikes atoms coming out of an oven and excites them
into high-energy Rydberg states. The atoms pass one at a
time through a cavity tuned to the frequency of a transition

to a lower-energy state; the Þeld builds up as successive at-
oms interact with the cavity and deposit photons in it. The
micromaser Þeld can be inferred from the readings of coun-
ters that monitor the number of atoms leaving the cavity in
either the higher- or lower-energy state.
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out-of-phase mode. These stationary
states diÝer in energy by a factor equal
to PlanckÕs constant, h, times the ex-
change frequency between the atom
and the cavity.

This exchange frequency is propor-
tional to the amplitude of the cavityÕs
resonant vacuum Þeld. Typically this
Þeld vanishes at the walls and near the
ports by which the atom enters and
leaves the cavity. It reaches a maximum
at the cavity center. As a result, the
atom-cavity coupling (and thus the en-
ergy diÝerence between the systemÕs
two stationary states) is zero when the
atom enters and leaves the cavity and
goes to a maximum when the atom
reaches the middle of the cavity.

The fundamental laws of mechanics
say, however, that for a change in the
relative position of two objects to lead
to a change in energy, a force must be
exerted between these objects. In other
words, the atom experiences a push or
a pull, albeit an inÞnitesimal one, as it
moves through the empty cavity. If the
system is prepared in the higher-ener-
gy state, its energy reaches a maximum
at the centerÑthe atom is repelled. If
the system is in the lower-energy state,
the interaction attracts the atom to the
cavity center. These forces have been
predicted independently by our group
and by a group at Garching and the
University of New Mexico.

For Rydberg atoms in a microwave
cavity with a typical exchange frequen-
cy of 100 kilohertz, the potential ener-
gy diÝerence is about one ten-billionth
of an electron volt. This corresponds to
a temperature of a few microkelvins
and to the kinetic energy of an atom
moving with a velocity of a few cen-
timeters per second. If the speed of the

incoming atom is less than this critical
value, the potential barrier caused by
the atom-cavity interaction will reßect
the atom back, or, conversely, the po-
tential well will be deep enough to trap
it near the cavity center. Atoms in such
slow motion can now be produced by la-
ser cooling [see ÒLaser Trapping of Neu-
tral Particles,Ó by Steven Chu; SCIENTIFIC

AMERICAN, February 1992]; these tiny
forces may yet be observed.

If a very slow moving, excited atom
is sent into a resonant, empty cavity,
these forces result in a kind of atomic
beam splitter. The nonstationary initial
state of the system consists of the sum
of the repelling and attractive statesÑ
a superposition of the two stationary
atom-cavity wave functions. Half cor-
responds to an atom reßected back 
at the cavity entrance, and the other
half corresponds to an atom passing
through; either outcome occurs with
equal probability.

To prepare a pure attractive or re-
pelling state, one should detune the cav-
ity slightly from the atomic transition.
When the transition is a bit more ener-
getic than the photon that the cavity
can sustain, the state with an excited
atom and no photon has a little more
energy than the one with a de-excited
atom and one photon. When the atom
enters the cavity, the exchange coupling
works to separate the two states, so that
the state with an excited atom and no
photon branches unambiguously into
the higher-energy steady state, in which
the atom is repelled. The same trick just
as easily makes an attractive state if the
cavity photon energy is slightly higher
than the atomic transition.

This evolution of the atom-cavity
system relies on the so-called adiabatic

theorem, which says that if a quantum
systemÕs rate of change is slow enough,
the system will continuously follow the
state it is initially prepared in, provided
the energy of that state does not coin-
cide at any time with that of another
state. This adiabaticity criterion is cer-
tainly met for the very slow atoms con-
sidered here.

These atom-cavity forces persist as
long as the atom remains in its Ryd-
berg state and the photon is not ab-
sorbed by the cavity walls. This state 
of aÝairs can typically last up to a frac-
tion of a second, long enough for the
atom to travel through the centimeter-
size cavity.

The forces between atom and cavity
are strange and ghostly indeed. The cav-
ity is initially empty, and so in some way
the force comes from the vacuum Þeld,
which suggests that it is obtained for
nothing. Of course, that is not strictly
true, because if the cavity is empty, the
atom has to be initially excited, and
some price is paid after all.

The force can also be attributed to
the exchange of a photon between the
atom and the cavity. Such a view is
analogous to the way that electric forc-
es between two charged particles are
ascribed to the exchange of photons or
the forces between two atoms in a mol-
ecule to the exchange of electrons.

Another interpretation of the atom-
cavity vacuum attraction and repul-
sion, based on a microscopic analysis,
shows that these phenomena are in
fact not essentially diÝerent from the
electrostatic forces whose demonstra-
tion was a society game in the 18th-
century French court. If one charges a
needle and brings small pieces of pa-
per into its vicinity, the pieces stick to

ATTRACTIVE STATE

REPULSIVE STATE

EMPTY CAVITY can repel or attract slow-moving, excited at-
oms. The strength of the coupling between an atom and a
tuned cavity typically vanishes at the walls and reaches a
maximum in the center. (Curves at the bottom show the ener-
gy of the atom-cavity system as a function of the atomÕs posi-
tion within the cavity.) The change in energy results in a force

on atoms moving through the cavity. If the cavity wavelength
matches the atomic transition exactly, this force can be either
attractive or repulsive (left ). If the atomic transition has a
slightly higher frequency than the resonant frequency of the
cavity, the force will be repulsive (center ); if the transition
has a lower frequency, the force will be attractive (right ).
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the metal. The strong electric Þeld at
the tip polarizes the pieces, pulling
their electrons onto one side and leav-
ing a net positive charge on the other,
essentially making small electric di-
poles. The attraction between the nee-
dle and the charges on the near side of
the paper exceeds the repulsion be-
tween the needle and those on the far
side, creating a net attractive force.

The atom and the cavity contain the
same ingredients, albeit at a quantum
level. The vacuum Þeld bounded by the
cavity walls polarizes the Rydberg atom,
and the spatial variations of the Þeld
produce a net force. The atomic dipole
and the vacuum Þeld are oscillating
quantities, however, and their respec-
tive oscillations must maintain a con-
stant relative phase if a net force is to
continue for any length of time. As it
turns out, the photon exchange pro-
cess does in fact lock the atomic dipole
and the vacuum ßuctuations.

T
he tiny force experienced by the
atom is enhanced by adding pho-
tons to the cavity. The atom-cavi-

ty exchange frequency increases with
the Þeld intensity, so that each photon
adds a discrete quantum of height to
the potential barrier in the repelling
state and a discrete quantum of depth
to the potential well in the attractive
state. As a result, it should be possible
to infer the number of photons inside
the cavity by measuring the time an
atom with a known velocity takes to
cross it or, equivalently, by detecting
the atomÕs position downstream of the
cavity at a given time.

One could inject perhaps a dozen or
so photons into a cavity and then
launch through it, one by one, Rydberg
atoms whose velocity is Þxed at about
a meter per second. The kinetic energy
of these atoms would be greater than
the atom-cavity potential energy, and
they would pass through the cavity af-
ter experiencing a slight positive or neg-
ative delay, depending on the sign of
the atom-cavity detuning. To detect the
atomÕs position after it has passed
through the cavity, researchers could
Þre an array of Þeld ionization detec-
tors simultaneously some time after
the launch of each atom. A spatial reso-
lution of a few microns should be good
enough to count the number of pho-
tons in the cavity.

Before measurement, of course, the
photon number is not merely a clas-
sically unknown quantity. It also usu-
ally contains an inherent quantum un-
certainty. The cavity generally contains
a Þeld whose description is a quan-
tum wave function assigning a complex 

amplitude to each possible number of
photons. The probability that the cavity
stores a given number of photons is the
squared modulus of the corresponding
complex amplitude.

The laws of quantum mechanics say
that the Þring of the detector that reg-
isters an atomÕs position after it has
crossed the cavity collapses the am-
biguous photon-number wave function
to a single value. Any subsequent atom
used to measure this number will regis-
ter the same value. If the experiment is
repeated from scratch many times,
with the same initial Þeld in the cavity,
the statistical distribution of photons
will be revealed by the ensemble of in-
dividual measurements. In any given
run, however, the photon number will
remain constant, once pinned down.

This method for measuring the num-
ber of photons in the cavity realizes the
remarkable feat of observation known
as quantum nondemolition. Not only
does the technique determine perfectly
the number of photons in the cavity, but
it also leaves that number unchanged
for further readings.

Although this characteristic seems to
be merely what one would ask of any
measurement, it is impossible to attain
by conventional means. The ordinary
way to measure this Þeld is to couple
the cavity to some kind of photodetec-
tor, transforming the photons into elec-
trons and counting them. The absorp-
tion of photons is also a quantum event,
ruled by chance; thus, the detector adds
its own noise to the measured intensi-
ty. Furthermore, each measurement re-
quires absorbing photons; thus, the Þeld
irreversibly loses energy. Repeating such
a procedure therefore results in a dif-
ferent, lower reading each time. In the
nondemolition experiment, in contrast,
the slightly nonresonant atoms interact
with the cavity Þeld without perma-
nently exchanging energy.

Q
uantum optics groups around
the world have discussed vari-
ous versions of quantum non-
demolition experiments for sev-

eral years, and recently they have be-
gun reducing theory to practice. Direct
measurement of an atomÕs delay is con-
ceptually simple but not very sensi-
tive. More promising variants are based 
on interference eÝects involving atoms
passing through the cavityÑlike pho-
tons, atoms can behave like waves. They
can even interfere with themselves. The
so-called de Broglie wavelength of an
atom is inversely proportional to ve-
locity; a rubidium atom traveling 100
meters per second, for example, has a
wavelength of 0.45 angstrom.

If an atom is slowed while traversing
the cavity, its phase will be shifted by
an angle proportional to the delay. A
delay that holds an atom back by a
mere 0.22 angstrom, or one half of a
de Broglie wavelength, will replace a
crest of the matter wave by a trough.
This shift can readily be detected by
atomic interferometry.

If one prepares the atom itself in a
superposition of two states, one of
which is delayed by the cavity while the
other is unaÝected, then the atomic
wave packet itself will be split into two 
parts. As these two parts interfere with
each other, the resulting signal yields a
measurement of the phase shift of the
matter wave and hence of the photon
number in the cavity. Precisely this ex-
periment is now under way at our labo-
ratory in Paris, using Rydberg atoms
that are coupled to a superconducting
cavity in an apparatus known as a Ram-
sey interferometer.

Such an apparatus has many poten-
tial uses. Because the passing atoms
can monitor the number of photons in
a cavity without perturbing it, one can
witness the natural death of photons in
real time. If a photon disappears in the
cavity walls, that disappearance would
register immediately in the atomic in-
terference pattern. Such experiments
should provide more tests of quantum
theory and may open the way to a new
generation of sensors in the optical and
microwave domains.
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W
hy do people have two ears?
We can, after all, make sense of
sounds quite well with a single

ear. One task, however, requires input
from both organs: pinpointing the ex-
act direction from which a sound, such
as the cry of a baby or the growl of a
dog, is emanating. In a process called
binaural fusion, the brain compares in-
formation received from each ear and
then translates the diÝerences into a
uniÞed perception of a single sound is-
suing from a speciÞc region of space.

Extensive research has shown that the
spatial cues extracted by the human
brain are diÝerences in the arrival time
and the intensity, or force, of sound
waves reaching the ears from a giv-
en spot. DiÝerences arise because of
the distance between the ears. When a
sound comes from a point directly in
front of us, the waves reach both ears
at the same time and exert equal force
on the receptive surfaces that relay in-
formation to the brain. But if a sound
emanates from, say, left of center, the
waves will reach the right ear slightly
after the left. They will also be some-
what less intense at the right because,
as they travel to the far ear, some frac-
tion of the waves will be absorbed or
deßected by the head.

The brainÕs use of disparities in tim-
ing and intensity becomes especially ob-
vious when tones are delivered sepa-
rately to each ear through a headset. In-
stead of perceiving two distinct signals,

we hear one signalÑa phantomÑorigi-
nating from somewhere inside or out-
side the head. If the stimuli fed to the
ears are equally intense (equally loud)
and are conveyed simultaneously, we
perceive one sound arising from the
middle of the head. If the volume is low-
ered in just one ear or if delivery to that
ear is delayed, the source seems to move
in the direction of the opposite ear.

This much has long been known.
What is less clear is how the brain man-
ages to detect variances in timing and
intensity and how it combines the re-
sulting information into a uniÞed spa-
tial perception. My colleagues and I at
the California Institute of Technology
have been exploring this question for
more than 15 years by studying the be-
havior and brain of the barn owl (Tyto

alba). Recently we have uncovered al-
most every step of the computational
process in these animals. (The only oth-
er sensory system that is as completely
deÞned belongs to a Þsh.) We Þnd that
the owl brain combines aural signals
relating to location not all at once but
through an amazing series of steps. In-
formation about timing and intensity is
processed separately in parallel path-
ways that converge only late in those
pathways. It is highly probable that hu-
mans and other mammals achieve bin-
aural fusion in much the same manner.

I
Þrst thought of examining the neu-
ral basis of sound location in owls
in 1963, when I heard Roger S.

Payne, now at the Whale Conservation
Institute in Lincoln, Mass., report that
the barn owl can catch a mouse readily
in darkness, solely by relying on acous-
tic cues. I had recently earned a doc-
torate in zoology and wanted to know
more about how animals identify the
position of a sound source, but I had yet
to choose a species to study. Three years
later, at Princeton University, I observed
the exquisite aural abilities of barn owls
for myself after I obtained three of them
from a bird-watcher. When I watched
one of the owls through an infrared-sen-

sitive video camera in a totally dark
room, I was impressed by the speed and
accuracy with which it turned its head
toward a noise. I concluded that the
head-turning response might help un-
cover whether such animals use binau-
ral fusion in locating sound. If they did,
studies of their brain could help eluci-
date how such fusion is accomplished.

As I had anticipated, the head-turning
response did prove extremely useful to
me and my postdoctoral fellows, partic-
ularly after I established a laboratory at
Caltech in 1975. In some of our earliest
research there, Eric I. Knudsen, now at
Stanford University, and I obtained in-
direct evidence that barn owls, like hu-
mans, must merge information from the
two ears to locate a sound. When one
ear was plugged, the animals turned
the head in response to noise from a
loudspeaker, but they did not center
on the speaker [see ÒThe Hearing of the
Barn Owl,Ó by Eric I. Knudsen; SCIENTIF-
IC AMERICAN, December 1981].

In the early 1980s Andrew MoiseÝ
and I additionally showed that the barn
owl extracts directional information
from disparities in the timing and the
intensity of signals reaching the two
earsÑtechnically called interaural time
diÝerences and interaural intensity dif-
ferences. As part of that eÝort, we mea-
sured the diÝerences that arose as we
moved a speaker across the surface of
an imaginary globe around an owlÕs
head. Microphones we had placed in the
ears relayed the signals reaching each
ear to a device that measured arrival
time and volume. When we eased the
speaker from the midline of the face
(zero angle) 90 degrees to the left or
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BARN OWL PINPOINTS PREY in the dark
by listening. It determines the appro-
priate trajectory in which to ßy by com-
paring diÝerences in the timing and the
intensity of sounds reaching its two ears.
An infrared strobe ßashing Þve times
per second caught this barn owl in ac-
tion in the authorÕs laboratory.

Listening with Two Ears
Studies of barn owls o›er insight into just how

the brain combines acoustic signals from two sides of 
the head into a single spatial perception
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right, the diÝerence in arrival time at
the two ears increased systematically.
Those results resembled the Þndings
of human studies.

In contrast to human Þndings, the
diÝerence in intensity did not vary ap-
preciably as the speaker was moved

horizontally. But it did increase as the
speaker was moved up or down from
eye levelÑat least when the sound in-
cluded waves of frequencies higher than
three kilohertz, or 3,000 cycles per sec-
ond. Payne, who had seen the same in-
tensity changes in earlier studies, has at-

tributed them, apparently correctly, to
an asymmetry in the placement of the
owlÕs ears. The left ear is higher than
eye level but points downward, where-
as the right ear is lower but points 
upward. The net result is that the left
ear is more sensitive to sounds coming
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from below, and the right is more sen-
sitive to sounds from above.

SatisÞed that arrival time and inten-
sity often diÝer for the two ears, we
could go on to determine whether the
owl actually uses speciÞc combinations
of disparities in locating sound sources.

We intended to put a standard headset
on tame animals and to convey a noise
separately to each ear, varying the dif-
ference in delivery time or volume, or
both. We would then see whether par-
ticular combinations of time and inten-
sity diÝerences caused the animals to

turn the head reliably in speciÞc direc-
tions. Unfortunately, we did not receive
cooperation from our subjects. When
we tried to aÛx the earphones, each
owl we approached shook its head and
backed oÝ. We managed to proceed
only after we acquired tiny earphones
that could be inserted into the owlsÕ
ear canal.

We also had to devise a way to mea-
sure the direction of head turning, de-
termining both the horizontal and ver-
tical components of the response to
each set of stimuli. We solved the prob-
lem mainly by applying the search-coil
technique that Gary G. Blasdel, now at
Harvard Medical School, had designed a
few years earlier. We Þt two small coils
of copper wire, arranged perpendicu-
larly to each other, on an owlÕs head.
We positioned the owl between two big
coils carrying electric current. As the
head moved, the large coils induced cur-
rents in the small ones. Variations in the
ßow of current in the smaller coils re-
vealed both the horizontal and vertical
angles of the head turning.

Sure enough, the owl responded rap-
idly to signals from the earphones, just
as if it had heard noise arising from out-
side the head. When the sound in one
ear preceded that in the other ear, the
head turned in the direction of the lead-
ing ear. More precisely, if we held the
volume constant but issued the sound
to one ear slightly before the other ear,
the owl turned its head mostly in the
horizontal direction. The longer we de-
layed delivering the sound to the sec-
ond ear, the further the head turned.

Similarly, if we varied intensity but
held timing constant, the owl tended to
move its head up or down. If we issued
sounds so that both the delivery time
and the intensity of signals to the left
ear diÝered from those of the right, the
owl moved its head horizontally and
vertically. Indeed, combinations of inter-
aural timing and intensity diÝerences
that mimicked the combinations gener-
ated from a speaker at particular sites
caused the animal to turn toward exact-
ly those same sites. We could therefore
be conÞdent that the owl brain does
fuse timing and intensity data to deter-
mine the horizontal and vertical coor-
dinates of a sound source. The process
by which barn owls calculate distance
is less clear.

T
o learn how the brain carries out
binaural fusion, we had to exam-
ine the brain itself. Our research

plan built on work Knudsen and I had
completed several years earlier. We had
identiÞed cells that are now known 
to be critical to sound location. Called
space-speciÞc neurons, they react only

DIFFERENCES IN TIMING AND INTENSITY at which a sound reaches an owlÕs two
ears vary as the source of the sound moves along the surface of an imaginary
globe around the owlÕs head. DiÝerences in timing locate the sound in the horizon-
tal plane (a); the diÝerence increases 42 microseconds every 20 degrees a sound
source moves (b). DiÝerences in intensity locate the sound vertically (c ). Sound
from above eye level is more intense in the right ear, by the decibel levels shown
(d ); from below eye level, it is more intense in the left ear. DiÝerences vary with
frequency; they were measured for six kilohertz in this case. Combining the two
graphs (e ) deÞnes each location in space. When an owl is exposed to a particular
pair of diÝerences, it quickly turns its head in a predictable direction (photograph).
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to acoustic stimuli originating from spe-
ciÞc receptive Þelds, or restricted areas
in space [see illustration at right ]. These
neurons reside in a region of the brain
called the external nucleus, which is
situated within the auditory area of the
midbrain (the equivalent of the mam-
malian inferior colliculus). Collective-
ly, the space-speciÞc neurons in the 
left external nucleus form a map of pri-
marily the right side of auditory space
(the broad region in space from which
sounds can be detected), and those of
the right external nucleus form a map
of primarily the left half of auditory
space, although there is some overlap.

We identiÞed the space-speciÞc cells
by resting a microelectrode, which re-
sembles a sewing needle, on single neu-
rons in the brain of an anesthetized an-
imal. As we held the electrode in place,
we maneuvered a speaker across the
surface of our imaginary globe around
the owlÕs head. Certain neurons Þred
impulses only if the noise emanated
from a particular receptive Þeld. For 
instance, in an owl facing forward, one
space-speciÞc neuron might respond
only if a speaker were placed within a
receptive Þeld extending roughly 20
degrees to the left of the owlÕs line of
sight and some 15 degrees above or 
below it. A diÝerent neuron would Þre
when the speaker was transferred else-
where on the globe.

But how did these neurons obtain di-
rectional information? Did they process
the relevant cues themselves? Or were
the cues extracted and combined to
some extent at one or more lower way
stations (relay centers) in the brain [see

illustration on page 72], after which the
results were simply fed upward?

MoiseÝ and I intended to answer
these questions by carrying out experi-
ments in which we would deliver sounds
through earphones. But Þrst we had to
be certain that signals able to excite
particular space-speciÞc neurons truly
mimicked the interaural time and in-
tensity diÝerences that caused the neu-
rons to Þre under more natural condi-
tionsÑnamely, when a sound emanated
from a spot in the neuronÕs receptive
Þeld. A series of tests gave us the en-
couragement we needed. In these stud-
ies, we issued sounds through the ear-
phones and monitored the response of
individual neurons by again holding a
microelectrode on or near the cells. As
we hoped, we found that cells respond-
ed to speciÞc combinations of signals.
Further, the sets of timing and intensity
diÝerences that triggered strong Þring
by space-speciÞc neurons corresponded
exactly to the combinations that caused
an owl to turn its head toward a spot in
the neuronÕs receptive Þeld. This con-

gruence aÛrmed that our proposed ap-
proach was sensible.

In our initial eÝorts to trace the steps
by which the brain circuitry accomplish-
es binaural fusion, MoiseÝ and I tried to
Þnd neurons sensitive to interaural tim-
ing or intensity diÝerences in the way
stations that relay signals from the au-
ditory nerve up to the midbrain. These
preliminary investigations, completed
in 1983, suggested that certain stations
are sensitive only to timing cues, where-
as others are sensitive solely to intensi-
ty cues. The brain, it seemed, functioned
like a parallel computer, processing in-
formation about timing and intensity
through separate circuits.

S
uch clues led us to seek further
evidence of parallel processing.
Joined by Terry T. Takahashi,

now at the University of Oregon, we be-
gan by examining the functioning of
the lowest way stations in the brainÑ
the cochlear nuclei. Each cerebral hemi-
sphere has two: the magnocellular nu-
cleus and the angular nucleus. In owls,
as in other birds, each Þber of the audi-
tory nerveÑthat is, each signal-convey-
ing axon projecting from a neuron in
the earÑdivides into two branches af-
ter leaving the ear. One branch enters
the magnocellular nucleus; the other
enters the angular nucleus.

We wondered how the space-speciÞc
neurons would behave if we prevented
nerve cells from Þring in one of the two
cochlear nuclei. We therefore injected a
minute amount of a local anesthetic
into either the magnocellular or angu-
lar nucleus. The results were dramatic:
the drug in the magnocellular nucleus
altered the response of space-speciÞc
neurons to interaural time diÝerences

without aÝecting the response to inten-
sity diÝerences. The converse occurred
when the angular nucleus received the
drug. Evidently, timing and intensity are
indeed processed separately, at least 
at the lowest way stations of the brain;
the magnocellular neurons convey tim-
ing data, and the angular neurons con-
vey intensity data.

These exciting results spurred me to
ask Takahashi to map the trajectories
of the neurons that connect way sta-
tions in the auditory system. His work
eventually revealed that two separate
pathways extend from the cochlear nu-
clei to the midbrain. The anatomic evi-
dence, then, added further support to
the parallel-processing model.

While Takahashi was conducting his
mapping research, W. E. Sullivan and I
explored the ways magnocellular and
angular nuclei extract timing and inten-
sity information from signals arriving
from the auditory nerve. To understand
our discoveries, one needs to be aware
that most sounds in nature are made up
of several waves, each having a diÝerent
frequency. When the waves reach a re-
ceptive surface in the ear, known as the
basilar membrane, the membrane be-
gins to vibrate, but not uniformly. Dif-
ferent parts of the membrane vibrate
maximally in response to particular fre-
quencies. In turn, neurons that are con-
nected to the maximally vibrating areas
(and thus are ÒtunedÓ to speciÞc fre-
quencies) become excited. These neu-
rons propagate impulses along the au-
ditory nerve to the brain.

We and others Þnd that the intensity
of a sound wave of a given frequency is
conveyed to the brain from the ear by
the Þring rate of auditory neurons tuned
to that frequency. This much makes 
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OWLÕS BRAIN uses space-
speciÞc neurons in the exter-
nal nucleus of the midbrain
auditory area to map pre-
cise regions (bars)Ñcalled
receptive ÞeldsÑin audito-
ry space. In probing to see
how space-speciÞc neurons
work, the author and his
colleagues uncovered the
step-by-step procedure in
the brain that leads to the
Þring of these neurons.
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intuitive sense. Our next result is less
obvious. Neurons of the auditory nerve
also exhibit what is called phase lock-
ing: they Þre at characteristic points, 
or phase angles, along the sound wave
[see bottom illustration on this page].
That is, a neuron tuned to one frequen-
cy will tend to Þre, for example, when
the wave is at baseline (zero degrees),
although it does not necessarily Þre 
every time the wave reaches that posi-
tion. A neuron tuned to a diÝerent fre-
quency will tend to Þre at a diÝerent
phase angle, such as when a wave is
cresting (at the point called 90 degrees,
which is a quarter of the way through a
full 360-degree wave cycle), or reaches
some other speciÞc point. In both ears,
impulses produced by neurons tuned
to the same frequency will lock to the
same phase angle. But, depending on
when the signals reach the ears, the
train of impulses generated in one ear
may be delayed relative to the impulse
train generated in the opposite ear.

It turns out that cells of the magno-
cellular nucleus exhibit phase locking.
But they are insensitive to intensity;
changes in the volume of a tone do not
aÝect the rate of Þring. In contrast, few
angular neurons show phase locking,
but they respond distinctly to changes
in intensity. These and other results in-
dicate that the owl depends on trains
of phase-locked impulses relayed from
the magnocellular nucleus for measur-
ing interaural time diÝerences, and the
animal relies on the rate of impulses
Þred by the angular nucleus for gauging
interaural intensity diÝerences. Overall,
then, our analyses of the lowest way
stations of the brain established that
the cochlear nuclei serve as Þlters that
pass along information about timing or
intensity, but not both.

W
e then proceeded to explore
higher regions, pursuing how
the brain handles timing data

in particular. Other studies, which will
be discussed, addressed intensity. We
learned that when phase-locked im-
pulses induced by sound waves of a
single frequency (a pure tone) leave the
magnocellular nucleus on each side of
the brain, they travel to a second way
station: the laminar nucleus. Impulses
from each ear are transmitted to the
nucleus on both the opposite and the
same side of the head. The laminar nu-
cleus is, therefore, the Þrst place where
the information from both ears comes
together in one place.

The general problem of how the
brain combines timing data has been a
subject of speculation for decades. The
late Lloyd A. JeÝress put forth a rea-
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tectors simultaneously (far right in b). Detectors can also Þre, but more weakly,
when impulse trains reaching them are slightly asynchronous (c). In what is called
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sonable model in 1948, while spending
a sabbatical leave at Caltech. JeÝress
proposed that the nerve Þbers carry-
ing time-related signals from the ears
(called delay lines) vary in how rapidly
they deliver signals to way stations in
the brain. They ultimately converge at
neurons (known as coincidence detec-
tors) that Þre only when impulses from
the two sides arrive simultaneously.

Signals reaching the ears at diÝerent
times would attain coincidenceÑarrive
at coincidence detectors in unisonÑif
the sum of a sound waveÕs transit time
to an ear and the travel time of impuls-
es emanating from that ear to a coinci-
dence detector were equal for the two
sides of the head. Consider a sound
that reached the left ear Þve microsec-
onds before it reached the right ear. Im-
pulses from the two ears would meet
simultaneously at a coincidence detec-
tor in, say, the right hemisphere if the
delay lines from the left ear (the near
ear) prolonged the transit time of im-
pulses from that ear to a coincidence
detector by Þve microseconds over the
time it would take impulses to traverse
Þbers from the right ear [see top illus-

tration on opposite page].
Since 1948, physiological studies ex-

amining neuronal Þring in dogs and
cats and anatomic studies of chicken
brains have suggested that the brain
does in fact measure interaural time dif-
ferences by means of delay lines and
coincidence detection. In 1986 Cath-
erine E. Carr, now at the University of
Maryland, and I demonstrated in the
barn owl that nerve Þbers from magno-
cellular neurons serve as delay lines and
neurons of the laminar nucleus serve as
coincidence detectors.

B
ut the owlÕs detection circuit, like
those of mammals that have been
examined, diÝers somewhat from

the JeÝress model. Neurons of the lam-
inar nucleus respond most strongly to
coincidence brought about by partic-
ular time diÝerences. Yet they also re-
spond, albeit less strongly, to signals
that miss perfect coincidence. The num-
ber of impulses declines gradually as
the interaural time diÝerence increas-
es or decreases from the value that
produces coincidenceÑthat is, until the
waves reaching one ear are 180 degrees
(a full half cycle) out of phase from the
position that would bring about coin-
cidence. At that point, Þring virtually
ceases. (The neurons also respond, at
an intermediate level, to signals deliv-
ered to just one ear.)

In a way, then, coincidence detec-
tors, by virtue of the delay lines feeding
them, can be said to be maximally sen-

sitive to speciÞc time diÝerences. They
are not, however, totally selective as 
to when they produce a peak response.
They can be induced to Þre with rising
strength as the phase diÝerence increas-
es beyond 180 degrees from the value
that produces coincidence. When the
displacement reaches a full 360 degrees,
the arrival time of sound waves at one
ear is delayed by the time it takes for a
sound wave to complete a full cycle. In
that situation, and at every 360-degree
diÝerence, coincidence detectors will re-
peatedly be hit by a series of synchron-
ous impulses and will Þre maximally.
Thus, the same cell can react to more
than one time diÝerence.

Fortunately for the owl, some mech-
anism resolves such Òphase ambigui-
tyÓ at higher stages, thereby prevent-
ing confusion. How this resolution is
achieved remains obscure. Another mys-
tery engages us as well: the owl can de-
tect interaural time diÝerences as short
as 10 microseconds (10 millionths of a
second). Yet a single impulse persists
considerably longer than that, on the
order of 1,000 microseconds. We are
seeking an explanation for this appar-
ent paradox.

The rest of the pathway for time de-
tection is more straightforward. After 
a coincidence detector in the laminar
nucleus on one side of the brain de-
termines the interaural time diÝerence
produced by a sound of a given frequen-
cy, it simply passes the result upward
to higher stations, including to the core
region of the midbrain auditory area
on the opposite side of the head. Con-

sequently, the higher areas inherit from
the laminar nucleus not only selectiv-
ity for frequency and interaural time
differences but also phase ambiguity.
The information in the core, in turn, is
passed to a surrounding areaÑknown
as the shell of the midbrain auditory
areaÑon the reverse side of the brain,
where it is Þnally combined with infor-
mation about intensity.

M
y colleagues and I understand
less about the operation of the
intensity pathway that converg-

es with the time pathway in the shell.
But we have made good progress. Unlike
the magnocellular nucleus, which pro-
jects up only one stage, to the laminar
nucleus, the intensity-detecting angular
nucleus projects directly to many high-
er stations (except the external nucle-
us). Among them is the posterior later-
al lemniscal nucleus.

The posterior lemniscal nucleus on
one side of the head receives direct in-
put only from the angular nucleus on
the opposite side. It nonetheless man-
ages to discern intensity diÝerences be-
tween the two ears. Indeed, it is the low-
est station in the brain to do so. The
lemniscal area can detect such diÝer-
ences because its twin (in the opposite
cerebral hemisphere) sends it informa-
tion from the other angular nucleus. In
essence, neurons of the lemniscal nu-
cleus on one side of the head receive ex-
citatory signals from the ear on the op-
posite side, and they receive inhibitory
signals from the ear on the same side.
The balance between excitatory and in-
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FIBERS FROM THE MAGNOCELLULAR NUCLEUS serve as delay lines, and neurons
in the laminar nucleus act as coincidence detectors in the owlÕs brain. When im-
pulses traveling through the left (blue) and right (green ) Þbers reach laminar neu-
rons (black dots) simultaneously, the neurons Þre strongly.
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hibitory signals determines the rate at
which the lemniscal neurons Þre.

We have observed, too, that neurons
of the posterior lemniscal nucleus vary
systematically in the intensity diÝerenc-
es that cause them to Þre most strong-
ly. GeoÝrey A. Manley and Christine 
K�ppl of the Technical University of
Munich showed in my laboratory that
neurons at the bottom of the left nucle-
us respond maximally when sound is
much louder in the left ear and that
those at the top of the nucleus Þre
most strongly when sound is louder in
the right ear. Similarly, neurons at the
bottom of the right posterior nucleus
respond most strongly when sound is
much louder in the right ear, and those
at the top of the nucleus prefer louder
sound in the left ear. This arrangement
clearly enables space-speciÞc neurons
to determine that a noise is coming
from above or below eye level. The pro-
cess by which space-speciÞc neurons
convert signals from the posterior lem-
niscal nucleus into vertical coordinates
remains to be established, however.

The next higher station is the later-
al shell of the midbrain auditory area;
neurons from the posterior lemniscal
nucleus on each side of the brain send
signals to the shell in both hemispheres.

In the shell, most neurons respond
strongly to both interaural intensity and
interaural timing diÝerences generated
by sounds within a narrow range of fre-
quencies. This station does not provide
the owl with sufÞcient information to
ensure accurate sound location, howev-
er, because phase ambiguity persists.

The ambiguity disappears only at the
level of the external nucleus, home of
the space-speciÞc neurons. These neu-
rons are broadly tuned to frequency, re-
ceiving timing and intensity data from
many frequency channels. This converg-
ence somehow supplies the input need-
ed for the brain to select the correct co-
ordinates of a sound source. The selec-
tivity of space-speciÞc neurons, then,
results from the parallel processing of
time and intensity data and from the
combination of the results in the shell
and in the external nucleus itself.

We have not yet resolved the number
of space-speciÞc neurons that must Þre
in order for an owl to turn its head to-
ward a sound source. Nevertheless, we
know that individual neurons can carry
the needed spatial data. This fact belies
the view of some researchers that single
neurons cannot represent such complex
information and that perceptions arise
only when whole groups of cells that re-

veal nothing on their own Þre impulses
collectively in a particular pattern.

T
ogether our neurological explora-
tions have elucidated much of the
algorithm, or step-by-step proto-

col, by which the owl brain achieves 
binaural fusion. Presumably, we humans
follow essentially the same algorithm
(although some of the processing sta-
tions might diÝer). Recall, for example,
that several lines of evidence suggest
mammals rely on delay lines and coin-
cidence detection in locating sounds.

We can extrapolate even further. The
only other neural algorithm for a sen-
sory task that has been deciphered in
equal detail is one followed by electrici-
ty-emitting Þsh of the genus Eigenman-

nia. Walter F. Heiligenberg of the Uni-
versity of California at San Diego and
his associates have worked out the rules
enabling members of this species to de-
termine whether their electric waves are
of higher or lower frequency than those
of other Eigenmannia in the immediate
vicinity. (In response, a Þsh might alter
the frequency of the wave it emits.) Ei-

genmannia rely on parallel pathways to
process separate sensory information.
Also, relevant information is processed
in steps; the parallel pathways converge
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The Auditory Circuit

arallel pathways in the barn owl’s brain sep-
arately process the timing (blue) and the in-
tensity (red ) of sounds reaching the ears (di-

agram and flow chart). The simplified diagram de-
picts the pathways only for the left ear except where
input from the right ear joins that pathway; brain
structures are not drawn to scale. Processing begins
as the magnocellular nucleus separates out informa-
tion about time and as the angular nucleus extracts
information about intensity from signals delivered
by the auditory nerve. The time pathway goes to the
laminar nucleus, which receives input from both the
right and the left magnocellular nuclei. Neurons of
the laminar nucleus are connected to two higher
stations: the anterior lateral lemniscal nucleus and
the core of the midbrain auditory area. Meanwhile
information about intensity travels from the angular
nucleus to the posterior lateral lemniscal nucleus,
where information from the two ears comes togeth-
er. The time and intensity pathways finally join in the
lateral shell of the midbrain auditory area. They pro-
ject from there to the external nucleus, which hous-
es the space-specific neurons and is the final station
in processing the acoustic cues for locating a sound.
If viewed in terms of an algorithm ( far right), a set
of step-by-step procedures for solving a problem,
these neurons are at the top of the hierarchy: they
represent the final results of all computations that
take place in the network.

P
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at a high station; and neurons at the top
of the hierarchy respond selectively to
precise combinations of cues. The Þsh
algorithm is thus remarkably similar to
that of the barn owl, even though the
problems that are solved, the sensory
systems involved, the sites of processing
in the brain and the species are diÝer-
ent. The similarities suggest that brains
follow certain general rules for informa-
tion processing that are common to dif-
ferent sensory systems and species.

Carver A. Mead, here at Caltech, thinks
the owl algorithm may also teach some-
thing to designers of analog silicon
chips, otherwise known as VLSI (Very
Large Scale Integrated) circuits. In 1988
he and John Lazzaro, then his graduate
student, constructed an Òowl chipÓ that
reproduces the steps through which the
barn owl measures interaural time dif-
ferences. The model, about 73 square
millimeters in area, contains only 64
auditory nerve Þbers in each ear (many
fewer than truly exist) and some 21,000
delay lines. (It also has 200,000 tran-
sistors, mainly to regulate the delay
lines.) Even in its pared-down version,
the electronic nervous system takes up
much more space and energy than does
the biological system. Historically, engi-
neers have constructed chips according

to principles drawn from electronics,
physics and chemistry. The economy of
the biological circuit suggests that nat-
ural principles may help engineers build
analog chips that consume less energy
and take up less space than usual.

My laboratoryÕs research into the owl
brain is by no means Þnished. Beyond
Þlling in some of the gaps in our knowl-
edge of binaural fusion, we hope to be-
gin addressing other problems. For ex-
ample, Alvin M. Liberman of Haskins
Laboratories in New Haven, Conn., has
proposed that the human brain pro-
cesses speech sounds separately from

nonspeech sounds. By the same token,
we can ask whether the owl separately
processes signals for sound location
and other acoustic information. Some
brain stations that participate in spatial
orientation may also take part in other
sensory activities, such as making owls
selectively attuned to the calls of mates
and chicks. How does the owl, using one
set of neurons, sort out the algorithms
for diÝerent sensory tasks? By solving
such riddles for the owl, we should be-
gin to answer some of the big questions
that relate to more complex brains and,
perhaps, to all brains.
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W
hen atoms on the surface of a
solid interact with molecules
of a gas or liquid, they may al-

ter the structure of the molecules ever
so slightly, thereby promoting unusual
chemical reactions. Indeed, by inves-
tigating the interactions between mol-
ecules and the surfaces of solids, re-
searchers have learned to synthesize a
myriad of novel substances, develop
chemical processes of unprecedented
eÛciency and remove pollutants from
the environment. Yet the study of chem-
istry on solid surfaces will have the
most impact, in my opinion, on the tech-
nology of catalystsÑsubstances that in-
crease the rates of desirable chemical
reactions at the expense of others.

The rise of surface chemistry is a re-
cent event. Some 15 years ago the sub-
ject was just emerging as a branch of
science, and only a few methods were
available for the analysis of complex
surface reactions. In recent years, I have
watched the Þeld advance rapidly as
techniques were devised to create de-
tailed pictures of surface reactions. By
using the tools of surface chemistry,
researchers can now view the action of
a catalyst at the molecular level.

To illustrate how surface chemis-
try has advanced our understanding 
of catalytic reactions, I have focused 
on three cases that are simple yet have
great scientiÞc, technological and so-
cial signiÞcance. The Þrst is the synthe-
sis of ammonia from airÑa process

that made possible the large-scale pro-
duction of fertilizers and explosives.
Although chemists invented the com-
mercial process for ammonia synthesis
in the early part of this century, they
did not understand the nuances of the
catalytic reaction until the techniques
of surface chemistry were applied sev-
eral years ago.

The second case is the breakdown 
of nitric oxide in the exhaust of auto-
mobiles. By reducing the emissions of 
nitric oxide from car exhaust, chem-
ists have helped alleviate the problem
of acid rain and mitigate the eÝects of
other harmful pollutants in the atmo-
sphere. The Þnal case is the removal of
sulfur from fossil fuels, a process that
also has implications for the atmo-
sphere. The desulfurization of fuels in-
volves particularly complicated surface
reactions, and the investigation of such
phenomena represents the frontier in
surface chemistry.

I
n 1909 Fritz Haber, a German chem-
ist, found an eÛcient way to synthe-
size ammonia from nitrogen and

hydrogen gas. Five years later commer-
cial production began at Badische Anil-
in- & Soda-Fabrik (BASF)Ñan event that
later proved to be a bane and a boon to
all humanity. The Haber process pro-

vided Germany with the main ingredi-
ent for manufacturing explosives, such
as nitroglycerine, for use in World War
I. Previously, Germany had made explo-
sives from saltpeter mined in Chile. If
the supply had been blocked and the
Haber process had not been invent-
ed, some historians argue, World War I
probably would have been shortened.

The Haber process also revolution-
ized agriculture by fostering the pro-
duction of mass quantities of cheap fer-
tilizer. As a direct consequence, farm-
ers achieved higher crop yields than
ever before and greatly increased the
global food supply.

To produce ammonia eÛciently, Ha-
ber added iron as a catalyst to a mix-
ture of nitrogen and hydrogen gas and
then subjected the reaction vessel to
pressures of some 100 atmospheres
and to temperatures around 500 de-
grees Celsius. As nitrogen and hydro-
gen circulated over the catalyst, ammo-
nia condensed out of the mixture.

HaberÕs major contribution was the
identiÞcation of a good catalyst for the
synthesis of ammonia. He tested more
than 1,000 materials before settling on
iron. Today manufacturers of ammonia
use a catalyst consisting of iron, potas-
sium and calcium, which performs bet-
ter than iron alone.
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CATALYST made of the metal rhodium
is used in the exhaust systems of au-
tomobiles to help transform nitric ox-
ide (NO) and carbon monoxide (CO) into
harmless gases. The tools of surface
chemistry enabled researchers, in 1986,
to learn how the rhodium catalyst works
at the molecular level. Carbon monoxide
(1) binds to the rhodium surface (2 ).
When nitric oxide does the same, it dis-
sociates into oxygen and nitrogen (3 ).
The bound oxygen reacts with the CO
to form carbon dioxide (CO2) (4 ). If an-
other CO and NO land close to the re-
maining bound nitrogen (5Ð8 ), the rhodi-
um catalyst promotes the formation of a
second carbon dioxide molecule and a
nitrogen molecule (N2).

Catalysis on Surfaces
Scientists can now observe how solids interact with individual molecules 

to speed reactions. Information about these catalysts is being used
to improve everything from materials synthesis to pollution control

by Cynthia M. Friend
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Iron, like all catalysts, increases the
rate of a desirable reactionÑthe syn-
thesis of ammonia, in this caseÑwhile
simultaneously diminishing the chance
of undesirable reactionsÑfor instance,
the recombination of nitrogen atoms to
form nitrogen gas. The catalytic action
occurs when reactant molecules tem-
porarily bind to the surface of the solid.
This binding alters the forces between
atoms, thereby changing the energetic
requirements for the reaction. Conse-
quently, in the presence of a catalyst,
some processes will be favored, and
others will not. Catalysts are never con-
sumed or produced during the reaction.

For decades after the commercial
process for ammonia synthesis was in-
vented, researchers did not understand
at the molecular level how the iron
worked as a catalyst. The tools of sur-
face chemistry have recently made it
possible, however, to conÞrm that the
primary function of the catalyst is to fa-
cilitate the dissociation of nitrogen gas
(N2). The bond that holds the N2 mol-
ecule together is very strong and there-
fore will not break unless the molecule
contains a substantial amount of en-
ergy (941,000 joules per mole of nitro-
gen, to be exact). As the energy content
of an N2 molecule increases, the aver-
age distance between the nitrogen at-
oms grows. The process is analogous
to climbing a mountain. Just as a hiker
must burn calories to get to the top of
a mountain, the N2 molecule must con-
tain energy to surmount a high energy
barrier. And just as a fast-moving hiker
reaches the summit quickly, a molecule
that has a lot of energy will more readi-
ly pass over the barrier. (The number of
high-energy molecules in a gas increas-
es in proportion to the temperature.)

The rate at which N2 dissociates de-
pends on the rate at which the mol-
ecules can surmount the barrier, and
these rates, in turn, are related to the
available energy, or temperature, of the
molecules. Ammonia does not form
readily, however, if nitrogen and hydro-
gen molecules are heated simply to the
point at which they dissociate. At such

temperatures, ammonia itself breaks up
as quickly as it is formed.

Yet if nitrogen molecules interact
with iron atoms on a surface, they will
dissociate at relatively low tempera-
tures. Iron catalyzes the dissociation of
N2; in other words, it lowers the energy
barrier so that the two nitrogen atoms
will separate easily. The iron atoms ac-
complish this by donating electrons to
the nitrogen molecule. As a result, the
iron atoms form a chemical bond with
the nitrogen molecule, and in a recipro-
cal manner, the bond between the two
nitrogen atoms in the molecule is weak-
ened. The weak nitrogen-nitrogen bond
corresponds to a low energy barrier and
facilitates N2 dissociation. This process
is typical of how catalysts work.

I
n 1984 Gerhard Ertl, Michael 
Grunze and Min-Chi Tsai and their
co-workers, then at the University

of Munich, obtained the Þrst direct evi-
dence for the weakening of the nitro-
gen-nitrogen bond. Their work involved
the examination of samples made from
single crystals of iron under vacuum
conditionsÑthat is, an environment free
from extraneous gases. Unlike the at-
oms in ordinary iron particles, those in
a single crystal form a perfectly or-
dered lattice. Because some chemical
reactions are extremely sensitive to the
arrangement of atoms on the surface,
the use of single crystals permits the
methodical study of these eÝects. Re-
searchers can even vary the surface ar-
rangement by cutting crystals at vari-
ous angles.

To observe the reactions, the Munich
group used two of the most important
tools in surface chemistry: x-ray photo-
electron spectroscopy and high-resolu-
tion electron energy loss (HREEL) spec-
troscopy. By probing the forces between
atoms, these techniques let chemists
ÒseeÓ the changes that take place when
a molecule interacts with the surface.

X-ray photoelectron spectroscopy,
which was Þrst developed in the ear-
ly 1960s, enables researchers to mea-
sure the energy of strongly bound elec-
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trons in molecules. In this method, x-
rays hit the experimental sample, there-
by knocking electrons from the atoms
of the surface and from any molecules
bound to the surface. The energy of
these electrons is sensitive to the lo-
cal chemical environment, and thus the
photoelectron technique yields infor-
mation about bonding (for instance,
the breaking of the nitrogen-nitrogen
bond in N2).

HREEL spectroscopy, which was in-
vented in the late 1970s and reÞned 
in the mid-1980s, probes the forces 
between atoms in molecules by mea-
suring the energies of molecular vi-
brations. The atoms in a molecule can 
be envisioned as balls held together 
by springs. The springs represent the
chemical bonds; the balls are the atom-
ic nuclei. The strength of the bond is
related to the stiÝness of the spring
and therefore depends on the energy re-
quired to stretch the atoms apart or to
change the relative angle of the bond.

The results of HREEL spectroscopy
are rather straightforward to interpret
in the case of a nitrogen mole-
cule. The only way the nitro-
gen molecule can vibrate is
through the stretching and
compression of the nitrogen-
nitrogen bond; a nitrogen mol-
ecule has a single vibrational
mode, to use the jargon of
chemistry. If a nitrogen mole-
cule is bombarded with elec-
trons, it will vibrate and then
rob them of a characteristic
amount of energy. These elec-
trons can be detected to reveal
the energy of the vibrations
and thereby the strength of the
spring, or bond, that holds the
molecule together. The same
technique can be used for ni-
trogen molecules that bond 
to the surface, but the results 
are bit more complicated. A
nitrogen molecule bound to a
surface has more than one vi-
brational mode because there
are additional ÒspringsÓ asso-
ciated with the metal-nitrogen
bonds.

HREEL spectroscopy enabled
the Munich group to demon-
strate that when an N2 mole-
cule is adsorbed on an iron
surface, the energy required
to stretch the nitrogen atoms
apart is decreased dramatical-
ly compared with the energy
needed to lengthen the bond
of a nitrogen molecule ßoat-
ing freely.

Besides weakening the nitro-
gen-nitrogen bond, the tech-

niques of surface chemistry have shown
that iron performs two other important
functions in the synthesis of ammonia.
First, when hydrogen molecules (H2) in-
teract with the iron surface, the hydro-
gen-hydrogen bond is weakened. Hy-
drogen atoms are thus easily freed and
bind to the surface. Second, the iron at-
oms conÞne the hydrogen and nitrogen
atoms on the surface so that they may
react to form NH, NH2 and Þnally NH3,
ammonia, the desired product.

The chance that a bond will form be-
tween the nitrogen and hydrogen at-
oms depends on how well the nitrogen
attaches to the iron. In fact, the iron-ni-
trogen bond is suÛciently strong so
that nitrogen does not recombine to
form N2, and it is suÛciently weak so
that the nitrogen can combine with hy-
drogen. Several metals are more eÝec-
tive than iron in dissociating nitrogen
molecules into their component atoms,
but typically the atoms are bound so
strongly to the metal that they do not
combine with hydrogen to form ammo-
nia. These insights and others are help-

ing researchers to Þgure out why one
catalyst is better than another and ul-
timately may lead to the discovery of
practical catalysts that will improve the
commercial synthesis of ammonia and
enhance the eÛciency of related indus-
trial processes.

W
hen applying the results of
surface studies to commercial
catalysis, investigators face a

diÛcult problem. The tools of surface
chemistry require vacuum conditions,
whereas most practical catalysts must
work in a high-pressure environment.

Indeed, surface chemists have an ex-
treme deÞnition of clean. By their stan-
dards, the surface of a sample must 
remain relatively free of contaminants
for at least a few hours. It must there-
fore be stored under ultrahigh vacuum
conditionsÑthat is, pressures 10 tril-
lion times lower than that of the atmo-
sphere. The extremely low pressures
enable chemists to study surfaces of
known composition and to introduce re-
actants in a purposeful way. Such stud-

ies could never be done, say, in
the open air because a perfect-
ly clean metal surface would
be covered with gas molecules
in about a billionth of second.
Even if the pressure were re-
duced to a billionth of an at-
mosphere, the surface would be
covered in about one second,
insuÛcient time to perform an
experiment.

Researchers need to be care-
ful about how they apply the
Þndings of surface chemistry
to high-pressure catalytic re-
actions. The great disparity in
pressure means a vast diÝer-
ence in the number of gas mol-
ecules hitting a catalyst at any
one time, and therefore the 
kinetics of the laboratory re-
action may diÝer from the 
dynamics of the high-pressure
reaction. Although chemists
could not initially Þgure out
how to compensate for the so-
called pressure gap, they re-
cently learned to extrapolate
the behavior of high-pressure
catalytic reactions from ideal-
ized surface studies.

An elegant example of how
the pressure gap can be bridged
is the story of a set of surface
chemistry experiments aimed
at improving the technology 
of catalytic converters for auto-
mobiles. The primary function
of the converters is to remove
nitric oxide (NO) and carbon
monoxide (CO) from automo-

FRITZ HABER developed, in 1909, the Þrst commercial
process for synthesizing ammonia. One of his important
insights was that iron catalyzes the reaction that trans-
forms hydrogen and nitrogen gas from ammonia.
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bile exhaust. Nitric oxide reacts rap-
idly with air to form nitrogen-oxygen
compounds (NOx), which are harmful
to the environment, notably because
they contribute to acid rain. Carbon
monoxide is also extremely toxic to
most forms of life. By transforming NO
and CO from car exhaust into less
harmful products, catalytic converters
have dramatically reduced the levels of
these contaminants. The technology has
been very successful, yet chemists con-
tinue to search for better catalysts, re-
alizing that small improvements can
mean tremendous beneÞts for the en-
tire environment.

A typical catalytic converter consists
of particles of platinum (Pt) and rhodi-
um (Rh) deposited on a ceramic honey-
comb. The platinum and rhodium parti-
cles catalyze the reactions that remove
NOx, CO and uncombusted hydrocar-
bons from car exhaust. The ceramic
honeycomb and small particle size serve
the dual function of maximizing the
exposure of the metals to the exhaust
fumes and minimizing the quantity of

platinum and rhodiumÑtwo very ex-
pensive metals.

In the mid-1980s researchers at Gen-
eral Motors and elsewhere set out to in-
vestigate how rhodium interacts with
the nitric oxide and carbon monoxide
from car exhausts. To do so, they stud-
ied reactions of NO and CO on single
crystals of rhodium. Employing HREEL
spectroscopy and other methods, the
workers identiÞed the key steps in the
breakdown of nitric oxide, and they de-
termined how the arrangement of rho-
dium atoms on the surface inßuenced
catalysis.

Yet it was not clear at Þrst whether
these results were applicable to the
technology of catalytic converters: the
experiments were conducted under vac-
uum conditions, whereas the rhodium
particles used in catalytic converters are
exposed to gases at high pressure. To
demonstrate that practical information
could be gained from the surface chem-
istry studies, the GM workers tested
the rate of NO reduction on a rhodium
surface in an environment that repli-

cated the pressure conditions in a cat-
alytic converter. By analyzing the action
of rhodium in vacuum conditions and
under high pressure, the researchers de-
vised a mathematical model of the cat-
alytic process. The model has allowed
the results of the surface studies to be
used in determining how new kinds of
catalytic materials will operate under
high pressures.

The GM group also found that the
dissociation of NO was sensitive to the
arrangement of atoms on the rhodi-
um surface. They arrived at this con-
clusion by using infrared spectrosco-
py. This technique is similar to HREEL
spectroscopy, but it uses infrared ra-
diation, instead of electrons, to cause
molecular vibrations. Infrared spectros-
copy has an advantage, however: it can
be used both under vacuum conditions
and at high pressures. Researchers at
GM were therefore able to study, at
high and low pressure, how nitric ox-
ide interacts with irregular particles of
rhodium and how it binds to a rho-
dium surface in which the atoms are ar-
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ranged in a hexagonal pattern. Infrared
spectroscopy identiÞed diÝerences in
the vibrations of NO on the two types
of surfaces, proving that surface struc-
ture inßuences bonding and ultimately
the catalytic process.

To study, in even Þner detail, how
surface structure aÝects such reactions
as the dissociation of nitric oxide on
rhodium, chemists have recently begun
to turn to the scanning tunneling micro-
scope. In 1986 Gerd K. Binnig and Hein-
rich Rohrer won the Nobel Prize for in-
venting the device because it revolu-
tionized the study of surface structure.
To produce atomic-scale images of a
surface, a scanning tunneling micro-
scope positions a Þne metal stylus only
a few angstroms above a sample and
then moves the stylus across the sur-
face. The microscope senses electrons
as they pass between the stylus and the
surface. Because the ßow of electrons is
related to the height of the atoms on
the surface, the information can be
translated into images.

Scanning tunneling microscopy is just
beginning to provide insights into how
surface structure inßuences catalysis. It
should permit chemists to identify the
surface structures that optimize the per-
formance of catalysts.

S
urface chemistry has also helped
researchers understand the cat-
alytic process for removing sul-

fur from fossil fuels. Traces of sulfur in
fossil fuels harm the environment in
two ways. First, when fuel is burned in
an engine, some sulfur reacts with air to
form sulfur-oxygen compounds, which
contribute to acid rain. Second, sulfur
sticks to the platinum and rhodium 
in catalytic converters, thereby shutting
down their activity and indirectly in-
creasing the emission of NO and CO.

Sulfur is removed from petrochemi-
cals at reÞneries as crude oil is trans-
formed into such useful hydrocarbons
as octane. Ideally, the desulfurization
process should extract all the sulfur
without destroying the valuable hydro-
carbons. The process therefore requires
a catalyst that encourages desulfuri-
zation but discourages the breakdown 
of pure hydrocarbons. At present, the 
best catalyst for desulfuriza-
tion is a mixture of molyb-
denum, cobalt and sulfur it-
self. Because the material has 
a very complicated structure,
chemists have had diÛculty
Þguring out how petrochemi-
cals interact with the catalyst.
It is not clear whether all com-
ponents of the catalyst are ef-
fective in promoting desulfuri-
zation. For example, one com-

ponent, cobalt sulÞde, is not thought to
be the active catalytic material.

My colleagues and I at Harvard Uni-
versity have investigated the role of mo-
lybdenum in desulfurization. We are in-
terested in the question of how petro-
chemicals interact with molybdenum in
various forms and in combination with
cobalt and sulfur. Our goal is to con-
struct a general model that can be used
to predict the products and rates of re-
actions for all the common sulfur-con-
taining hydrocarbons.

During the past eight years, we for-
mulated such a general model. It de-
scribes how thiols, a major class of sul-
fur-containing petrochemicals, interact
with various molybdenum surfaces. To
be precise, thiols consist of a hydrogen
atom attached to a sulfur atom, which
in turn is bonded to some combination
of carbon and hydrogen. To study the
interaction between thiols and molyb-
denum catalysts, we used crystals of
pure molybdenum so that the atoms
on the surface would form a highly or-
dered pattern. The regular structure lim-
its the number of diÝerent kinds of
sites available for bonding. By introduc-
ing various components to the molyb-
denum surface in a systematic way, we
could then infer the role of each com-
ponent in desulfurization.

Many years ago chemists made an
astonishing discovery about molybde-
num-induced desulfurization. The per-
formance of pure molybdenum is actu-
ally enhanced when it is contaminated
with sulfur, whereas most metals lose
their ability to catalyze reactions when
sulfur bonds to them. To study the role

of surface sulfur, we compared how thi-
ols react on clean molybdenum surfaces
with how they perform on molybdenum
covered with an ordered array of sulfur.
Thiols interact with molybdenum cata-
lysts to produce hydrocarbons, hydro-
gen gas, surface carbon and sulfur. For
example, ethanethiol (CH3(CH2)SH) is
broken down into sulfur and one of two
hydrocarbons: ethane (CH3CH3) and
ethene (CH2CH2). Ideally, the catalyst
should promote only the production of
hydrocarbons and the removal of sul-
fur; it should discourage the synthesis
of surface carbon and hydrogen gas,
which have little value.

The molybdenum surface coated with
sulfur removes sulfur from thiols more
slowly than the clean surface can, but 
at the same time, the sulfur on the mo-
lybdenum surface decreases the rate of 
reactions that lead to undesirable prod-
ucts, thereby increasing the yield of use-
ful hydrocarbons. Indeed, sulfur depos-
ited on a molybdenum surface is bene-
Þcial for the desulfurization not only of
thiols but also of other petrochemicals.

O
ne major objective of our re-
search has been to discover the
important intermediate mole-

cules that are produced as sulfur is re-
moved from thiols using a molybde-
num catalyst. We attempted to identify
the intermediates by applying a combi-

nation of x-ray photoelectron
and HREEL spectroscopies.
Our analysis was complicated
by the fact that thiols consist
of a large number of atoms
and may react with the sur-
face in many diÝerent ways.
Furthermore, the large size of
the reactants made it diÛcult
to interpret spectroscopic re-
sults; molecules composed of
many atoms have many vibra-
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SULFUR-CONTAINING MOLECULE binds to a molybdenum
surface. The orientation of the molecule on the surface
was deduced using electron spectroscopy.

MOLYBDENUM catalyzes a reaction that
removes sulfur from fuels. When a mol-
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tional and electronic states. Neverthe-
less, we were able to distinguish sever-
al of the steps in desulfurization of thi-
ols on molybdenum.

A detailed analysis of spectroscop-
ic data can reveal the identity of an in-
termediate molecule on the surface.
The data can also provide information
about how the bonds within an inter-
mediate change as the molecule inter-
acts with the surface. In some cases, we
can even deduce the orientation of the
intermediates from spectroscopic stud-
ies. Such structural information is ex-
ceedingly important in creating theo-
retical models of the bonding of thiols
and their associated intermediates to
surfaces. Infrared spectroscopy is par-
ticularly versatile as a structural probe
because the vibrations within a mole-
cule that are detected in an infrared ex-
periment are sensitive to the symmetry
of the molecule.

Such successes have encouraged sur-
face chemists to extend their experi-
mental reach by inventing additional
tools for determining molecular struc-
ture on surfaces. Moreover, this eÝort is
one of the frontiers in surface chemis-
try. Several of the emerging techniques
require radiation from a huge electron
accelerator known as a synchrotron. By
accelerating electrons around a circu-
lar track to speeds approaching that of
light, a synchrotron can generate pow-
erful beams of x-rays and other kinds
of radiation. To utilize the x-ray beam
for spectroscopy, researchers must de-
sign their experiments and measure-
ment apparatus so that they interface
with the x-ray source.

During the past few years, we have
used synchrotron, infrared and other
techniques to Þgure out what the stag-
es of the desulfurization are and what
steps are crucial in setting the overall
rate of the reaction. The Þrst step is the

cleavage of the sulfur-hydrogen bond.
We found that this step occurs very
rapidly and is favored because both
sulfur and hydrogen form strong bonds
to the molybdenum surface. In sub-
sequent steps, the carbon-sulfur bond
must break, and one carbon-hydrogen
bond is either formed or broken to yield
the hydrocarbon products from the thi-
ol. For example, ethanethiol bonds to
the catalyst, breaking the sulfur-hydro-
gen bond and becoming ethyl thiolate
(CH3(CH2)S). The carbon-sulfur bond is
broken next. Finally, the formation of a
carbon-hydrogen bond yields ethane,
whereas the breaking of such a bond
leads to ethene.

The intermediates that form as ethyl
thiolate becomes ethane or ethene are
too short-lived to be detected by means
of surface spectroscopy. Therefore, indi-
rect probes must be used. These probes
indicate that the breaking of the car-
bon-sulfur bond is the rate-limiting step
in the desulfurization of ethyl thiolate.
More important, we have found evi-
dence that for any thiol molecule, the
strength of the carbon-sulfur bond de-
termines the overall rate of the desul-
furization reaction.

By using our general model and in-
formation about the strength of the
carbon-sulfur bond, we have been able
to predict the rates of reaction and 
the types of products formed during
the desulfurization of thiols on mo-
lybdenum surfaces. Surface-bound car-
bon and gaseous hydrogenÑthe unde-
sirable productsÑare formed at a rate
that depends largely on whether a car-
bon-hydrogen bond can be broken be-
fore the breaking of the carbon-sulfur
bond. According to fundamental prin-
ciples of chemistry, therefore, the frac-
tion of thiol intermediates that lead 
to useful hydrocarbons is proportion-
al to the rate of carbon-sulfur bond

breaking relative to the rate of carbon-
hydrogen bond breaking. Hence, we pre-
dicted that thiols with low carbon-sul-
fur bond strengthsÑthat is, high rates
of bond breakingÑwould yield a large
fraction of hydrocarbons. This conclu-
sion has been borne out by all our 
experiments.

The desulfurization of fossil fuels, the
removal of nitric oxide from car exhaust
and the synthesis of ammonia are just
three of the many areas that have ben-
eÞted from surface chemistry. Yet re-
searchers need to continue to make
technological and conceptual advances
if we are truly to understand how sur-
faces inßuence the bonding and struc-
ture of complex intermediates. The next
decade promises major advances in ex-
perimental and theoretical methods
that should give a tremendous boost to
our knowledge of the complicated cat-
alytic reactions that occur on surfaces.
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I
t was a sunny spring afternoon,
and I was lying on my stomach
peering into one of the myriad tide

pools that dot a vast stretch of salt
marsh along the southern shore of the
Saint Lawrence estuary. Concentrating
on my observations, I did not hear the
approach of a local resident, who sud-
denly appeared beside me. Apart from
the two of us, there was no one for
miles around. In the distinctive Qu�-
bec French of the region, he queried,
ÒQuÕest-ce que tu fais l�? Ó I replied, ÒJe
regarde les poissons.Ó The poor man
beat a hasty retreat, no doubt wonder-
ing what this crazy ÒAnglaisÓ was doing
watching inedible Þsh by himself in the
middle of a mosquito-infested marsh.

The subject of my curiosity was the
three-spine stickleback, Gasterosteus

aculeatus, a small temperate-zone Þsh
about the length of oneÕs middle Þnger.
The name comes from the three sharp
dorsal spines that help to protect the
Þsh from its numerous predators.

Although the Þsh may seem rather in-
signiÞcant to the casual observer, they
are in fact a source of endless fascina-
tion to behavioral ecologists. Older read-
ers of this magazine may have read an
article by Nobel PrizeÐwinner Nikolaas

Tinbergen [see ÒThe Curious Behavior
of the Stickleback,Ó by N. Tinbergen;
SCIENTIFIC AMERICAN, December 1952].
He described how males establish terri-
tories, build nests and court females to
obtain eggs. As a boy, Tinbergen had
watched sticklebacks in the streams of
his native Holland, often bringing them
home in jam jars. After becoming a lec-
turer at the University of Leiden, Tin-
bergen decided to use the Þsh in lab-
oratory experiments. In his words: ÒI
soon discovered that in choosing these
former pets I had struck oil.Ó

After studying this little Þsh for some
15 years, I now know what the great
ethologist meant. The sticklebackÕs be-
havior is much richer than simple stim-
ulus and response. Females choose a
male based on a variety of visual cues,
such as his color and the quality of his
nest site. Some males are cuckholders,
fertilizing the eggs in another maleÕs
nest. Females themselves are more than
just egg layers; they try to enhance their
reproductive success by eating the eggs
of other females. Such complex behav-
ior, coloration, widespread distribution
throughout the world and ease of study
in the laboratory and in the Þeld make
the stickleback an excellent creature by
which to determine how various behav-
iors and physical characteristics enable
an animal to adapt to its surroundings.
The reproductive behavior of the stick-
leback oÝers an ideal testing ground
for concepts in adaptive evolution and
sexual selection.

Several events inspired me to follow
Tinbergen and others in deciding to
concentrate my research on three-spine
sticklebacks. When I collected nests in
tide pools, I found wide variation in the
number of eggs in the nests. Females
were apparently rejecting some suitors.
I noticed that after being courted by
some males and entering their nests,
females frequently backed out. Short-

ly thereafter, the same females often
spawned with a rival male. Furthermore,
I discovered additional behavior pat-
terns that had not been previously re-
ported by laboratory scientists. Clearly,
stickleback reproductive behavior was
more complex than the earlier labora-
tory experiments suggested.

Like most young Ph.D. ethologists in
the mid-1970s, I was inßuenced by the
intellectual revolution sweeping the Þeld
of animal behavior. Many researchers
were switching from studies on the
proximate basis of behavior, in which
the stickleback played a key role, to
studies on ultimate explanations of be-
havior. How does a behavior pattern
contribute to survival value and Þtness?
I began work on the three-spine stick-
leback to address questions about the
adaptive signiÞcance of its behavior.

M
any of the new insights about
stickleback behavior arose be-
cause of Þeld studies conduct-

ed during the past 15 years. Most work
had been done in the laboratory, and
whether those Þndings applied to Þeld
observations had been debatable. When
I was a doctoral student under the su-
pervision of Miles H. A. Keenleyside at
the University of Western Ontario, I had
studied the parental behavior of tropical
Þshes in the laboratory. I was frequent-
ly bothered by questions about the rel-
evance of my laboratory Þndings. I had
had no opportunity to observe my study
animal in the Þeld. Not surprisingly, I
desperately wanted to watch the Þsh in
their natural habitat.

Shortly after I began my career at 
Laval University in 1976, one of my 
colleagues told me that large numbers
of sticklebacks were breeding in a salt
marsh near Isle Verte, only a few hoursÕ
drive east of Qu�bec City. This site
proved to be a superb natural labora-
tory. It contains hundreds of shallow,
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luring intruders away and cannibalizing another’s eggs

by Gerard J. FitzGerald

Copyright 1993 Scientific American, Inc.



brackish tide pools, and its only Þsh are
three species of sticklebacks. Best of all,
the Þsh are easy to see and to catch, al-
lowing observations of undisturbed be-
havior and manipulative experiments in
the Þeld.

The sticklebacks enter the Isle Verte
marsh in early spring, soon after the
ice melts. With the spring tides, shoals
of up to 1,000 individuals move from
their oÝshore overwintering areas in
the Saint Lawrence estuary to breed in
the pools. After the tides recede, the
Þsh are trapped in the pools until the
next ßooding, usually some two or three
weeks later. The young of that year and
any surviving adults must return to the
estuary with an outgoing ßood before
the pools freeze in November.

Not long after their arrival at the
breeding grounds, the males separate
from the shoals and compete to estab-
lish territories in the tide pools. Inside
the territory the male builds a mound
by cementing a mix of sand, mud, Þla-
mentous algae or small pieces of dead
vegetation together with a glue secret-
ed from its kidney. Next it bores a tun-
nel by wriggling through this mound of
material. The tunnel is the nest.

After constructing the nest, the male,
now sporting its nuptial coloration of a
bright, red body and blue eyes, is ready
to court females, which are a shiny sil-
ver color. The male attracts the female
with what might be the most famous
courtship dance in ethology. He swims
in a series of zigzags: Þrst a sideways
lunge toward her, then one away from
her. If suÛciently enchanted, the fe-
male follows the male as he turns and

swims rapidly toward the nest. There
the male Þrst makes a series of rapid
thrusts with his snout into the entrance
before turning on his side and raising
his dorsal spines. Next the female pro-
pels herself forward into the nest with
strong tail beats.

After the female enters the nest, the
male prods her at the base of the tail,
an action that causes her to lay eggs. A
fecund female may produce up to 800
eggs, although the average clutch is
about 350 eggs. As soon as the eggs are
laid, she leaves the nest. The male then
quickly enters to fertilize the eggs. The
entire process takes only about a min-
ute. He then chases the female away
and begins hunting for new mates. The
male also guards the eggs and venti-
lates them with the movements of his
pectoral Þns. Without ventilation, the
eggs will quickly suÝocate. Males also
remove any dead or diseased eggs they
Þnd by eating them. A maleÕs other
main responsibility is to defend the
eggs against predators, which at Isle
Verte are other sticklebacks.

After the eggs hatch (about a week
after fertilization), the fathers guard
the free-swimming fry. The males care
for them for up to two weeks, chasing
oÝ any intruder that comes too close
and swimming after any young that
stray too far from the school. Errant fry
are taken into the mouth and spit back
into the school. The fry remain togeth-
er in a school until they leave the pools
at about 45 days of age.

Only about half to two thirds of the
males that enter the marsh at Isle Verte
are able to obtain a territory. The ability

MALE STICKLEBACK, in full nuptial col-
oration, drives away a gravid female
from his territory. Males may attack fe-
males that do not immediately respond
to their courtship dance.
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to establish and defend a nesting area
clearly contributes to a maleÕs repro-
ductive success. In many species, big-
ger males are better Þghters, so we 
suspected that body size might play 
a role in competition for territories. Be-
cause Þsh keep growing throughout
their lives, body size and age are close-
ly correlated. We discovered that gener-
ally the larger, two-year-old males se-
cure more of the territories than the
smaller, one-year-olds.

P
ossessing territory, however, does
not guarantee reproductive suc-
cess. Some males get many more

eggs than others. Most males receive
only a single clutch, whereas some Òsu-
perstudsÓ receive up to 10 clutches.
Furthermore, I always found a sizable
proportion of empty nests, indicating
that no female had spawned with their
owners.

Why are so many males unable to at-
tract females to spawn in their nests?
The answer depends on how females
select mates. The picture of stickleback
sexual behavior that I have drawn sug-
gests that it is purely instinctive and au-
tomatic. This ÒtextbookÓ account, while
accurate for situations where a single
male and female are put together in a
tank, is incomplete. It implies that the

sexes work in harmony to reproduce. It
assumes that any healthy, sexually mo-
tivated male in nuptial coloration is at-
tractive to the female and that any
nonred Þsh with a swollen belly is at-
tractive to the male. (Tinbergen had de-
scribed how a male patrolling its terri-
tory would court another male if it were
swollen with food and hence resembled
a female.) The classic ethological view-
point is that the stickleback responds
to a Òsign stimulus,Ó that is, to a few
characteristics of an object rather than
to the object as a whole. The redness
of the Þsh counts, not the Þsh itself.

But the stickleback is much more 
sophisticated than classic thinking 
suggests. Automatic responses simply
would not be able to cope with the many
complexities females face in choosing a
mate. In a tide pool of 30 square meters,
there may be 30 or more males nesting.
The female must leave her precious eggs
in the nest of only one of these males.
Then it is he alone who will attempt to
raise her young. A bad decision may re-
sult in the loss of her entire seasonÕs re-
productive eÝort. Ideally, a female will
choose a male that is likely to escape
predation by birds, is healthy enough to
undergo the rigors of parental care and
is aggressive or skillful enough to de-
fend her young from predation.

A female could base her choice on
several possibilitiesÑfor instance, the
size of the male, some aspect of the
maleÕs behavior or the nest site. Unlike
the case for many other animals, size
seems to matter little to female stickle-
backs at Isle Verte. When Laval gradu-
ate students France Dufresne and Simon
Lachance and I compared the mating
success of the two groups by counting
eggs in nests, we found no diÝerence
in mating success between large and
small males. Laboratory work by Laval
postdoctoral fellow Mich�le de Fraipont
also revealed that females showed no
preference for size.

These observations contradict Þnd-
ings from other stickleback populations.
For instance, William J. Rowland of Indi-
ana University had found that females
prefer to spend time near bigger mod-
els of male sticklebacks. Other stud-
ies found that in many populations, the
nests of larger males generally harbored
more eggs. Investigators are currently
trying to determine the conditions un-
der which females use size as a criterion
in mate choice. At Isle Verte, they clear-
ly base their selection on other factors.

Another criterion that females might
use is the maleÕs red nuptial colora-
tion. Manfred Milinski and Theo C. M.
Bakker of the University of Bern report-

REPRODUCTIVE BEHAVIORS of sticklebacks are diverse. Fe-
males at the Isle Verte marsh seem to choose a male based
on the nest site, preferring nests hidden in cover (a). The
male will dance in a zigzag fashion (b), enticing the female to
lay eggs in his nest. Females try to increase their reproduc-

tive success by raiding nests and cannibalizing the eggs com-
petitors may have laid (c ). Males unsuccessful in establishing
a nest site or in courting a female may resort to cuckholding
(d ). They drop their colors and sneak into another maleÕs nest,
inseminating the eggs present there.

a

b

c

d
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ed that female sticklebacks preferred
the redder of two males when given a
choice in the laboratory. Milinski and
Bakker argued that females preferred
the more brightly colored male because
the intensity indicated that he harbored
few parasites and was in better physical
condition than the duller male. When
Milinski and Bakker experimentally in-
fected some brightly colored males with
parasites in the laboratory, the Þsh be-
came less intensely colored, lost body
mass and consequently became less at-
tractive to females.

The coloration may also correlate
with the maleÕs feeding abilities. The
red comes from substances called ca-
rotenoids. Sticklebacks cannot man-
ufacture these compounds; they must
procure them from certain foods. If
these foods are scarce, only the best for-
agers will be red. Thus, an intense nup-
tial coloration would indicate to the fe-
male that the male is in good physical
condition.

B
ut Þndings in the laboratory may
not apply under natural condi-
tions. We suspected that bright

coloration might make the males in 
the tide pools unattractive to females.
Brightly colored males could be more
vulnerable than dull ones to bird pred-
ators such as herons and gulls, which
are common at our site. Some years ago
Frederick G. Whoriskey, now at McGill
University, and I estimated that approx-
imately 30 percent of all adult stickle-
backs entering the marsh were killed by
birds. Most of these victims were males.

To see if Isle Verte females preferred
to spawn with the most brightly colored
males, Laval graduate students Marc
Fournier and Julie Morrissette and I
evaluated the degree of nuptial colora-
tion and then counted the numbers of
eggs in the nests of 100 randomly cho-
sen males. For the most extensively col-
ored malesÑscarlet red from the tip 
of the snout to the anal poreÑ82 per-
cent of the nests harbored eggs. Only
57 percent of the nests of the less col-
orful males had eggs. Furthermore, the
bright males received about three times
as many eggs as their duller rivals.

These Þeld results seem to conÞrm
the Swiss laboratory Þndings. But in
behavioral studies, things are rarely as
simple as they appear. Although the
brightest males obtain the most eggs,
the Isle Verte females apparently do not
actually select these males because of
their redness. In laboratory tests we dis-
covered that, unlike the Swiss stickle-
backs, Qu�bec females showed no pref-
erence for the brighter of two males.

Another reason must exist to explain
why the most brightly colored males

procure the most eggs. Perhaps these
males are those with the best nest sites.
In the tide pools, some males nest in the
open areas toward the center, whereas
other males nest closer to the banks.
These latter nests are often well hidden
in a layer of Þlamentous green algae.

When we studied the characteristics
of the nest site, we found that the best
predictor of a maleÕs mating success
was the degree of cover around his
nestÑthe more cover, the more eggs.
We also found a strong positive corre-
lation between a maleÕs coloration and
the amount of algal cover around his
nest. Taken together, our laboratory and
Þeld results suggest that females prefer
certain males because they nest in cov-
er and not necessarily because they are
more brightly colored than others. It is
likely that males nesting in algal cover
are less likely to be captured by birds

than males that have nests in the open.
Nests in cover are also more likely to
go undetected by raiding sticklebacks.
Support for this hypothesis came from
R. Craig Sargent, then at the State Uni-
versity of New York at Stony Brook. He
found that males with hidden nests
mated more frequently and were more
likely to hatch their eggs than males
nesting in the open.

The hypothesis would also explain
our previous laboratory Þnding that fe-
males did not discriminate based on
color. The nest sites in the laboratory
were similar, so females may have been
indiÝerent to the males themselves.

If, for Isle Verte sticklebacks, nest
sites are more important than physi-
cal characteristics, why should a male 
Þsh be red? Using sticklebacks from the
Netherlands, Bakker showed a strong
link between the brightness of the
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DISTRACTION DISPLAY is a tactic a male may use to protect his nest from raiding
females (top). The guardian male swims away from the nest, poking his snout into
the ground several times (middle). This action resembles a feeding movement that
lures the attacking females away from the nest (bottom ).
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maleÕs nuptial coloration and his abili-
ty to dominate other males. It may be
that the brightest males have an advan-
tage in competition for the best nest
sites at Isle Verte.

Although a female may choose to
spawn in a given maleÕs nest, she actual-
ly has no control over which male fertil-
izes her eggs. A rival male may fertilize
some or all of her eggs before the male
that guards the nest does so. The inter-
lopers are called ÒsneakersÓ because of
their deceptive ways. When they see a
territorial male courting a female, they
drop their red coloration and become

much drabber, more like a female. This
metamorphosis enables them to ap-
proach the nest without eliciting the
residentÕs attacks. When close enough,
the sneakers dart into the nest and re-
lease sperm over the eggs.

Using genetic testing, Urs K�hnlein
of McGill, Laval graduate student Ciro
Rico and I found that about 20 percent
of the nests at Isle Verte contain eggs
that had been fertilized by sneakers. In
some cases, several males besides the
guardian had fertilized the eggs.

Any male is a potential sneaker, but
most sneaking is done by the younger,

nonterritorial males. These males may
also have a specialized adaptation for
sneaking. Helga Guderley, also of Laval,
de Fraipont and I recently discovered
that younger males produce more sper-
matozoids and have more mobile sperm
than the older males. Although we have
no direct evidence, we think the sperm
of a younger male may fertilize more
eggs than those of an older male. Such
sperm competition would occur if both
males release sperm over the eggs with-
in a short period.

Another way sticklebacks increase
their reproductive prowess is by eating
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FEMME FATALE EFFECT refers to the early death of males
housed with females of their own species. Males survive long-
er if they are alone or with other types of Þsh.

NUPTIAL COLORATION may aid in courting females. The
most brightly colored males received substantially more eggs
from females than did their duller rivals.

MATING SUCCESS varies greatly among males that have built
nests. More than one third did not receive any eggs; others
received many clutches. An average clutch is about 350 eggs.
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the eggs of competitors. Since the ear-
ly 1950s, Þsh ecologists have report-
ed Þnding stickleback eggs in the stom-
achs of male sticklebacks. Cannibal-
ism had been explained by the fact that
males had fewer foraging opportuni-
ties than females did because of the
need to remain near the young. Conse-
quently, the males would eat some of
their own eggs or steal them from ri-
val males.

Yet the sticklebacks at Isle Verte pre-
sented a new conundrum. The females
there are ferocious egg cannibals. In
groups ranging from two to several hun-
dred, they seek out nests and destroy all
the eggs therein. We were perplexed to
Þnd so many cannibals in the tide pools
because alternative food suppliesÑzoo-
plankton and benthic invertebratesÑare
abundant. In addition, female three-
spine sticklebacks generally ignored the
eggs of the other stickleback species, a
fact that piqued my curiosity.

I suspected that cannibalism, at least
by the females, must occur for a reason
other than nutrition. Of course, females
do obtain a nourishing meal. But an al-
ternative evolutionary hypothesis oc-
curred to me after reading a study of
infanticide in lions. After taking over 
a pride, a male lion kills any cubs he
Þnds. The loss of cubs quickly brings
the lionesses into heat, allowing the
new male to impregnate them.

I reasoned that something similar
might be occurring in the tide pools.
Because male sticklebacks are the sole
caregivers and because so many males
appeared unacceptable to the females,
I suspected that female sticklebacks
might be competing for high-quality
males. Whoriskey and I collaborated
with William L. Vickery of the Universi-
ty of Qu�bec to develop a mathemati-
cal model to explain female cannibal-
ism. We assumed that the females kill a
maleÕs young in order to spawn with
him at a later time. Any nutritional ad-
vantages are secondary.

Our model had two main predictions.
First, females should spawn in nests
with few eggs rather than in nests with
many eggs. This hypothesis was based
on work by Stephane Reebs, then an un-
dergraduate student in my laboratory,
who found that eggs laid in crowded
nests had a low hatching rate. Recently
my graduate student Jean-Claude Belles-
Isles conÞrmed this Þnding. In the lab-
oratory, he gave females a choice of
spawning in nests containing one clutch
of eggs or several clutches of eggs. They
preferred to spawn in the nests with
the fewest eggs.

A second prediction of the model
was that females should not eat their
own eggs and that they should spawn

with males whose nests they had pre-
viously raided. This was veriÞed by Na-
thalie van Havre and me in laboratory
experiments. We also found that those
females that had initiated the raids were
the ones most likely to spawn when the
males rebuilt their nests. Although sev-
eral details of the model still need to be
worked out, overall it gives a good ac-
count of why female three-spine stick-
lebacks are so cannibalistic.

G
iven the great risk presented by
females to the eggs, we won-
dered whether the males have

countertactics to minimize their egg
losses. Indeed, they do. Males can usu-
ally repel attacks by one or even sever-
al females by vigorous bites, chases
and threatening displays. But when fe-
males attack in larger groups, the male
must resort to more subtle means to
save his eggs. Like some species of birds
that pretend to have broken wings to
lure predators away from their nests,
male three-spine sticklebacks use a de-
coy display. The male tricks the raiders
away from his nest by ÒpromisesÓ of
food elsewhere. He rolls on his side,
swims up into the water column and
out of his territory. He then pokes his
snout into the substrate well away from
his nest. This erratic swimming and
snout poking closely resembles a feed-
ing movement and is often suÛcient to
lure the raiders away from the nest.

Another tactic males employ to pro-
tect their eggs is to bury the nests with
sand during the daytime. Nest burying,
however, has a cost: the eggs may suÝo-
cate. Thus far we have seen nest burying
only in the laboratory, where the sand is
usually not as tightly packed as it is in
the Þeld. The behavior may be limited
to populations with coarse substrates.

Males may also minimize the risk to
any eggs by practicing Òsafe sexÓÑthat
is, courting mates only under a speciÞc
condition. Experiments by Belles-Isles,
Dane Cloutier and I showed that males
court solitary females. They remain im-
mobile when groups of females are
cruising near their nests. Not surpris-
ingly, only the males that take mating
precautions hatch any eggs.

Because they raid nests, female stick-
lebacks represent the greatest source of
stress for the males (apart from birds).
Males never seem to become accus-
tomed, or habituated, to the presence of
females. Except when engaging in sexual
behavior, males always attack any fe-
male that crosses their territorial bound-
ary. In contrast, territorial males rapid-
ly habituate to the presence of males in
adjacent territories. This tolerance to-
ward known enemies has been called
the Òdear enemy eÝectÓ by Harvard

University sociobiologist E. O. Wilson.
The stress has a so-called femme fa-

tale eÝect on the male. The mere pres-
ence of females seems to shorten the
life span of the male. De Fraipont, Gud-
erley and I found that males kept in
view of females through a glass parti-
tion died much sooner than males kept
alone or with other stickleback species.

T
o those of us who spend warm
spring days studying sticklebacks,
these alluring animals always

present a source of immense pleasure.
But I am also asked whether stickle-
backs have any practical importance. My
usual answer is that they play a key role
in the ecosystem because of their great
abundance. They are an important for-
age food for bird and Þsh predators.

Not everyone shares my love of stick-
lebacks. Recently some concerned sport
Þshery managers complained that their
lakes were ÒinfestedÓ with an intro-
duced population of sticklebacks. They
asked me to conduct a study to see
whether the sticklebacks were compet-
ing for food with the indigenous brook
char, an important sport Þsh. Although
plentiful, the sticklebacks were feeding
on a diÝerent prey. In fact, the stickle-
backs were a food source for the char.
The problem for Þshermen is that the
char are not responsive to lures if stick-
lebacks are abundant.

Regardless of their economic role,
sticklebacks are exquisite models for
studies of the adaptive signiÞcance of
behavior. Still, many questions about
their biology remain. Do territorial
males have tactics to minimize sneak-
ing? Does it matter to the females who
really fertilizes their eggs, as long as a
good parent takes care of them? What
physiological mechanism causes the
maleÕs shortened life span in the femme
fatale eÝect? These little Þsh will un-
doubtedly continue to fascinate biolo-
gists for many years to come.
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S
ome pathogens, such as those that
cause cholera, smallpox, tubercu-
losis, malaria and AIDS, have quite

severe eÝects. Others rarely inßict any
damage beyond a cold or a sore throat.
Recent studies suggest there are several
evolutionary reasons for these varying
levels of virulence. They include a path-
ogenÕs mode of transmission as well as
its ability to survive outside a host or-
ganism for long periods. Human be-
havior may also play a signiÞcant, large-
ly unrecognized role in the evolution of
pathogens because it often determines
the route and timing of transmission.

Understanding the forces that shape
changes in virulence could become a
powerful tool for medicine. By exam-
ining these variables, evolutionary bi-
ologists have already been able to pre-
dict patterns of morbidity and mortality 
in several diseasesÑincluding cholera,
dysentery and AIDS. Using such an ap-
proach, medical scientists may be able
to anticipate alternative evolutionary
courses of pathogens and to tailor treat-
ment and social behavior accordingly.
They might even be able to transform
virulent adversaries into mild ones.

Until recently, the understanding of
how virulence evolves has generally
been limited to one view. Most physi-
cians and medical writers have conclud-
ed, unjustiÞably, that the evolution of

host-parasite relations ultimately leads
to benign coexistence. Their opinion is
based on the idea that parasites that do
not harm their hosts have the best long-
term chance of survival: they thrive be-
cause their hosts thrive.

Some biologists, however, have ar-
rived at a diÝerent conclusion. Evolu-
tionary theory holds that what is best
for a species may diÝer from what is
best for its component individuals and
that what is best for these individuals
is deÞned by which genes are passed
along most successfully. Even if a path-
ogen reproduces so extensively that it
causes its host to become gravely sick,
its host-impairing instructions may still
win out over the less damaging in-
structions of a less aggressive competi-
tor. The more virulent pathogen would
achieve this success if its increased rep-
lication led to a level of transmission
into new hosts that exceeded the loss of
transmission resulting from the hostÕs
illness or death. In this scenario, the 
extinction of the host may eventually
cause the demise of any pathogen that
relies exclusively on one host. But the
possibility of extinction does not inhibit
the spread of the more virulent genes
within the population of pathogens.

This perspective suggests that a par-
asiteÕs virulence may reßect its mode
of transmission. If the illness of a host
impairs transmission, evolutionary bi-
ologists would predict that parasites
would evolve to have milder eÝects. In
contrast, if the hostÕs disability does not
inhibit transmission, pathogens could
gain a competitive advantage by repro-
ducing more rapidly.

Consider, for instance, a pathogen
that relies on the mobility of its host.
Rhinoviruses, causes of the common
cold, reproduce in the cells that line the
nasal passages. The viruses are shed in
nasal secretions that trickle out as a
runny nose or blast out during a sneeze.
A personÕs Þnger may wipe away the
mucus and may then touch the Þngers
of another person in the course of a
handshake or by way of a borrowed
pencil. The exposed individual may lat-
er touch Þngers to nose or inhale the
contaminated air, planting rhinoviruses
on fertile ground.

W
hichever route is taken, the
ability of the host to move is
critical. If the pathogen repro-

duces so extensively that the host is too
unwell to leave home, thousands of rhi-
noviruses shed that day will die of ex-
posure. A few might squeak by if they
infect a family member, but such trans-
mission could hardly be considered a
great accomplishment, especially if the
new host also becomes bedridden. For
rhinoviruses, a personÕs movement im-
proves prospects for transmission. Ac-
cordingly, rhinovirus replication is re-
stricted to cells scattered in a sea of un-
infected nasal mucosa, and virulence
remains slight.
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The Evolution of Virulence
Human behavior appears to influence whether pathogens

evolve into benign or harmful forms. Health policy
should therefore include evolutionary considerations

by Paul W. Ewald

UNPROTECTED WATERS, including wells
(above) and rivers, such as the Yamuna in
India (right), have been infamous dissem-
inators of disease. PuriÞcation limits the
spread of infection. It also may provide
an unrecognized beneÞt: it may force
pathogens to evolve into mild forms.
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The opposite can occur when path-
ogens are transported by a vector, an
organism that transmits an infectious
agent. If a mosquito-borne pathogen re-
produces so extensively that the host
becomes immobilized, the pathogen can
still pass along its genes. The vector
transports pathogens from the incapac-
itated host to susceptible individuals.
Transmission can even be facilitated

when hosts are sick because they are
then less able to prevent mosquitoes
from biting. (Pathogens tend to treat
their vectors kindly: a delirious mosqui-
to could not eÝectively shuttle malaria-
causing organisms to new hosts.)

Extensive multiplication and distribu-
tion in the vertebrate host are beneÞ-
cial to those pathogens traveling by vec-
tor. Such agents tend to reach higher

densities than less noxious pathogens
do, increasing the probability that a bit-
ing insect will obtain an infective dose.
Without systemic spread, a mosquito or
another carrier would pick up the path-
ogen only if it bit near the site of the
bite that originally infected the host.

Medical literature provides ample evi-
dence of these trends. Pathogens that
are transmitted by biting arthropods
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are especially damaging to humans: they
tend to cause death more frequently
than do pathogens that are transmitted
directly [see illustration on page 90]. The
severity of diseases such as malaria,
yellow fever, typhus and sleeping sick-
ness can thus be explained as an evolu-
tionary consequence of vector-borne
transmission.

But there are exceptions to this rule.
Some directly transmitted pathogensÑ
including the smallpox virus and the tu-
berculosis bacteriumÑcan often be le-
thal. One possible explanation for their
virulence is the sit-and-wait hypothe-
sis. A pathogen can be passed from an
incapacitated host to a susceptible host
in two ways. As already described, it
can be transported by something that
travels, such as an insect. Alternatively,
if the pathogen is able to survive in the 
external environment for an extended
time, it can just sit and wait for a host
to happen along. Like their vector-borne
counterparts, such enduring pathogens
beneÞt from extensive multiplication in-
side their hosts, while losing little from
the ensuing immobilization of their
hosts. According to this argument, sit-
and-wait pathogens would be particu-
larly virulent.

Indeed, pathogens that are able to
survive for long periods in the external
environment are often more injurious.
This trend was recently documented in
a study of human respiratory pathogens
I conducted with one of my students,

Bruno Walther. Infectious agents that
survive for weeks or years in the envi-
ronment tend to cause death most fre-
quently: for example, smallpox kills one
in 10 people, and the virus that causes it
can persist for more than a decade out-
side a host. The pathogens giving rise
to tuberculosis and diphtheria can also
live externally for weeks to months and
are correspondingly noxious. Most other
pathogens tend to survive for only hours
or days without hosts; they tend to be
less destructive, causing death in fewer
than one in 10,000 infected people.

H
uman behavior may also aÝect
virulence. As the emergence of
antibiotic resistance shows, path-

ogens can evolve quickly in response to
human interference. But modiÞcation of
pathogens by people is not limited to
the introduction of medical treatments.
Some activities create cultural vectorsÑ
amalgams of culture, human behavior
and the physical environment that al-
low pathogens to be transmitted from
immobilized, infectious hosts to sus-
ceptible individuals.

For instance, the virulence of diar-
rheal pathogens should reßect their
tendency to be eÝectively transmitted
through drinking-water systems. Like
pathogens transmitted by insects, those
spread by water may have little to lose
from the immobility of their hosts. A
sick person can release infectious agents
onto bed sheets or clothing that will be

washed. If the contaminated washing
water can reach unprotected drinking
water, even an immobilized person with
diarrhea can infect many others. I con-
ducted a review of the literature on
bacterial diarrheal diseases and found
just such a correlation between water-
borne transmission and mortality. The
evidence supports the idea that such
transmission leads to an increase in
virulence. The severity of typhoid fever,
cholera and the most dangerous forms
of dysentery can therefore be explained
as the evolutionary result of waterborne
transmission.

It follows, then, that if transmission
by water confers an advantage to highly
virulent bacteria, the introduction of un-
contaminated drinking supplies should
reduce virulence, because pathogens
would not gain much beneÞt by repro-
ducing rapidly. In fact, this trend has
been documented. As water supplies
were puriÞed in cholera-endemic re-
gions in India during the 1950s and
1960s, the milder agent of cholera, the
El Tor type of Vibrio cholerae, displaced
the more dangerous form, classical V.

cholerae. In Bangladesh, however, where
the war of independence and extensive
socioeconomic diÛculties have delayed
water puriÞcation, classical V. cholerae

persists.
The three causes of bacillary dysen-

tery have experienced similar transi-
tions. In all countries with detailed rec-
ords, the most virulent bacteria, Shi-

gella dysenteriae, virtually disappeared 
as major improvements in water puri-
Þcation were regionally enacted, while 
the moderately virulent S. ßexneri pre-
dominated. As these improvements pro-
gressed toward complete puriÞcation, S.

ßexneri was replaced by the mildest spe-
cies, S. sonnei. In the same regions the
agent of typhoid fever, Salmonella ty-

phi, has also been replaced by the less
debilitating species of Salmonella.

Hospitals may generate another form
of cultural vector. Attendants inadver-
tently carry pathogens on their hands
from patient to patient. They do so by
direct contact or indirectly through the
use of equipment. As with transmis-
sion by arthropods or water, attendant-
borne transmission could promote vir-
ulent genotypes of pathogensÑagain
because extensive replication in the in-
fected host would enhance the infection
of new hosts.

In such settings, newborn infants
would be at risk of being infected by at-
tendants. From the pathogenÕs point of
view, a neonate is very diÝerent from a
nurse. Neonates are highly vulnerable
because they lack the acquired immu-
nity of adults. A nurse typically touches
each baby about 20 times a day and at-
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PATHOGENS that are most frequently transported by water systems, such as clas-
sical Vibrio cholerae, are more virulent than those that are not, such as nontyphoid
Salmonella. A waterway contaminated by wash or sewage can serve as a cultural
vector, a transporter of pathogens that is created by human behavior.  
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tends very ill babies more frequently. In-
tense diarrhea should facilitate trans-
mission by attendants given that it is
easier to avoid a well-formed stool than
a diÝuse fecal Þlm. In addition, hospital
strains of diarrhea-causing pathogens
may persist and sometimes multiply,
even after standard washing with disin-
fectants. Contaminated hands may ac-
cidentally touch objects before hand
washing; these contaminated items can
then recontaminate hands after washing.

Reports describing outbreaks of a
common inhabitant of the human in-
testine, Escherichia coli, support this
argument. When outbreaks of patho-
genic E. coli were over in a week or so,
few infected babies died. But in plac-
es where the incidents continued for
weeks to months, about one of every

10 infected babies died [see illustration

on opposite page]. At Þrst glance, the
association between lethality and the
duration of outbreak may appear to be
the result of poor hygiene, not of evo-
lutionary forces. Hospitals that put less
effort into curbing outbreaks might put
less eÝort into cleanliness and therefore
might have had more severe infections
because patients received larger doses
of the pathogen.

The details of the outbreaks, however,
are inconsistent with such an interpre-
tation. To quell the attacks of E. coli and
other bacteria, hospital staÝ usually ex-
tensively disinfected the facility and the
hands of attendants. During these cam-
paigns, it stands to reason that the dos-
es of E. coli must have been drastically
reduced. Yet damaging infections per-

sisted. The ability of pathogens to cause
severe illness in the presence of such im-
provements in sanitation suggests that
their virulence, rather than increased
contamination, was to blame. To extin-
guish such ongoing outbreaks, the staÝ
frequently closed the aÝected wards
and doused them with disinfectants. 

About one of every 20 hospitalized
patients in the U.S. acquires an infection
before leaving the hospital. The annual
total approaches four million infections
and thousands of deaths. Despite the
magnitude of this problem, the possibil-
ity that attendant-borne transmission
heightens virulence remains untestedÑ
except in the case of E. coli. Long-term
studies that monitor frequencies of in-
fection as attendant-borne transmis-
sion is suppressed need to be broad-
ened to determine whether this inter-
vention reduces virulence.

If an evolutionary understanding of
virulence could help resolve vexing
medical problems, its application to
HIV would be extremely timely. Some
10 million people are infected with
HIV, and one million have symptoms
of AIDS or have already succumbed to
it. By examining the conditions that in-
ßuence the competitive success of sex-
ually transmitted pathogens, we can be-
gin to clarify the inßuences determin-
ing the virulence of HIV.

C
onsider a sexually transmitted
pathogen in a population of rela-
tively monogamous individuals.

After it infects a couple, the pathogen
would have to remain viable until one
member engaged in sexual activity out-
side the pair. If such activity took place
only, say, once every three years, the
typical duration of infectiousness of 
directly transmitted pathogens would
not allow the agent to surviveÑas the
example of rhinoviruses suggests. Only
the variants that had some way of ex-
tending their infectiousness would be
transmitted venereally.

To extend infectiousness, pathogens
must avoid being destroyed by the
hostÕs immune system. At the same
time, however, they must maintain ac-
cess to new hosts. One option is to re-
main latent inside long-lived cells. By
merging with a chromosome in a host
cell and by suppressing the creation of
products that would trigger an immune
response, a latent virus can wait out
the time between new sexual partners.
Indeed, retroviruses such as HIV can
hide in long-lived white blood cells and
be transmitted years after the initial in-
fection. (Retroviruses operate by insert-
ing their RNA into host cells; the RNA
is then transcribed into DNA, which is
incorporated into the hostÕs genome.)
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MODE OF TRANSMISSION reßects a pathogenÕs virulence. If the pathogen moves di-
rectly from host to host (top), its effects must be mild enough that they do not dis-
able the host: if the host cannot move, the pathogen cannot be transmitted. But
pathogens carried by a vector, such as a mosquito (bottom), need not spare the
host: the vector can transmit the pathogen regardless of the hostÕs state. Thus, vec-
tor-borne pathogens tend to be quite virulent (middle).

Copyright 1993 Scientific American, Inc.



Of course, the beneÞt of latency
would have to be weighed against the
higher rate of reproduction that would
occur in the absence of latency. HIV
has the raw material for both strate-
gies. It remains latent in most of the
cells that are infected at any given time,
but throughout each infection some ac-
tively reproducing viruses tend to be
present. The rapid rate at which HIV
mutates results in a great potential for
quick changes in replication rates. In
fact, nonlatent HIV regularly evolves 
an increased replication rate in the in-
terval between the onset of infection
and death.

If sexual activity increases so that
people are involved with a diÝerent
partner every week, the factors contrib-
uting to virulence shift. A sexually trans-
mitted virus that actively reproduces in
an infected person could soon infect sev-
eral new hosts, whereas a virus that is
latent for three years would propagate
less extensively. Thus, increased rates
of partner change could favor HIV var-
iants that replicate rapidly. The pres-
sures favoring the evolution of fast vi-
ral reproduction when sexual contact 
is high and of delayed viral reproduc-
tion when sexual contact is low provide
the basis for a prediction: HIV virulence
should be correlated with rates of sex-
ual contact.

Data gathered over the past decade
are consistent with this prediction. One
form of evidence comes from the two

types of HIV: HIV-1, the more rapidly le-
thal form, and HIV-2, which is associ-
ated with a longer symptom-free peri-
od and with lower frequencies of full-
blown AIDS. During the early years of
the AIDS pandemic, HIV-1 tended to oc-
cur in Central and East Africa and HIV-2
in West Africa. Interestingly, these dif-
ferent forms of infection reßect diÝer-
ent social patterns. During the 1960s
and 1970s, an economic crisis in Central
and East Africa caused a migration away
from rural areas. Men left to obtain in-
dustrial jobs in cities; large populations
of men without families created, in
turn, a market for sexual commerce and
drew women into these urban areas.

In contrast, West African countries
generally did not undergo massive
movements of people or increases in
sexual contact during the same peri-
od. According to the evolutionary theo-
ry of virulence, the virus endemic to
West African countries (HIV-2) should
not be as lethal as that in Central and
East Africa (HIV-1). And such is, in fact,
the case.

D
iÝerences in virulence can also
be predicted within these two
types of HIV. Although data 

are scarce, one diÝerence seems to be
emerging in the two most extensively
studied areas of HIV-2 infection: Sen-
egal and Ivory Coast. In Senegal, HIV-2
infections are associated with a low fre-
quency of AIDS. Since 1985, Phyllis J.

Kanki and her colleagues at Harvard
University have followed a large group
of HIV-2-infected prostitutes in Senegal
to determine the speed at which HIV-2
progresses to AIDS. To date, only one
of the women has shown symptoms of
AIDS. In addition, during early attempts
to isolate HIV-2 from infected Senegal-
ese subjects, Lilly Kong, formerly at the
University of Alabama, and her col-
leagues had little success. Apparently
the virus entered cells and propagated
at a reduced rate. KongÕs one isolate
had very mild eÝects.

Studies conducted in the capital of
Ivory Coast, Abidjan, reveal a diÝer-
ent trend. This city underwent social
change when migrations from rural ar-
eas brought inßuxes of single men. The
strains of HIV-2 common to Abidjan
appear to be more virulent than those
found in Senegal.

Although accurate information on
rates of sexual interaction is exception-
ally diÛcult to obtain, sociological stud-
ies suggest that Senegal did not experi-
ence the same kind of social disruptions
found in Abidjan. Olga F. Linares of the
Smithsonian Tropical Research Institute
believes several cultural factors may
have favored reduced partner change
in Senegal: a family structure that en-
compasses rural and urban residences;
an intact, traditional agricultural infra-
structure; and an Islamic heritage that
discourages premarital and extramari-
tal sex.
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HOSPITAL ATTENDANTS, who may touch many babies (left),
can inadvertently serve as vectors. As the chart shows, Esche-

richia coli, a diarrhea-causing organism, is particularly lethal
when it is repeatedly transmitted in a hospital (right). 
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Rates of sexual transmission may
partly explain the evolution toward
greater virulence, but the argument
must be broadened to describe why HIV
has become so deadly. HIV does not kill
its host directly: it destroys the immune
system, permitting lethal secondary in-
fections to occur. The evolution of this
characteristic apparently arose from
the virusÕs predilection for cells critical
to immunologic defenses against other
pathogens, its ability to replicate quick-
ly and its tendency to alter its genetic
material at an accelerated pace.

When partner changes are infrequent
and viruses are latent for long periods,
a predilection for immune system cells
need not destroy the host. HIVÕs ret-
roviral cousin, human T cell leukemia/
lymphoma virus type 1 (HTLV-1), for
example, infects the same class of lym-
phocytes that HIV infects. But HTLV-1
has a suppressed level of reproduction
and a less detrimental eÝect on the im-
mune system in most people.

If sexual contact increases, selection
may favor greater rates of replication
even though such evolution may lead to
an earlier death for the host and hence
to the demise of any form of HIV that
the person harbors. In this case, the vi-
rus makes the best of a bad situation.
For a sexually transmitted virus infect-
ing a host with frequent partner chang-
es, immune cells are not ideal targets,
because destroying the hostÕs immune
system will ensure quick death. But once
a virusÕs biochemical machinery has be-
come specialized to enter and repro-
duce in lymphocytes under conditions
of low sexual contact, altering its bio-
chemistry to enter some other less crit-
ical cell type could pose a major hurdle.

High rates of mutation, another char-
acteristic of HIV, present additional
long-term drawbacks for a virus. Fre-
quent mutations are often costly for

organisms because they tend to mangle
Þnely tuned biochemical machinery. For
HIV, increased mutation may also lead
to the collapse of the hostÕs immune
system and to symptoms of AIDS.

Mutations, however, may provide
compensating beneÞts. If frequent part-
ner changes confer an advantage on
variants that have reduced latency, nat-
ural selection should favor any viruses
that look diÝerent to the immune sys-
tem over viruses that have already re-
produced in the person. If a virus does
not look diÝerent, then the immune sys-
temÑprimed by its previous encoun-
ter with that variantÑwill do it in. (This
generalization breaks down during the
terminal stages of HIV infection. By
then, though, the point is moot because
HIV is generally eliminated from evo-
lutionary competition by the behavior-
al avoidance of unprotected sex with
someone who is very ill.)

Being diÝerent should therefore en-
courage evolutionary plasticity in the
proteins that protrude from the virus
and are exposed to the immune sys-
tem. Indeed, genes that contain the in-
structions for the production of these
envelope proteins are more prone to
mutation than is the rest of the HIV ge-
nome, and they are among the most
mutation prone of any known genes in
any organism. This mutability is not
common to all retroviruses. Retrovirus-
es show great variations in mutation
rates in envelope proteins. HIV-1 lies at
one extreme: its genes can diverge by
some 5 percent in a few years. At the
other end of the spectrum is HTLV-1,
which may require centuries to achieve
the same degree of change. Ultimate-
ly, then, a high incidence of sexual con-
tact may explain why HIV is so dan-
gerous. When the potential for sexual 
transmission increases, natural selec-
tion favors viruses with reduced laten-

cy, more rapid replication among nonla-
tent viruses and faster mutation rates.

The same kinds of processes should,
in theory, be shaping the evolution of
HTLV-1. The most detailed studies come
from Japan and Jamaica, where data in-
dicate that HTLV-1 is also variable in
its virulence and that this variability is
associated with rates of unprotected
sexual contact with diÝerent partners.
In Japan, barrier contraceptives, which
inhibit retrovirus transmission, are used
widely. (Birth-control pills, which do not
prevent sexually transmitted disease,
are restricted.) Moreover, rates of sexu-
al partner change appear relatively low
there. Accordingly, the geographic and
age distributions of disease in Japan il-
lustrate that a large proportion of in-
fections arise from transmission from
mother to child rather than from sexu-
al contact.

In Jamaica, the analogous distribu-
tions indicate that sexual contact is 
the more common route of transmis-
sion. The Japanese-Jamaica comparison 
suggests that HTLV-1 may be more vir-
ulent in areas where rates of sexual 
transmission are high. Indeed, in Japan,
cancers triggered by HTLV-1 occur, on
average, at age 60; in Jamaica, they oc-
cur at roughly age 45. This comparison, 
like the geographic comparisons of HIV 
infection, draws attention to the need
for more precise measurements with-
in many geographic regions to deter-
mine whether retroviruses are inherent-
ly more virulent in areas with greater
potential for sexual transmission.

U
nderstanding the epidemiology
of infectious diseases from an
evolutionary point of view per-

mits many assessmentsÑincluding why
virulence evolved in the past, what is
currently maintaining it, how it may
evolve in the future and, most impor-

HUMAN IMMUNODEFICIENCY VIRUS attacks the often long-
lived cells of the immune system. These photographs show a
newly replicated virus budding from a T lymphocyte, wrapping

itself in the cellÕs membrane (top row). The virus travels to an-
other T lymphocyte and enters when the membrane surround-
ing the virus fuses with that of the cell it infects (bottom row).
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tant, how human activities can inßuence
this evolution. If rates of infecting sexu-
al contact decline, the virulence of HIV
and HTLV-1 should drop accordingly.

The rates of unprotected sexual en-
counters among urban male homosex-
uals began to decline sharply around
1984, in response to improved knowl-
edge about transmission of HIV. Consid-
ering that highly virulent strains of HIV
generally require two to three years be-
fore they cause AIDS, any evolutionary
slowing of progression to AIDS would
not be detectable before the late 1980s.
In addition, detection of such an ef-
fect during the late 1980s is confound-
ed by the eÝects of zidovudine (AZT) 
treatment.

Philip S. Rosenberg and his co-work-
ers at the National Cancer Institute have
published an analysis that accounts for
the life-extending eÝects of AZT. They
have found that the growing lag be-
tween HIV infection and AIDS that was
observed among male homosexuals be-
fore 1988 could be explained entirely by
AZT treatment. After mid-1988, how-
ever, there was an additional lengthen-
ing of time between infection and dis-
ease among male homosexuals that
could not be so explained. This unex-
pected delay may be the Þrst sign of a
decline in HIV virulence. It is notewor-
thy that infections in intravenous-drug
users did not lead to signiÞcant reduc-
tions in high-risk behavior during the
mid-1980s. This population also did not
experience a lengthening of time before
the onset of AIDS that was indepen-
dent of AZT.

The next few years of data should
help resolve the alternative explana-
tions for this delay in the onset of dis-
ease, because nonevolutionary alterna-
tives do not predict a continued length-
ening. In contrast, evolutionary theory
postulates a growing period between in-
fection and AIDS in groups whose high-
risk behavior has declined. More gen-
erally, the evolutionary explanation and
the variations in virulence over time and
geographic area suggest that an un-
planned experiment is now occurring.
People reducing their transmission rates
fall into the experimental group. The
populations in which transmission rates
are not being reduced are the controls.
HIV in the latter group is expected to
remain more virulent than HIV in the
former groups.

T
hese trends potentially provide 
a basis for changing the course
of virulence. By increasing the

price that pathogens pay for virulence,
we should be able to make pathogens
evolve toward a benign state. In the
case of HIV and HTLV-1, increased in-

vestment in interventions that reduce
the rates of transmission by sexual con-
tact and needle sharing should force
HIV and HTLV-1 to become less dam-
aging over timeÑor at least keep them
from becoming increasingly virulent in
each subsequent generation. Reducing
attendant-borne transmission in hospi-
tals by improving hand-washing prac-
tices, by using gloves more eÝectively
and by increasing maternal contact with
babies (since mothers tend to touch
only their own newborns) should sim-
ilarly inhibit evolution toward more 
virulent strains of hospital-acquired or-
ganisms. Further improvements in wa-
ter puriÞcation should make the di-
arrheal pathogens in a region milder.
Making houses and hospitals mosqui-
to-proof should make the mosquito-
borne diseases evolve toward a more
benign state as well.

By identifying the long-term bene-
Þts of interventions, an evolutionary 
approach to disease control adds a 
novel dimension to policy making. 
As our knowledge in this area ma-
tures, it should provide a clearer view
of which interventions are most cost-
eÝective. We have already controlled
those pathogens most readily aÝect-
ed by traditional interventions such as
vaccination and antibiotic treatment.
Pathogens like HIV and the protozoa

that cause malaria remain unconquered.
In the absence of an evolutionary

view, the future will repeat the past.
When we impede versatile pathogens
with a drug, they will evolve resistance.
A pathogenÕs potential for change will
undoubtedly lie beyond our ability to
anticipate its mutability. It is for such
more formidable pathogens that we des-
perately need a new perspective. Viru-
lent pathogens may be transformed
into mild ones not because benign co-
existence is the inevitable end point 
of evolution but because we will have
made it the most favorable outcome.

CONDOM USE, something these demonstrators at an AIDS awareness rally are urg-
ing, is associated with less virulent forms of HTLV-1 in Japan. Because the use of
condoms reduces opportunities for transmission, the virus must be able to survive
for a long time in its host. Thus, it is advantageous for the virus to be mild and
long-lived so that it does not impair its host.
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B
etween 40,000 and 45,000 years
ago the material culture of west-
ern Eurasia changed more than it

had during the previous million years.
This eÜorescence of technological and
artistic creativity signiÞes the emergence
of the Þrst culture that observers today
would recognize as distinctly human,
marked as it was by unceasing inven-
tion and variety. During that brief peri-
od of 5,000 or so years, the stone tool
kit, unchanged in its essential form for
ages, suddenly began to diÝerentiate
wildly from century to century and from
region to region.

In technical terms, the cultural revo-
lution marked the transition from the
Middle to the Upper Paleolithic ages.
Why it happened and why it happened
when it did constitute two of the great-
est outstanding problems in paleoan-
thropology. The answers to those ques-
tions may hold the key to other mys-
teries as well, above all the nature and
causes of the emergence of anatomical-
ly modern Homo sapiens.

For some years, the possibility existed
that biology might furnish a straightfor-
ward explanation of the cultural revo-
lution. There were two human types.
One, the Neanderthal, was older (it was
thought) and more robust than the oth-

er, called Cro-Magnon. To fashion a bio-
logical hypothesis, students of the ques-
tion had only to link the archaic phys-
ical type to Middle Paleolithic culture
and the gracile type to Upper Paleolith-
ic culture. This explanation seemed to
work in Europe, where paleoanthropo-
logical research had its start. There the
old and stereotyped Mousterian technol-
ogy was generally associated with the
robust people known as Neanderthals,
whereas the newer Aurignacian technol-
ogy of innovative and constantly chang-
ing tools was linked to the tall and slen-
der Cro-Magnons, who appear in the fos-
sil record some 30,000 years ago. (The

terms Mousterian and Aurignacian re-
fer to the places in France where the ar-
tifacts were Þrst found.)

This neat correlation of biology and
culture came up against a diÛculty in
the Levant. Paleontologists digging at
sites in the region found groups of fos-
sils that included specimens that seemed
older than their counterparts in Europe.
Some specimens seemed to resemble
the Neanderthals, others the Cro-Mag-
nons. Yet both groups appeared to pos-
sess the same, primitive material cul-
ture. How did they and their artifacts Þt
into the pattern seen in Europe?

A deÞnitive answer required that 
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Modern Humans in the Levant
Modern Homo sapiens preceded Neanderthals on Mount Carmel 

and followed a similar pattern of life for 60,000 years.
Biology thus cannot explain the cultural revolution that then ensued

by Ofer Bar-Yosef and Bernard Vandermeersch
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the Middle Eastern fossils be placed in
chronological order. The task proved
daunting. The specimens were too old
to be dated by the traditional carbon 14
method, which can look back no more
than 40,000 years. Uranium-thorium se-
quences require fossils that are clearly
associated with carbonate sediments,
and the potassium-argon series is better
suited for dating lava ßows and tuÝs,
which are normally found only in much
older strata. In the absence of a deÞni-
tive chronology, anthropologists thought
it reasonable to follow the European
pattern, according to which they pre-
sumed the robust Middle Eastern types
to be older than and ancestral to the
gracile types.

To test this hypothesis, we assembled
an interdisciplinary team to construct a
chronology from several kinds of evi-
dence. The results have shaken the tra-
ditional evolutionary scenario, produc-
ing more questions than answers. Such
statements may sound combative. They
are not. This process of challenge is how
science proceeds.

We began with the stratigraphic rela-
tions among the hominid fossils of the
Middle Eastern cave sites. Then we and
our colleague Eitan Tchernov of the He-
brew University of Jerusalem correlated

this information with paleoclimatic and
other data to estimate that modern-
looking H. sapiens had lived in one of
the caves some 80,000 to 100,000 years
ago, much earlier than such people had
been thought to exist anywhere. In the
early 1980s our proposal was rejected,
then vindicated soon after by two ra-
diometric techniquesÑthermolumines-
cence and electron spin resonanceÑ
that had just been perfected.

The Þndings refuted the genealogical
relation that had long been presumed
to apply. No longer could the robust
skeletons be identiÞed as the ancestors
of the gracile skeletons. At the same
time, it became impossible to credit the
emergence of modern-looking people
with the cultural revolution of the Upper
Paleolithic. When early modern people

appear in the physical record in the Le-
vant, they followed a way of life indistin-
guishable from that of archaic people.
The artifacts associated with them clear-
ly belong to the Mousterian culture.

Our Þndings are also relevant to an-
other major question: Where did the 
human species originate? By showing 
that the gracile fossils were so remark-
ably old, we were able to tie them to the
equally fascinating remains from the
Klasies River Mouth caves and the Bor-
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DOUBLE BURIAL from Qafzeh Cave
(right ) attests to a religious sensibility
some 100,000 years ago. The infant was
laid at the foot of a young woman, per-
haps its mother. These people look quite
modern, but their culture resembled that
of the more robust Levantine Neander-
thals. In Europe some 60,000 years lat-
er, modern-looking people and Neander-
thals bore diÝerent cultures.

KEBARA

EL-WAD, SKHUL, TABUN

QAFZEH

HAYONIM
AMUD

ZUTTIYEH
EMIREH

JO
R

D
A

N
 R

IV
E

R

M
E

D
IT

E
R

R
A

N
E

A
N

  
S

E
A

SEA OF 
GALILEE

HAIFA

Copyright 1993 Scientific American, Inc.



96 SCIENTIFIC AMERICAN April 1993

der Cave in South Africa. The South Af-
rican fossils also seemed quite old and
more closely related to modern than to
archaic people. Could the two groups
have belonged to a single, far-ßung pop-
ulation? Some physical anthropologists
say the answer is yes and conclude that
modern-looking people emerged in Af-
rica and then replaced archaic popula-
tions in other parts of the world [see
ÒThe Emergence of Modern Humans,Ó
by Christopher B. Stringer; SCIENTIFIC

AMERICAN, December 1990].
Ironically, at about the same time as

the new dates were being considered,
molecular biologists were reaching sim-
ilar conclusions about the homeland of
modern people. They worked not with
fossil bones but with the living fossil of
DNA, which records in its many vari-
ants part of the story of evolution. By
comparing a large number of samples
from regional populations around the
world, some of these researchers in-
ferred that modern humans had origi-
nated in sub-Saharan Africa well over
100,000 years ago [see ÒThe Recent Af-
rican Genesis of Humans,Ó by Allan C.
Wilson and Rebecca L. Cann; SCIENTIF-
IC AMERICAN, April 1992].

Other investigators reject aspects of
this genetic analysis, notably the posited
phylogeny, or family tree. They support
a rival interpretation called the multire-
gional model, which holds that modern-
looking people emerged in many diÝer-
ent populations at roughly the same
time and that gene ßow, or hybridiza-
tion, maintained the unity of the spe-
cies [see ÒThe Multiregional Evolution
of Humans,Ó by Alan G. Thorne and Mil-
ford H. WolpoÝ; SCIENTIFIC AMERICAN,
April 1992].

T
he story of the Levantine homi-
nids begins in 1929, when Doro-
thy A. E. Garrod, an archaeolo-

gist from the University of Cambridge,
began a Þve-year project to excavate
Skhul, Tabun and el-Wad, three caves
at the mouth of Wadi el-Mugharah (to-
day Nakhal HaMeÕarot) [see map on pre-

ceding page]. In the process, she un-
covered the basic prehistoric sequence
of the Upper Pleistocene for the entire
Levant. The deepest stratigraphy, at Ta-
bun, extended through a full 23 meters.
Garrod classiÞed the layers from top 
to bottom according to their typical ar-
tifacts: Upper Acheulean (layers GÐF),
Acheuleo-Yabrudian (layer E) and the
Middle Paleolithic Mousterian (layers D,
C and B and the Þll in the chimney).

Garrod also uncovered the remains of
an adult woman, since classiÞed as a
Neanderthal and tentatively dated to
60,000 years ago. She could not deter-
mine whether it was situated in layer B

or layer C but had no doubt that the jaw
she found just below it belonged to layer
C. This jaw, also of a young adult, para-
doxically seemed closer to the gracile
morphology of the Qafzeh people than
to the robust form of the Neanderthals.

The cave of Skhul produced a most
amazing collection of Middle Paleo-
lithic skeletal materials, including sev-
eral well-preserved burials. We believe 
the arrangement of the womanÕs skele-
ton marks it as a deliberate burial, the 
earliest that has been found so far. Be-
cause such sophisticated behavior is im-
possible without symbolic thought, the
Þnd provides indirect evidence of the
existence of language. Moreover, as we
shall presently show, the NeanderthalsÕ
mortuary practicesÑtogether with their
stone toolsÑare in no way inferior to
those of the gracile hominids who pre-
ceded them in the region.

The Þrst major examination of these
materials was conducted by Sir Arthur
Keith of the Royal College of Surgeons
in London and Theodore D. McCown,
who later taught at the University of
California at Berkeley. Treating the en-
tire assemblage from Skhul and Tabun
as a unit, the scholars concluded that
the skeletons represented a form in-
termediate between Neanderthals and
modern humans. Some anthropologists
have considered these specimens as

possible hybrids; others regard them
as a locally evolved population.

In the same decade, surprising discov-
eries were also made in Qafzeh, a large
cave near Nazareth, 35 kilometers as the
crow ßies from Mount Carmel. Between
1933 and 1935 Ren� Neuville, the French
consul in Jerusalem and a member of
the Institute of Human Paleontology in
Paris, and Moshe Stekelis of the Hebrew
University jointly conducted excavations
there. Outside the main chamber, in the
Middle Paleolithic layers near the en-
trance and in the terrace in front of the
cave, more than four meters of debris
was excavated, exposing several human
fossils.

Although the workers did not publish
detailed descriptions of these fossils,
Henri V. Vallois of the Institute of Hu-
man Paleontology ventured to classify
them as early, or nonclassical, Neander-
thals. In the 1950s F. Clark Howell of
Berkeley suggested that the more mod-
ern-looking skeletons, with rounded
skulls and ßat faces, were probably the
ancestors of the European Cro-Magnons.
For this reason, many anthropologists
refer to them as Proto-Cro-Magnon.

Sites elsewhere in the Middle East
yielded additional Middle Paleolithic fos-
sils in the 1950s and early 1960s. Ralph
S. Solecki, then at Columbia University,
unearthed two groups of skeletons in

THREE-DIMENSIONAL GRID at Kebara (above) guides archaeologists, who record
the location of every bone and artifact and also examine thin sections of sediment
with a microscope. Such techniques enable workers to place objects in time and
distinguish periods in which the cave was continuously inhabited by humans. A
cross-sectional view (opposite ) shows the ongoing excavations by the authors and
their colleagues at the mouth of the cave and in the chamber framed by its high
dome. Some parts have been left untouched for future archaeologists, a practice fol-
lowed by Moshe Stekelis in the 1950s but not by Francis Turville-Petre in the 1930s.
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Shanidar Cave in the foothills of the
Zagros Mountains in Iraq. Both clusters
consisted of Neanderthals, and both
showed evidence of human, or shall we
say humane, behavior. One group in-
cluded the skeleton of a man who had
survived the loss of an arm. Such a feat
would surely have been impossible with-
out sustained caretaking. The other set
of remains showed clear signs of delib-
erate burialÑyet more evidence of hu-
mane behavior. A similar Neanderthal
burial was found in Amud Cave near
the Sea of Galilee by Hisashi Suzuki of
Tokyo University.

T
hus, by the 1970s, the evolution-
ary scenario for the Near Eastern
Upper Pleistocene fossils ap-

peared relatively straightforward. Nean-
derthals from western Asia were rep-
resented by the skeletal remains from
the Tabun, Amud and Shanidar caves.
This population, it was suggested, then
evolved into the local Proto-Cro-Mag-
nons of Skhul and Qafzeh.

Two models vied to explain the next
stage, which began 40,000 years ago.
The Þrst model held that the Levantine
population of modern humans moved
or diÝused into Europe, replacing or in-
terbreeding with local Neanderthals. The
second model proposed that local Eur-
asian Neanderthal populations evolved,

in place, into modern forms. William W.
Howells of Harvard University dubbed
them the ÒNoahÕs ArkÓ and the ÒNean-
derthal phaseÓ theories. They survive to
this day, with modiÞcations to take ac-
count of our new dates, as the out-of-
Africa and multiregional hypotheses.

In the 1960s paleontologists and 
other investigators became increasing-
ly aware that their cave stratigraphies
were much more complex than they had
seemed. We attacked the problem in
the caves of Mount Carmel with the full
weight of modern excavation techniques.
Each fossil fragment and human arti-
fact was located within a three-dimen-
sional grid [see illustration on opposite
page]. Geologists and micromorpholog-
ical analysts examined sediments for
signs that they had been disturbed by
animals or humans from later strati-
graphic periods. Pollen and other micro-
scopic evidence were studied and linked
to reconstructed climate conditions.

Such systematic reinvestigation be-
gan at Tabun, where the thick deposi-
tional sequence provided an excellent,
long-term record of cultural changes. Ex-
cavations there were conducted by Ar-
thur J. Jelinek of the University of Ari-
zona between 1967 and 1972 and more
recently by Avraham Ronen of the Uni-
versity of Haifa. The second cave, Qaf-
zeh, was excavated by one of us (Van-

dermeersch) from 1965 to 1979; the
other author joined in the project in
the last two seasons.

The excavations in Tabun uncovered
a wealth of geologic observations and
well-preserved stone artifacts but few
rodent fossils. Such remains derive from
the deteriorated pellets of barn owls,
which do not share caves with humans.
Paleontologists use rodent remains to
reconstruct the environment and to
place the strata in chronological order.

While conducting a detailed study of
the stone artifacts, Jelinek noticed that
the thickness of the ßake tools declined
as strata progressed from layers C and
D (Mousterian) through layer E (Acheu-
leo-Yabrudian) and layer F (late Acheu-
lean). He showed that when this trend
is plotted against the proposed time
scale for Tabun Cave, the resulting
curve had an angle. At that point, the
process had suddenly sped up. Jelinek
suggested that the acceleration reßect-
ed an evolutionary transition from Ne-
anderthals to modern humans.

William R. Farrand of the University
of Michigan calculated a timetable for
Tabun by examining the siteÕs sedimen-
tary accumulation. He interpreted the
massive sandy unit at the bottom, in-
corporating most of layers G, F and E, 
as the remains of dunes brought to 
the cave mouth by an encroaching seaÑ
the result of the melting of polar ice
caps during the last interglacial, about
100,000 years ago. The loess soil of lay-
er D he explained as the mark of the
onset of cold conditions around 75,000
years ago, the Mousterian period. The
upper part of the sequence, layers C and
B and the Þll in the chimney, would
have accumulated as recently as the pe-
riod from 55,000 to 40,000 years ago,
when the opening of the caveÕs chim-
ney let rain wash in the characteristic
Mediterranean terra rossa, or red earth.

But the reconstruction was soon
shown to conßict with analysis of the
faunal evidence in Tabun and Qafzeh
conducted largely by Tchernov. Tcher-
nov found that the hominid-bearing lay-
ers in Qafzeh contained several archaic
rodent species not represented in layer
C of Tabun. This discrepancy in the fau-
nal markers implies that the two groups
of hominids had lived at diÝerent times.
Such an interpretation led us to recon-
sider the cave stratigraphies and the hu-
man bodies they had concealed.

At least three burials of modern-look-
ing humans exist in Qafzeh, and their
place in the sediments seemed our best
clue as to their ages. One burial is that
of an adult, knees partially drawn up,
lying on its right side in a small, natural
niche in the limestone wall. The second
is a double burial, the only one known
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from the Middle Paleolithic world. A
skeleton of a woman between the ages
of 18 and 20 years was found lying on
her right side, her hands over her ab-
domen and her legs half folded. At her
feet, perpendicular to her body, lay the
skeleton of a child about six years old.
Because the two skeletons were lying
horizontally, cutting across the strata of
the site, in a conÞguration resembling
the boundaries of a rectangular pit, it is
thought that the double burial was made
in a dug-out grave.

The third burial, a boy about 13 years
of age, was found in a cavity cut into the
soft bedrock. The body had been laid on
its back, the skull leaning on the graveÕs
wall and the hands facing upward. A
large antler of a fallow deer had been
placed over the hands, across the up-
per part of the chest. That the antler had
escaped the ravages of hyenas implies
that it had been deliberately interred.
In this practice, as in their tools, the ear-
ly modern people cannot be said to dif-
fer fundamentally from the robust folk
who came later to the region.

The great abundance of rodent re-
mains in the lower layers indicates that
humans lived in the cave only intermit-
tently, perhaps seasonally during this
period. In any case, their annual round
of foraging appears to have reached as
far east as the Jordan Valley and as far
west as the Mediterranean shore, some
40 kilometers away. The harvest of the
sea appears as perforated shells of the
cockle Glycymeris that have been uncov-
ered in the lower layers. What function

could the shellsÕ holes have served, ex-
cept to make way for the string of a
necklace or amulet? Such purposes be-
speak the presence of symbolic thought.

Finally, we found a lump of red ocher,
scored with clear scraping marks. A mi-
croscopic examination of the stone ar-
tifacts by John J. Shea, then at Harvard,
indicates the presence of red ocher on
the working edges of several tools. In
later eras this material has served as a
pigment and, when mixed with oil, as 
a waterprooÞng agent.

In 1979, during the Þnal season of ex-
cavations, we tried to reconstruct the pa-
leoclimatic sequence. First we used the
strata of Qafzeh bearing rodent fossils
to calibrate the climatic sequence at Ta-
bun; then we applied the sequence to
the units of Qafzeh that had yielded the
human fossils. Finally, we correlated the
sequence with the isotope stages from
deep-sea cores. The process of triangu-
lation is what seems to suggest that the
Qafzeh hominids had lived about 80,000
to 100,000 years ago.

The heavy criticism we incurred led
us to try to resolve the problem in two
ways. We would apply recently devel-
oped dating methods, and we would
choose a site whose state of preserva-
tion allowed a more complete recon-
struction of behavior patterns. They in-
clude the use of Þre, the placement of
dumping areas in the cave, the kind of
plant foods that had been gathered
and the animals that had been hunted,
trapped or scavenged. By getting such a
complete picture (instead of one based

only on stone tools), we believe one may
test whether the Proto-Cro-Magnons and
the Middle Eastern Neanderthals were
in reality two diÝerent populations or
species.

K
ebara Cave on the western es-
carpment of Mount Carmel was
an obvious choice because of 

its very full sedimentary record. Kebara 
is perched some 60 meters above sea
level. Its arched entrance, facing north-
northwest, was hardly altered through
the Paleolithic period, although a later
rockslide has created a small terrace in
the front. We began digging in 1982.

The layers from the Upper Paleolithic
had for the most part been stripped
away during the 1930s, during the ex-
cavations led by Francis Turville-Petre,
an independent scholar then collabo-
rating with the British School of Archae-
ology in Jerusalem. Stekelis resumed
excavations in 1951, and over a 14-year
period his group exposed Middle Pale-
olithic layers and, with them, the re-
mains of a Neanderthal baby.

We studied these layers in greater de-
tail, particularly those associated with a
series of successive periods of human
habitation. The stone artifacts show a
particular resemblance to layer B of Ta-
bun and to Amud, not so much in their
general form (which remained static
throughout the Mousterian) but in the
methods by which they had been made.

The most stunning discovery, made
in 1983, was the burial of an adult
male in a dug-out grave pit, later dat-
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GRACILE AND ROBUST: the gracile skull (left ), from Qafzeh,
is modern in having a high, short braincase and a deÞnite
chin. The robust skull (right ), from Tabun, has such charac-

teristically Neanderthal features as a projecting midfacial area
and a ÒbunÓ at the back. Both populations had brains at least
as large as those of people alive today.
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ed to about 60,000 years ago. The skull,
right leg and foot were missing, and
the left foot had been destroyed by 
water leaching through the deposits.
The skull seemed to have been delib-
erately removed after the ßesh had de-
cayed, perhaps many months after the
man had died; no other explanation
can account for the undisturbed posi-
tion of the bones, above all the lower
jaw, which remains in place. What but a
religious motive can have shaped such
a mortuary practice?

The jaw constitutes the most valuable
Þnd. It is shaped like the jaw of a Nean-
derthal, but unlike any other such jaw it
retains its hyoid, the isolated bone that
controls the tongue. From the shape of
the bone, Baruch Arensburg of Tel Aviv
University and his associates conclud-
ed that the manÕs vocal tract had resem-
bled that of modern people and that he
had probably been able to make many
of the vocalizations necessary for artic-
ulate speech. Another bone, the inomi-
nate, persuaded Yoel Rak of Tel Aviv
University that the manÕs pelvis was
closer to that of Neanderthals than to
that of modern people. 

To infer speech and other peculiarly
human behaviors requires more than
bones alone can provide. One must re-
construct actions from the objects that
have been acted on: archaeological ar-
tifacts. Certain of these features in the
Mousterian layers Þll the bill quite well.
Most of the bones and waste ßakes, for
instance, were found near the cave wall,
whereas the central part of the cham-
ber was covered by the remains of
hearths. This pattern indicates a char-
acteristically modern mode of behav-
ior: cleanliness.

T
he evident presence of morpho-
logically modern humans in the
Levant some 100,000 years ago

puts other western Asian fossils in a
new light. Modern humans may have 
a rather extensive local genealogy. For
example, the fragmentary skull found
by Turville-Petre in Zuttiyeh Cave near
Amud turns out to be between 200,000
and 250,000 years old. This individual
could have been part of the population
from which the gracile people of Skhul
and Qafzeh were derived.

The Neanderthals, however, seem to
have had no local forebears; the only
record of pre-Neanderthals is in Eu-
rope, where it dates back to 150,000
years ago. In the absence of other fossil
data, we must tentatively conclude that
the Kebara Neanderthals stem from Eu-
ropean stock. Either the founding pop-
ulation immigrated from Europe to the
Levant during a single lifetime or, as
seems more likely, it expanded gradual-

ly, over many generations. The latter
process, called demic diÝusion, might
have involved some interbreeding with
the people who lived along the path of
diÝusion.

What might have induced such an ex-
pansion out of Europe? The Neander-
thals were adapted to cold, as their com-
pact bodies attest, but even they could
not brave the Arctic conditions that oc-
curred, in fairly sudden cold snaps, dur-
ing the period between 115,000 and 65,-
000 years ago. The intense cold might
have forced them southward. In support
of this hypothesis, one may cite the re-
semblance between the Middle Eastern
Neanderthals and an older skull from
Saccopastore in Italy. The similarity sug-
gests that the expansion from Europe
followed the edge of the Mediterranean
basin, perhaps through modern-day Tur-
key or the Balkans.

Whom did the Neanderthals Þnd
when they arrived in the Middle East?
Several hypotheses might be tested. One
may imagine that cold weather pushed
the gracile people into Africa even as it
pushed the robust people into the Le-
vant, thus preventing the two groups
from coming into contact. If, however,
the descendants of the gracile people
stayed on in the area, they may have co-
existed with the Neanderthals or even
bred with them. Some scientists consid-
er such hybridization as unlikely, prefer-

ring instead to regard the populations
as distinct species.

Normally, paleoanthropologists would
try to work their way around the dearth
of fossils by inferring behavior from the
diÝerent modes of tool production, the
techniques of foraging and food pro-
cessing, the presence or absence of Þre-
places and the evidence of artistic activ-
ity. But the relevant archaeological re-
mains are also far from conclusive.

Chipped stone tools and the materi-
als from which they were hewn are the
most abundant remains in Paleolithic
sites. The Middle Paleolithic materials
were systematized by the late French ar-
chaeologist Fran�ois H. Bordes, who in-
terpreted the observable diÝerences in
tool assemblages as demonstrating the
presence of several prehistoric tribes.
But Lewis R. Binford of Southern Meth-
odist University has challenged BordesÕs
reasoning. He argues that the Middle
Paleolithic hominids probably made up
a single population and that they used
diÝerent sets of tools to perform dif-
ferent tasks.

The debate led to two decades of in-
tensive microscopic research in which
tools were made and used in one way
or another; then the investigators com-
pared the patterns of wear with those
found on ancient tools. But this study
failed to uncover the purposes to which
the Mousterian tools had been put. In
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HEARTH REMAINS were found in the middle of Kebara Cave, whereas garbage was
clustered near the wall, implying a modern mode of behavior: cleanliness.
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most cases, form did not correlate with
function. Although there were excep-
tions to this rule, it is clear that scrap-
ers, the predominant tool, must have
performed many diÝerent tasks.

One behavioral deduction that can be
made from tool remains is an estimate
of how far ahead humans planned.
Studies have shown that humans were
discriminating in their use of valuable
stone and that they would go to great
lengths to obtain it. Prehistoric peo-
ple would not lightly discard artifacts
made of Þrst-rate materials, but they
did not hesitate to throw away those
made of second-rate materials, often
right after having found, fashioned and
used them.

B
ecause the Levant is generally
rich in ßint, the Middle Paleolith-
ic people there had to walk only

a few kilometers to obtain high-quality
nodules. They sometimes shaped the
ßint on the spot; often they carried the
nodules, or cores, back to the cave. In
either case, they achieved the form they
desired by successively detaching ßakes
or points from the core. After using the
resulting tool, the people sometimes re-
sharpened it. This entire operational se-
quence constitutes evidence of long-

term planning, a characteristically hu-
man trait.

The unmistakable signs of deliberate
burials in Qafzeh, Skhul, Amud and Ke-
bara; the perforated marine shells in
Skhul and Qafzeh; and the red ocher
used in those two caves and in Hayo-
nim Cave all attest to the presence of
symbolic behavior. The modern-looking
hyoid bone of the Kebara Neanderthal
suggests that articulate language had
evolved. The Middle Paleolithic homi-
nids possessed the elements of mod-
ernity, but the pace of innovation was
unaccountably slow.

Resolution of the phylogenetic debate
should eventually come from studies of
DNA recovered from well-preserved hu-
man bones. But phylogeny cannot ex-
plain the cultural revolution that ush-
ered in the Upper Paleolithic age. To
solve that problem, scholars must infer
changes in human behavior from the
subtle traces of the physical record.

Geologists, micromorphologists and
other experts must combine their ef-
forts to distinguish the residues of hu-
man activity from those of animals and
other natural agents. Archaeologists
must then characterize the layouts of
Middle and Upper Paleolithic campsites
and seek in the diÝerences some hint

of the changes that led to the explosion
of innovation. Just as no historian could
explain the Industrial Revolution with-
out reference to the Enlightenment, no
prehistorian can account for the tech-
nological breakthrough some 40,000
years ago without Þrst unraveling the
mystery of Mousterian life.
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Rehabilitating the nation’s aging 
infrastructure may depend on how 

well industry, government and 
academia tweak the properties of 

materials, from lowly concrete 
to aerospace composites.

O
n an engineering workstation, the way in
which cement reacts with water is depict-
ed as a wild eruption of reds, greens, yel-

lows, blacks, magentas and oranges. As the hydra-
tion of cement particles progresses, the screen
turns into a brilliant shower of yellow, punctuated
with patches of blue and red. These images might
have occurred to an abstract expressionist artist
who enjoyed access to a high-resolution graphics
display.

Such artistic achievements are the serendipi-
tous product of serious eÝorts by a scientist and
an engineer from the National Institute of Stan-
dards and Technology (NIST) to create two- and
three-dimensional models of this ubiquitous gray
paste. The work reßects a growing recognition
that even the most basic of construction materials
deserves renewed respectability and attention in
the pantheon of materials science.

Without such eÝorts to improve old materials
and to adapt newer ones, the battle to restore the
American highway infrastructureÑand make it
comparable to the best roads in EuropeÑcould
well be a losing one. Indeed, a growing number of
researchers, administrators and industrialists be-
lieve such a mundane use of high technology may
provide beneÞts as great as those obtained from
investigating ways to make a smaller transistor or
a lighter aircraft fuselage. Certainly the task is of
epic proportions. The National Research CouncilÕs
Transportation Research Board has estimated that
bettering the durability of roads and bridges by 
a single percentage point over a 20-year period
would yield a savings of $10 billion to $30 billion.
That money could be used to help oÝset an over-
ly burdensome repair bill.

By 1995, 35 percent of the interstate pavements
will have outlived their useful life, a congressional
report warns. The Federal Highway Administration
(FHWA) estimates that the U.S. confronts a $167-
billion toll to repair bridges and roads that are

CEMENT FANTASIA, conceived at the National Insti-
tute of Standards and Technology, simulates an early
stage of cementÕs hydration reaction. This type of com-
puter model will help design improved versions of or-
dinary construction materials for more durable reha-
bilitation of infrastructure.
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deÞcient or about to fall below minimal
standards. To add new high-occupancy
vehicle lanes and other capacity im-
provements needed to alleviate grind-
ing traÛc congestion would require an
additional $123 billion.

Not surprisingly, the pothole, usually
the focus of small-town mayoral races,
has arrived in the national spotlight. The
Surface Transportation Act of 1991 laid
out a $151-billion blueprint for rehabil-
itating decaying bridges and roadways
that also gave states the freedom to ex-
pand mass-transit systems. FulÞlling a
1992 election campaign pledge, Presi-
dent Bill Clinton is exploring an eco-
nomic stimulus package to create jobs
that would allocate $5 billion to $10 bil-
lion for public works projects.

Yet these investments may produce
the equivalent of temporary Þll for pot-
holes if the set of materials in use is as
old as the pavements and pylons it is
intended to replace. Until the late 1980s,

policymakers and many research sci-
entists had ignored the need to adopt
improvements in the basic materials
that constitute roads, bridges, runways,
wastewater treatment plants  and other
parts of the nationÕs infrastructure, in-
cluding prospective elevated guideways
for high-speed trains. The Reagan ad-
ministration tried to eliminate NISTÕs
Center for Building Technology and to
turn over operation of the FHWAÕs main
research center to the private sector.
Funding for materials research at the
Department of Transportation and the
Environmental Protection Agency, two
agencies that help to supervise the pub-
lic works agenda, is still minuscule com-
pared with the amounts spent on com-
posites for defense use or on energy-
related superconductivity [see illustra-

tion below].
Moreover, conservative state and lo-

cal construction regulations in the 50
states and 83,000 localities, which too
often specify plain-vanilla varieties of
concrete, steel and asphalt, remain for-
midable barriers to the introduction of
new materials technology. ÒThe codes
on which civil engineers are operating
are out-of-date,Ó says Lyle H. Schwartz,
director of NISTÕs materials science and
engineering laboratory, who also heads
an interagency federal task force on ad-
vanced materials. ÒWe need to ensure
that new materials are available that will
allow roads and bridges to last twice as
long to justify the money spent under
any new infrastructure program.Ó

Europe, meanwhile, has done just
that. A study team of federal, state and
industry oÛcials who inspected asphalt

pavements in six European countries
during 1990 came home marveling at
the superior condition of foreign roads.
ÒIt sort of shakes your American ego
because I had always assumed that we
were number one,Ó laments Wayne Muri,
chief engineer for the Missouri High-
way and Transportation Department
and president of the American Associa-
tion of State Highway and Transporta-
tion OÛcials.

Lured by the Clinton administra-
tionÕs vow of increased spending, fed-
eral funding agencies have rolled out
plans nurtured over the past few years
to push infrastructure technology from
the laboratory to the highway depart-
ment garage or construction sites. The
National Science Foundation plans to
suggest more funding and better coor-
dination among the roughly $50 mil-
lion in existing infrastructure research
programs. More ambitious is a propos-
al, involving NIST, the FHWA and the 
Civil Engineering Research Foundation,
that calls for government and industry
to devote up to $4 billion over the next
10 years to a series of projects that
would employ advanced materials, in-
cluding concrete, steels and composites.
The program would amass data on the
long-term performance of these mate-
rials in order to help ease the reluc-
tance to specify their use in construc-
tion codes.

These projects will be welcomed by
the small coterie of back-to-basics re-
searchers who have fought hard to con-
vince grant providers that advanced re-
search on materials that resemble those
used to build Roman aqueducts can
pay oÝ. J. Francis Young, a professor of
materials science and civil engineering
at the University of Illinois, remembers

RESEARCH GAP on infrastructure-related materials became apparent when federal
oÛcials observed the comparatively low levels of materials research at the Depart-
ment of Transportation and other agencies that shape public works policy. A $2- to
$4-billion research program has been proposed to help Þll this void.

SIMULATIONS done on a Cray-2 super-
computer by the National Institute of
Standards and Technology show how
cement particles in concrete react with
water and grow in the presence of diÝer-
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the day in 1988 when he received a call
from Surendra F. Shah, a professor of
civil engineering at Northwestern Uni-
versity. Shah wanted to know whether
Young would be interested in joining
Northwestern, NIST and a few other in-
stitutions in submitting a proposal for
one of the NSFÕs new Centers for Sci-
ence and Technology. Its focus: cement.
ÒI thought it would be like taking a
chance in the Illinois lottery,Ó Young
says. ÒThe chances of winning were
pretty small, but what the hell.Ó

Those at the NSF who evaluated the
proposalÑone of more than 350Ñwere
surprised to receive a submission on ce-
ment. Outside reviewers, though, liked
the idea of bringing together physi-
cists, geologists, chemists and civil en-
gineers to study the chemistry of the
material that binds together sand and
stone to form concrete. Today the work-
ers watch on a cathode-ray tube the re-
action that occurs when calcium sili-
cates and calcium aluminates react with
water: it is an important step in making
high-tech versions of a material with a
2,000-year history.

Cement Calling Cards

This new age of old materials marks
the arrival of Òcement lite.Ó Young can
hand a visitor a business card that
identiÞes the NSF Center for Science and
Technology of Advanced Cement-Based
Materials (ACBM). The card is made
from an advanced cement that can be
ßexed back and forth in the holderÕs
hand or stuÝed into a wallet.

Indeed, cement and concrete have
undergone a renaissance during the
past 20 years or so. The compressive
strength of concrete used in building

materials has jumped by more than a
factor of four from a relatively weak
5,000 pounds per square inch or less.
And the concrete recipe book has ex-
panded: concretes have been made that
set faster and are both more ductile
and ßexible than those made with the
conventional material, called portland
cement. ÒThe most interesting area for
new materials for us is in the use of
concrete,Ó says Larry T. Papay, vice pres-
ident and manager of research and de-
velopment for Bechtel, the San Francis-
coÐbased construction giant.

Many such materials have moved on
to construction jobs. In 1989, for exam-
ple, the French Ministry of Public Works
built a bridge more than 350 feet long
near the town of Joigny using high-
strength concrete. The 5 to 10 percent
price premium of the concrete was
oÝset by the fact that 30 percent less
material was needed in columns, decks
and other structures.

Yet civil engineers in the $500-billion
U.S. construction market remain cau-
tious. Uncertainty about how a thinner
material would perform during decades-
long exposure to tractor-trailer trucks
and the onslaughts of spring ßooding
is one cause to fret. ÒIf a vehicle ran
into a barrier of this material, the con-
crete might break apart, if not proper-
ly designed,Ó worries Thomas J. Pasko,
Jr., director of the FHWAÕs OÛce of Ad-
vanced Research.

Researchers at ACBM (whose mem-
bers are from Northwestern, the Univer-
sity of Illinois, Purdue University, the
University of Michigan and NIST) seek 
to ensure that concrete passes the test
of time. SpeciÞcally, they want to under-
stand how variations in pore structure,
which gives cement its brittleness, might

aÝect the life span of a railroad over-
pass or an interstate cloverleaf ramp.

Young foresees a day when a con-
tractor will be able to stick a battery of
probes into the still-hardening concrete
to sample acoustical, electrical and ther-
mal properties. These measurements
could be beamed to a remote computer
that will compare the data to models
now being cooked up on workstations
and even Cray supercomputers. The raw
measurements might then be translated
into relatively accurate predictions of
stiÝness, strength and durability. 

Introducing an element of predicta-
bility into the performance of the mate-
rials, Young says, may make U.S. con-
tractors more willing to provide assur-
ances about the quality of their work.
This practice is already widely used in
Europe and is one reason for the better
quality of roads there. ÒIf you could use
this technology to guarantee an extra
20 years of life, people would buy this
idea,Ó Young asserts.

Besides formulating supercomputer
models, ACBM is hoping to extend the
performance envelope of cement and
concrete. Along with a visiting scientist
from ChinaÕs Tongji University, Young
made small samples with silica fume
that could withstand compressive stress
of a record 100,000 pounds per square
inch, double the amount for some mild
steels and comparable to that of a struc-
tural ceramic. The experiment will not
be replicated soon by a road crew. The
sample had to be repeatedly compact-
ed under high pressures while it was
cured at temperatures of up to 200 de-
grees Celsius.

Higher-strength concrete does little
to solve cementÕs brittleness problem.
The fragility of the material is the rea-
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ent mineral additives. The faint rectangular area at the center of
each image represents the space in front of a single sand parti-
cle. By adding silica fume (far left), calcium silicate hydrate par-
ticles (yellow and brown pixels) group tightly around the sand
grain. The relatively low amounts of water (black pixels) show

that the material is less porous and thus becomes stronger.
Higher porosity is evidenced by the greater number of black
pixels in concrete made from cement without additives (far
right). Adding diÝerent types of ßy ash (middle images) pro-
duces a material with an intermediate number of pores.
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son that engine blocks are not made
from cement. Northwestern and other
universities are exploring how to make
dramatic increases in its ductility. As
with other types of composites, adding
ÞbersÑglass, carbon or steelÑcan re-
duce proneness to fracture. The tiny
strands of Þber act to prevent cracks
from progressing through the material.

Cements dosed with half a percent of
Þber are available commercially. Shah
of Northwestern has produced and test-
ed a paste that is 10 to 15 percent Þ-
ber. The new material has 1,000 times
the ductility and Þve times the tensile
strength of conventional cements. This
work might eventually turn up a con-
crete that could be laid down as a long
ribbon, instead of in sections separated
by joints. This would prevent the frac-
turing that often occurs at these inter-
stices. In an earthquake, pylons of the
material might bend instead of buckling.

Earthquakes are just one way to
make the ground move. At a congres-
sional hearing in February 1992, Repre-
sentative Norman Y. Mineta of Califor-
nia asked what research could be mar-

shaled to help solve a major national
problem. Mineta was referring to pot-
holes that result from temperature ex-
tremes, moisture and from axle loads of
up to 20,000 pounds applied thousands
of times each day to a hardened mix 
of stone-studded asphalt, a confection
bound together with the thick, gooey
dregs that remain after gasoline and jet
fuel are reÞned out of crude petroleum.

In addition to the mail and taxes, Mi-
neta says, the damage to vehicles from
potholes is one of taxpayersÕ few con-
nections to government. The Road Infor-
mation Program, a Washington, D.C.,
advocacy organization, compiled a pot-
hole fact sheet in the mid-1980s that es-
timated the existence of 55.9 million
potholes in the U.S., about one for ev-
ery four Americans at the time. More
than just cars can fall in a pothole or
its more extreme cousin, the sinkhole.
In Maine, the earth swallowed a snow-
plow; in Kentucky, a garbage truck; in
Boston, a policeman on a horse.

The pothole remains a Þxture in the
national psyche. In 1978 Congress de-
liberated over an abortive $250-million

pothole bill. The ultimate example of
adapting defense technology to civilian
life may be contained in a thin pam-
phlet issued by the U.S. Army Corps 
of Engineers in the early 1980s. It ex-
plained what it claims is the right way
to repair a pothole: dig it out and Þll it
with a primer coating before dumping
in the asphalt. In congressional testimo-
ny last year, Robert B. Oswald, director
of research and development for the
U.S. Army Corps of Engineers, said this
technique was adapted from methods
used by the Corps for Þxing bombed-
out runways. ÒIt may not be the same
problem, but there are synergistic ef-
fects to that problem,Ó Oswald told the
congressmen in an earnest tone.

Rattle, Rut and Spall

The Strategic Highway Research Pro-
gram (SHRP) is a recently completed
Þve- year, $150-million eÝort under the
aegis of the NRC. It mounted what may
have been the biggest assault ever un-
leashed against potholes, rutting and
myriad other forms of damage to pave-
ment. The SHRP distress identiÞcation
manual describes pavements with an
elaborate lexicon. A diseased roadway,
according to this 74-page manual, may
exhibit blow-ups, popouts, map crack-
ing, spalling and rattling.

SHRP enlisted more than 200 scien-
tists and engineers and put at their dis-
posal a third of the programÕs funding,
which included access to instrumen-
tation, ranging from nuclear magnetic
resonance imaging to ion exchange
chromatography. Their mission: to per-
form the most detailed study ever of
the chemical and physical properties of
asphalt. Asphalt, a cheaper but less dur-
able material than concrete, covers more
than 90 percent of paved U.S. roads.

Asphalt pavements recently celebrat-
ed their centennial in the U.S. They have
done so by exuberantly rutting and rat-
tling. The problem can be traced to the
Arab oil embargo. As reÞners began to
get crude oil from anywhere they could
Þnd it, the quality of asphalt declined.
ÒThe asphalt you get from Venezuelan
crude is diÝerent from the asphalt you
get from Alaskan crude,Ó says Damian
J. Kulash, SHRPÕs executive director.

Researchers at Pennsylvania State Uni-
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CEMENT CARDHOLDER is J. Francis
Young, a professor of materials science
and civil engineering at the University
of Illinois, who has made the study of
cement his lifeÕs work. YoungÕs univer-
sity is one member of a National Sci-
ence Foundation program that does ba-
sic research on the material.
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versity employed a series of physical
models to characterize how the stiÝness
of asphalt changes in diÝerent climates.
SHRP has used these studies to work
up speciÞcations for asphalt reÞners
and for state highway departments to
test how the material will resist crack-
ing and other damage in environments
as far aÞeld as Florida and Alaska.

This eÝort also focused on simplify-
ing procedures for using instrumenta-
tion that measures the stiÝness of the
asphalt binding material and its ßow
properties, or rheologyÑimplements
that had previously been conÞned to
food-processing and chemical laborato-
ries. Currently technicians use inexact
devices that gauge asphalt texture by
inserting a needle into the material to
tell how well the asphalt will be com-
pacted during construction. ÒItÕs about
as primitive as sticking a fork into a
cake,Ó Kulash says. The new speciÞca-
tion and testing technology will let a
technician better analyze how well a
grade of asphalt will last under diÝer-
ent weather and traÛc conditions, an
impossible task with simple penetra-
tion tools. ÒRight now we run a pass-
fail systemÑthereÕs no incentive to
make the honor roll,Ó Kulash says.
ÒSomeone who has a material that re-
sists moisture and lasts Þve times as
long can get paid the same as someone
who barely meets the standard.Ó

During its Þve-year tenure, SHRP also
initiated the Þrst leg of 20-year pave-
ment tests in all 50 states. It also let a
contract to Northwestern University for
a next-century answer to the pick and
shovel, a prototype for a robotic pot-
hole-repair vehicle. The machine was
designed by James R. Blaha and oth-
ers at NorthwesternÕs Basic Industrial
Research Laboratory. It can trim the
jagged edges of a pothole, vacuum up
loose material, dry and heat the sur-
face, then blast patching material into
the hole with enough force so that the
material does not need to be compact-
ed. Yet the ÒholebotÓ may not gain im-
mediate acceptance. ÒIf you replace
two guys at the back of the truck earn-
ing $20,000 with one guy at the front
earning $50,000, you donÕt save any-
thing,Ó says the FHWAÕs Pasko. ÒBut if we
donÕt try these innovative techniques,

weÕll be repairing things the same way
20 years from now.Ó

Still, the scope of SHRP was not broad
enough to satisfy some critics. When
the program was Þrst proposed in the
mid-1980s, Fred Moavenzadeh, a pro-
fessor of civil and environmental engi-
neering at the Massachusetts Institute
of Technology, asserted that the results
of asphalt research could be no more
than small improvements in existing
technology. As an editor of a construc-
tion industry journal, Moavenzadeh has
advocated looking to aerospace and de-
fense research as a source of ideas for
civil construction materials.

The combination of aerospace and
civil engineering may strike some ob-
servers as a juxtaposition of opposites.
Laboratory samples of metal-matrix
composites can command thousands
of dollars a pound. Concrete, at a few
cents a pound, is cheaper by weight
than chewing gum. But Moavenzadeh
thinks that argument is specious. ÒThe
cost of the materials can be dropped
because the performance requirements
for infrastructure are not as stringent
as those in aerospace, and the mate-
rials expenses are a small portion of
what is paid for the structure over its
lifetime,Ó he insists.

If the cost issue can be overcome,
composites would oÝer a number of
advantages in rehabilitating or replac-
ing the roughly 200,000 bridges that
are reported to have some deÞciency

[see ÒWhy AmericaÕs Bridges Are Crum-
bling,Ó by Kenneth F. Dunker and Bas-
ile G. Rabbat; SCIENTIFIC AMERICAN,
March]. Composites would permit civil
engineers who entered the profession
because they enjoyed playing with Lego
sets as children to fulÞll a lifelong
dream. A reinforced plastic bridge could
snap together and be bonded with glue.
A lane segment, weighing about one
Þfth that of a steel and concrete struc-
ture, could be carted on a ßatbed truck
and eased into place overnight.

Several industry-government collab-
orations will be jockeying for defense
dollars that the Clinton administra-
tion has promised to divert to civilian 
projects. McDonnell Douglas Aerospace,
the division of McDonnell Douglas that
makes the AV-8B, an attack plane whose
fuselage and wings are made entirely
from composites, has joined a consor-
tium of companies and research groups
that hope to build bridges with a vari-
ant of the organic polymers used in mil-
itary aircraft. Additional participants are
Washington University and several oth-
er St. LouisÐarea companies and institu-
tions. ÒThereÕs a whole body of knowl-
edge from aerospace that could enable
the U.S. to do this much better than oth-
er countries,Ó says D. James Dorr, Mc-
Donnell Douglas AerospaceÕs director
of research and development for ad-
vanced materials and structures.

Also in the works is a composite and
concrete bridge column. The composite,
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ÒHOLEBOT,Ó a robotic pothole-repair
truck, was built at Northwestern Univer-
sity by James R. Blaha (right), Ralph Salle
and others with a $1.2-million award un-
der the National Research CouncilÕs Stra-
tegic Highway Research Program. The
truck, which can Þll a pothole automati-
cally in less than 10 minutes, may sell
commercially for $300,000 to $400,000.
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carbon Þbers in an epoxy resin, would
form a shell into which concrete could
be poured. This design would eliminate
the need for reinforcing the concrete
with steel bars, which are subject to
corrosion. By varying the amount of Þ-
bers and the direction in which they
are placed, the material properties of
the composite shell could be tailored 

to resist an earthquakeÕs shear forces.
Zoltek, a St. Louis supplier of car-

bon Þbers to McDonnell Douglas and
other aerospace companies, is working
on a process to manufacture up to one
million carbon Þbers at a time, which
could reduce the cost from $20 per
pound to less than $5. Although nomi-
nally an attempt at defense conversion,
the consortium will require at least $20
million in federal money to get started.
The initial funding may come from the
Defense DepartmentÕs Defense Ad-
vanced Research Projects Agency.

Another project that could come out
of a collaboration with the aerospace
industry is the most ambitious com-
posite bridge to date. The congression-
al delegation from California succeed-
ed in snaring $1.6 million in funds
from the surface transportation bill for
the University of California at San Di-
ego to plan the building of a composite
bridge that would connect two sections
of the campus on opposite sides of 

Interstate 5. The bridge, supported by
cable stays, would measure 450 feet in
length and would carry full-size trucks.

Gilbert A. Hegemier, a U.C.S.D. profes-
sor of applied mechanics, said the ap-
proximately $50 million needed to build
the bridge would also test concepts that
could be exploited in the repair of ex-
isting structures and in the develop-
ment of manufacturing techniques to
make Lego-like construction a reality.
ÒThe hand-assembly methods for mak-
ing composites for Stealth aircraft need
to be automated,Ó Hegemier says. Ne-
gotiations to form a consortium to con-
struct the bridge with a few still un-
speciÞed aerospace Þrms have snagged
on intellectual property rights and is-
sues of legal liability. ÒSo far there has
not been any traÛc-bearing bridge that
uses advanced composites,Ó worries
Frieder Seible, a U.C.S.D. professor of
structural engineering. ÒWhat happens
if the bridge collapses? Who is liable
when you develop new materials and
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BRIDGE OVER THE RIVER TAY was built last year in Aberfeldy, Scotland, from glass
ÞberÐreinforced composites. Components of the footbridgeÕs deck were glued to-
gether (bottom left), and then the deck was winched over the two A-frame towers
by a student. The project demonstrated an advanced composite civil structure.
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systems?Ó The FHWA and the California
Department of Transportation are also
involved with U.C.S.D.

Whereas these projects are still on the
drawing board, a British civil engineer-
ing Þrm last year supervised the con-
struction of a footbridge to demonstrate
more systematic design and manufac-
ture of composite structures. Maunsell
Structural Plastics in Beckenham, En-
gland, claims the cost of a bridge it
built over the River Tay at a golf course
in Aberfeldy, Scotland, is competitive
with that of concrete and steel struc-
tures. ÒOur design system tries to use
the minimum amount of material with
the least labor input,Ó says Peter R.
Head, a Maunsell technical director.

GEC Reinforced Plastics translated
MaunsellÕs design into 500 square yardsÕ
worth of interlocking hollow panels that
were bonded together with epoxy ce-
ment to form boxlike beams. The plas-
tic panels were made by pulling glass
Þbers through a die into which a cata-
lyzed polyester resin was injected. Over
a period of two weeks, a student crew
from the University of Dundee locked
and glued into place the 200-foot
bridge deck that sits atop two upright
A-frame towers.

Head makes the controversial claim
that the streamlined construction sys-
tem could bring costs into line with
those of concrete and steel structures.
The Aberfeldy project, at more than
$400,000, is about 10 percent cheaper
than a conventional bridge, he contends.
Maunsell hopes this year to Þnd part-
ners to apply its technology to larger
bridge structures.

Not everyone believes MaunsellÕs as-
sertions. Organic composites may be
50 to 1,000 times more expensive than
concrete. Also lacking is an industri-
al base to supply prospective build-
ers of plastic bridges. ÒIÕm convinced
that cheaper composite structures can
be done about 10 years from now,Ó says
Hota V. S. GangaRao, a professor of civil
engineering at West Virginia University,
whose research is geared toward using
composite reinforcing bars to replace
steel rods.

Although organic composites do not
rust like steel, their durability remains to
be tested in the Þeld: constant changes
in temperature, humidity, vehicle load-
ing and stress in the connections be-
tween composite panels may shorten a
structureÕs lifetime. ÒLook at RoeblingÕs
Brooklyn Bridge,Ó says Joseph M. Plec-
nik, a professor of civil engineering at
California State University at Long
Beach who is doing research on com-
posite bridge decks and cabling. ÒItÕs
lasted 100 years. ItÕs hard to say com-
posites will last that long.Ó

Other research from the aerospace in-
dustry may relieve the uncertainties of
composites by policing ßaws with ad-
vanced sensors. These sensors can be
devised on the basis of experience
gained with technology originally devel-
oped for aircraft. The ability to probe
strains on bridge decks and columns
could provide warning of damage or
failure. The University of TorontoÕs In-
stitute for Aerospace Studies wants to
disperse optical strain gauges connect-
ed by a Þber network throughout a com-
posite column or truss. A force applied
to the sensors would cause a change in
wavelength that could be noted by op-
toelectronic detectors.

An Inside View

Networks of sensors connected by
nervelike optical Þbers presage Òself-
awareÓ buildings and bridges. The Uni-
versity of Vermont has just Þnished in-
stalling 2.5 miles of optical cabling into
the concrete walls, ceilings and support
columns of a new medical research cen-
ter. Besides detecting tiny movements,
the network is equipped with optical
sensors to determine whether cracks
are forming. The building is also out-
Þtted with conventional electrically op-
erated strain gauges and acceleration
sensors. With a touch of hyperbole, an
Associated Press headline proclaimed:
ÒStaÝord Hall is worldÕs smartest.Ó

The more than $11-million addition
to the Burlington, Vt., campus will serve
as an experiment to probe how a build-
ing should best contemplate itself. De-

velopment of a hairline crack should not
cause the building to be evacuated. But
Peter L. Fuhr and his colleague Dryver
R. Huston are just beginning to wrestle
with how to interpret the buildingÕs vi-
tal signs. ÒMost of the data are rubbish,
so weÕre trying to Þgure out what is im-
portant,Ó says Fuhr, a former National
Aeronautics and Space Administration
researcher who worked on a laser satel-
lite communications system until his
arrival at the university in 1985.

Fuhr thinks the best place for sen-
sors may be within a dam wall or in
seismically active areas, which expe-
rience large variations in stress. Last
year Fuhr and mechanical engineering
professor Huston helped to install 4.5
miles of Þber-optic cable on a dam on
the Winooski River to monitor the wa-
ter pressure on the dam, the ßow of
water through the spillway and vibra-
tions from the generators. The comput-
erized monitoring system automatical-
ly inspects the structure several times
daily and is capable of placing an emer-
gency call.

Bridges or roads might also respond
to the world around them. Sending an
electrical pulse through a coaxial cable
set into a bridge columnÑor even send-
ing a current through the steel rein-
forcing barsÑcould detect internal
damage by measuring the time it takes
the signal to return to a receiver, an
idea being explored at Virginia TechÕs
Center for Intelligent Material Systems
and Structures. Intelligent pavement
has been investigated by the Westing-
house Science and Technology Center
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STRUCTURAL NERVOUS SYSTEM has been fashioned from a network of optical
Þbers by University of Vermont professors Dryver R. Huston (left) and Peter L.
Fuhr. The Þbers can detect the presence of cracks and ßaws in concrete.
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in Pittsburgh. Researchers have applied
a small magnetic Þeld to asphalt seed-
ed with ferromagnetic particles to mea-
sure thickness or detect voids in the
hardened surface.

A bridge that heals itself was sug-
gested by work at the University of Illi-
noisÕs Architectural Materials Laborato-
ry. There Carolyn Dry, a professor of ar-
chitecture, is embedding treated glass
or polymer Þbers in fresh concrete. If a
bridge column cracked or was ruptured
by an earthquake or other stresses, the
hollow Þber would break, releasing an
adhesive that would halt further frac-
ture. In another approach, a coating 
on polypropylene Þbers would be eat-
en away by deicing salts, which would
release an anticorrosion chemical to
protect metal reinforcing rods.

Many bridge inspectors still drag
along a chain until a drumlike sound
testiÞes to the location of a hollow area
underneath. The lessons of how to get
technology from the university labora-
tories to sagging support columns or
pothole-ridden roads might be better
learned by crossing the Atlantic.

Before traveling to Europe in 1990
with other industry and highway oÛ-
cials, Wayne Muri, the Missouri engi-
neer, had dismissed out of hand re-
ports of the superiority of European
roads. On the Þrst stop, Stockholm, the
trip from the airport to the downtown
area convinced him otherwise. ÒThe 
absolute smoothness and lack of any
rutting in obviously very heavy traÛc 
immediately sent up an alarm saying,
ÔSomething diÝerent is going on here,Õ Ó
Muri remarks. Because of more durable
designs and pavement materials, Euro-
pean roads are built to last up to 40
years, twice as long as those in the 
U.S. They also carry a greater volume of
trucks with axle loads that are 25 per-
cent heavier than in the U.S., which
causes them to absorb twice the wear.
But the Europeans also pay double the
cost or more for a better-quality, thick-
er roadbed.

What most impressed Muri was a
type of asphalt developed in Germany
to resist damage from studded tires. It
is highly resistant to the rutting that
occurs when heavy trucks bear down
on asphalt pavement, a major cause of
damage to roads in the U.S. The materi-
al, stone-mastic asphalt, which is now
being tested by several state highway
departments, consists of a network of
crushed stones that are packed together
until they touch. The stones are stuck
together by a hard asphalt binding ma-
terial that contains Þbers or polymer
additives.

Muri is, of course, an advocate for
spending to build new highways. But

the states that he represents are, in fact,
one of the barriers to incorporating new
materials into public works projects.
Indeed, both laws and the attitudes of
government oÛcials and contractors
are literally set in concrete. 

Local oÛcials can choose from about
16,000 road contractors nationwide for
paving and rehabilitation. Many con-
tractors are family-run outÞts that sur-
vive through their willingness to abide
rigidly by construction codes that have
speciÞed the same set of materials for
decades. In comparison, France has nine
large contracting Þrms that pave 80
percent of the countryÕs major roads.
Unlike most U.S. contractors, many of
them retain a staÝ of in-house re-
searchers, a prerequisite for adapting
new materials technologies. ÒMost com-
panies here donÕt think in terms of 
research and development,Ó concedes
Harvey M. Bernstein, president of the
Civil Engineering Research Foundation
(CERF). ÒThey donÕt have the staÝ to un-
derstand it, and they are largely deal-
ing with day-to-day problems.Ó

Institutional Roadblocks

Those who could bring materials in-
novation to this market are often dis-
couraged from even trying. Novophalt
America, a U.S. subsidiary of an Austri-
an Þrm, has peddled a high-durability
asphalt that contains a polymer addi-
tive. In a 1991 report the congression-
al OÛce of Technology Assessment
documented how Novophalt met with
resistance from public works oÛcials,
despite having amassed data on the
pavementÕs performance from demon-
stration projects on highways and air-
port runways throughout North Ameri-
ca. ÒThe U.S. highway industry is very
bureaucratic and extremely conservative
in the way it operates,Ó says Walter Tap-
peiner, Novophalt AmericaÕs president.
ÒItÕs hurting itself and the taxpayer.Ó

Frustration does not stem simply
from the buy-American strategy. Corn-
ing developed a quick-setting, high-
strength cement from a glass, stratling-
ite-hydrogarnet. The material could set
in only two to four hours and had other
favorable qualities, such as low porosity
and chemical reactivity. Frederic Quan,
CorningÕs manager of research con-
tracts, wrote a case history for CERF de-
scribing what he perceived as the obsta-
cles Corning faced in penetrating the
market for highway materials. Quan cit-
ed the industryÕs aversion to risk, the
high liability costs, the low proÞtability
and the lack of familiarity with innova-
tion. ÒThere doesnÕt seem to be a mech-
anism to fund leapfrogging technology
with high payoÝs,Ó he wrote.

The diÛculty of introducing technol-
ogy into public works prompted the
FHWA and CERF to establish a testing 
facility for new products. The Highway
Innovative Technology Evaluation Cen-
ter is being set up this year to provide 
a comprehensive performance evalua-
tion, which could be used by the var-
ious states for product certiÞcation.
ÒThe purpose of the center is to provide
a one-stop entry into the marketplace
for innovators,Ó says L. Gary Byrd, a con-
sulting engineer who has done a num-
ber of studies for the NRCÕs Transpor-
tation Research Board and the FHWA.

But plastic bridge decks and stone-
mastic asphalt highways will require
that both government and industry de-
vote even more spending to basic mate-
rials. Although the 1991 Surface Trans-
portation Act provides more funding
for highway research, the total amount
is still only 0.25 percent of that spent
on highways, little more than a twenti-
eth the comparable percentage for the
aerospace industry.

Calculations of the compressive
strength in concrete may appear to have
little bearing on a nationÕs competitive
standing. But one premise of ClintonÕs
election platform was that the nation
that builds the best transportation and
communications networks will prevail.
Just how much economic beneÞt in in-
creased productivity comes from in-
vesting in infrastructure is a subject of
heated debate. But even the most hard-
ened cementheads do not doubt that
building more durable roads may help,
for instance, a company that attempts
to set up a streamlined production sys-
tem in which parts are delivered to a
factory only as needed.

Muri recalls that three or so years
ago the governorÕs oÛce received a not
totally facetious bill for more than
$50,000 from General MotorsÕs huge
plant in Wentzville, Mo. The bill was for
losses suÝered when suppliersÕ trucks
were unable to reach the plant because
trafÞc on Interstate 70 had slowed to a
near halt for emergency road repairs.
The delay had stalled the plantÕs just-
in-time production system.

Durable, safe roadways can be built
only if materials scientists learn to con-
trol the properties of a dull-gray paste
that looks like a pointillist masterpiece
on a Cray computer. ÒWhen somebody
says we want to do research on con-
crete, somebody else usually points to
the roadbed and says we already do it,Ó
says NISTÕs Schwartz. ÒThis ignores the
fact that potential for improvement in
this area is absolutely enormous. A small
investment over the next Þve years
could make an impact on all investment
in infrastructure over the next 25 years.Ó
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F
or so long that it has almost be-
come boring, the National Aero-
nautics and Space Administration

has been trying to sell corporations on
adding low-earth orbit to their roster of
research facilities. But neither hard nor
soft sell has convinced companies to
ante up more than token dollar sums,
and commercial space research to date
remains pretty much pie in the sky. 

Now Westinghouse and two partners
believe they can get private space re-
search oÝ the groundÑwith more than
a little Þnancial help from NASA. Some-
time this spring the Þrst Commercial
Experiment Transporter (COMET) mis-
sion is scheduled for takeoÝ on an un-
manned spacecraft from a launch pad
at NASAÕs ßight center on Wallops Is-
land, Va. COMET will carry 11 experi-
ments 300 nautical miles into low-earth
orbit. Thirty days later a recoverable cap-
sule will deposit some of them in the
Utah desert; others will orbit for more
than two years before being destroyed
by reentry of the remaining part of the
spacecraft, the service module. 

Westinghouse hopes this relatively
low cost, hire-a-spacecraft approach to
marketing will spur industry demand.
Many of the other 32 U.S. commercial
launches since 1982 carried communica-
tions satellites aloft. These missions re-
quired researchers to provide their own
ground station and occupy themselves
with myriad planning details. Even be-
fore COMET ßies, Westinghouse has es-
tablished an independent launch pro-
gram, called Westinghouse Space Trans-
portation and Recovery Services, or
WESTAR, and begun to oÝer, for $35
million, a full package of launch services
to any takers. ÒThis is one-stop shop-
ping,Ó says Thomas E. Haley, WESTAR
program manager. ÒYou bring it to one
organization, and we do all of the launch
services as well as orbit and recovery.Ó

Despite the private-sector talk, NASA

is kicking in $85 million of the estimat-
ed $100 million to $200 million in start-
up costs for three COMET launches. The
space agency is also supplying the
funding to get the experiments on board
the spacecraft. Indeed, neither Westing-
house nor its partners, EER Systems and

Space Industries, would have under-
taken COMET without NASA support.
ÒNASA can take credit for jump-starting
this industry,Ó Haley says. 

The 450 pounds in payload that make
up the experiments on the Þrst COMET
ßight are commissioned with the Cen-
ters for the Commercial Development of
Space. These institutions, most of them
aÛliated with universities, were set up,
starting in 1985, by NASAÕs OÛce of
Commercial Programs. They still rely
on the agency as their biggest source of
funding. (A similar scheme is being used
by Spacehab, a privately built experimen-
tal module that will be ßown on the
space shuttle. Eight ßights have been
scheduled at six-month intervals; the
Þrst is set for April 28.)

Among the experiments COMET will
carry are one concerning protein crys-
tal growthÑwhich involves Eli Lilly, Du
Pont, Merck and othersÑand demon-
strations of telecommunications by Mo-
torola. Motorola is working through the

space commercialization center at Flori-
da Atlantic University to perform exper-
iments that will help deÞne technical re-
quirements for the low-earth orbit ele-
ment of a worldwide cellular telephone
network.

COMET will provide longer exposure
to a low-gravity environment than has
the space shuttle or any other U.S. com-
mercial launch service. The recoverable
capsule that will descend to the mili-
tary testing grounds in UtahÕs Bon-
neville Salt Flats, the Þrst for a U.S. com-
mercial launch, will remain in orbit for
a month. Most shuttle journeys last for
a week or so; previous U.S. commercial
space ßights on expendable rockets have
supplied only a few minutes of expo-
sure to microgravity. 

Space pioneers Max Faget and C. C.
Johnson of Space Industries designed
the recoverable capsule using proved 30-
year-old technology; the spacecraft re-
sembles the manned capsules of the
Mercury and Gemini programs. 

SCIENCE AND BUSINESS

PACKAGE TOURS to low-earth orbit are being marketed to industry, government
and academia by Thomas E. Haley, manager of WestinghouseÕs WESTAR program.

High Technology
Will a new venture Þnally
launch industry into space?
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Westinghouse built the expendable
service module; it will contain four of
the 11 experiments and will stay in or-
bit for two years. Both capsules will be
lofted into space by a Conestoga 1620
booster rocket supplied by EER, a launch
services company that built the pad on
Wallops Island. EER also procures en-
gines and components and assembles
the Conestoga rockets.

Although slightly more than a 
month remained before the tentative
liftoÝ date of March 31 (which is about
six months behind schedule), WESTAR
had yet to Þnd a buyer for an extra 100
pounds of payload for experiments
that would be funded entirely by a com-
pany, university or government agen-
cy. An independent WESTAR ßight
might be scheduled for the fall of 1994,
Haley says, although many, if not all, 
of the experiments would probably be
done for the Department of Defense 
or another federal agency. ÒThereÕs in-
terest in industry and academia, but

they arenÕt ready yet,Ó Haley remarks.
Indeed, few researchers are now con-

vinced that there is a big payoÝ in mi-
crogravity investigations to grow crys-
tals of proteins for drug research or
semiconductor materials for electron-
ics Þrms. After a decade of experiments,
little more than one of Þve protein
crystals produced in space was supe-
rior to those made in terrestrial labo-
ratories, according to a recent article 
in Nature.

Moreover, a National Research Coun-
cil report last summer noted that NASAÕs
ÒzealÓ to encourage the commercial use
of space may lead to lower-quality in-
dustry experiments that are conducted
without the peer review to which uni-
versity experiments are subjected. Rob-
ert F. Sekerka, a professor of physics
and mathematics at Carnegie Mellon
University, characterized industry in-
volvement in this program as opportu-
nistic: ÒIf government werenÕt putting
up the money and industry were paying

full freight, how much would they put
in? The answer is, probably nothing.Ó

WESTAR, however, hopes that if the
price is right, industry and academia
will eventually get on board. It plans to
charge $1 million for a 10-pound pay-
load that will be shoehorned in with
other experiments. This is still enough
to carry out a small protein growth ex-
periment. The ability to repeat experi-
ments at predictable intervals may en-
able researchers to discover the best
uses for microgravity, Haley says. 

If the eÝort is successful, Haley pre-
dicts that WESTAR may ßy as many 
as 10 missions a year by the turn of the
century, as costs steadily drop. ÒA lot
of scientists want to ßy something in
January and then bring it back and
tweak the experiment and then send it
up in August to see the eÝect of the
change in parameters,Ó Haley says. ÒBy
doing that, you may be able to short-
circuit many years of ground-based 
experimentation.Ó ÑGary Stix
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Advertising Space

f Michael F. Lawson gets his way, a familiar billboard
pitch, “This Space Available,” will soon take on new
meaning. As the chief promoter for the Commercial

Experiment Transporter (COMET), Lawson is peddling a
wealth of marketing angles. 

For $500,000, almost three quarters of the price for 30
seconds of television advertising during the Super Bowl,
Columbia Pictures was nearing an agreement on the right
to advertise an upcoming movie on the side of the space-
craft for the COMET mission,
scheduled for liftoff into low-
earth orbit this spring. “This mis-
sion will start the ball rolling to
get corporate America involved:
this is a true commercial event,”
says Lawson, whose five-year-
old Atlanta-based firm, Space
Marketing, has become COMET’s
official ad sales representative.

With the outside of the rocket
reserved, Lawson was still try-
ing to peddle a berth inside the
capsule that is to return to the
earth after a month. For a mil-
lion dollars or more, a corporate
sponsor could procure the right
to have commemorative gold
coins or a bag of corn chips ac-
company the commercial cargo,
which contains pharmaceutical,
telecommunications and other
experiments. 

Lawson’s firm has coordinat-
ed such events as sending full-
scale models of spacecraft to
industrial trade shows and state

fairs. Now it has become involved in trying to convince
soft-drink, fast-food and insurance companies that the
surface of the mission’s Conestoga rocket is the best idea
in outdoor advertising since skywriting. Putting a camera
in the capsule on this or a future mission might lead to
the first suborbital commercial. “You could have a bag of
Fritos floating around in space,” Lawson suggests. 

The rocket will be decorated with a cylindrical billboard
that will be visible for only a few fleeting moments. But

the promotion should encour-
age hordes of space buffs to
dial 1-900-9-ROCKET to tape a
brief message, for a mere $3.50,
that will be beamed both out
into space and back to the earth
from the orbiting capsule. “A
message for the future of man-
kind,” as Lawson puts it. A lucky
child may even get to push the
button to launch the rocket.

Of course, the marketing pros-
pects are as vast as space itself.
The Sea of Tranquillity could be-
come the extraterrestrial equiva-
lent of the Strip in Las Vegas—
or at least the next Epcot Cen-
ter. Where will this all end? Law-
son answers with a question.
“Will there be a McDonald’s on
the moon in 15 or 20 years? I
think that’s a little farfetched,”
he concedes. “But astronauts
may be there consuming Mc-
Donald’s products to gain spon-
sorship that reduces the cost of
space missions.”               —G. S.

I

A LITTLE PIECE OF SKY is what Michael F. Lawson
is promoting as chief ad salesperson for COMET.
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A
ccording to current estimates, up 
to a Þfth of all cancers are caused
at least in part by chronic viral

infection. The culprits include human T
cell leukemia/lymphoma virus, human
papilloma, Epstein-Barr (EB) and hepati-
tis B. HIV, the AIDS virus, can probably
be added to the list. Although using an-
tigens from those viruses to mobilize
the immune system to Þght cancer has
long been considered a possibility, only
recently have researchers begun to re-
port positive results.

A British biotechnology start-up, Can-
tab Pharmaceuticals, has developed a po-
tential immunotherapy for cervical can-
cer based on a viral protein. And sever-
al companies have expressed interest in
bringing to market a vaccine against EB
virus, thought to be a cause of both na-
sopharyngeal cancer and BurkittÕs lym-
phoma, a cancer of the lymph glands
common among children in Africa. Oth-
er companies may follow suit.

CantabÕs product may be the Þrst to
be based on a demonstration in animals
that viral proteins are able to invoke an
immune response that can prevent and
induce regression of tumors. The com-
pany, which is devoting its eÝorts to de-
veloping therapies, was formed in 1989
by Alan J. Munro, the former head of
immunology at the University of Cam-
bridge, and Abingworth, a venture capi-
tal group. A formal agreement with the
university grants Cantab exclusive li-
cense to commercialize immunology
research at the university.

The work that paved the way for Can-
tabÕs cervical cancer product was done
in cattle by M. Saveria Campo and her
colleagues at the Beatson Institute for
Cancer Research in Glasgow and at Glas-
gow University. When the researchers
injected cattle with a protein from bo-
vine papillomavirus, known as E7, it
strengthened the animalsÕ ability to Þght
oÝ tumors in the mouth, which develop
when cattle are injected with the virus
itself. The E7 treatment stimulated the
cellular immune response, a major arm
of the immune system, more strongly
than did the actual virus. Although its
precise role is not known, it is probably
no coincidence that E7 interacts with
an important cellular protein that con-
trols growth.

CampoÕs results, which will be pub-
lished shortly in the Journal of General
Virology, made a powerful case for in-
vestigating whether there is a similar
eÝect in humans. Bovine papillomavirus

is genetically quite similar to human 
papillomavirus type 16, which causes le-
sions of the cervix that can become ma-
lignant. Cancer of the cervix is estimat-
ed to kill more than 300,000 women
worldwide every yearÑalmost as many
as breast cancer.

Cornelia S. McLean, then in the de-
partment of pathology at Cambridge,
proved that proteins from the human
papillomavirus can also induce a strong
immune response. McLean, now at Can-
tab, used as a vehicle vaccinia virus,
which has widely been used for small-
pox vaccination. She injected mice with
vaccinia that had been modiÞed to pro-
duce the E7 protein from human pap-
illomavirus type 16 and then moni-
tored the reaction that occurred when
she grafted E7-producing cells onto the
miceÕs skin. Pretreatment with the mod-
iÞed vaccinia caused the mice to reject
the grafts faster than they normally
would, indicating that the animals had
been sensitized to the protein. (McLeanÕs
research was published in the February
issue of the Journal of General Virology.)

Cantab has teamed up with Leszek
K. Borysiewicz, an immunologist at the
University of Wales College of Medicine
in CardiÝ, to see whether the E7-produc-
ing vaccinia generates cellular immune
responses in humans. Initially about 10
patients with advanced cervical cancer
will be injected with the modiÞed vac-
cinia, which also produces another vi-
ral protein called E6. The trials will

start Òin the near future,Ó according to
Borysiewicz. Although there is a risk
associated with using live vaccinia, Mun-
ro explains, experiments suggest that a
live virus can produce a far stronger
immune response than can a puriÞed
protein, which is not ÒseenÓ by the im-
mune system in the same way. ÒWeÕre
using the sophistication of the immune
system,Ó he says. 

CampoÕs work on bovine papilloma-
virus was supported by the London-
based Cancer Research Campaign, which
is also hoping to develop a vaccine that
might protect against papillomavirus in-
fection. But in January the organization
captured headlines by announcing the
development of a diÝerent preventive
vaccine, one aimed at EB virus. 

EB virus is believed to cause several
types of cancers, probably in combina-
tion with other factors. It infects about
90 percent of the worldÕs population,
but in developed countries it usually
causes either no illness at all or a tran-
sient malaise called glandular fever. The
virus is, however, often found in malig-
nant cells in HodgkinÕs disease. In Africa,
it is found in BurkittÕs lymphoma cells,
and in China, it is thought to be respon-
sible for about 50,000 deaths a year
from nasopharyngeal cancer. 

The new EB vaccine, unlike CantabÕs
cancer therapy, is a synthetic version
of a protein normally found in the virus.
The culmination of more than two de-
cades of eÝort, the product is based on
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Virtuous Viruses
Agents of disease are being
turned against cancer

IMMUNOTHERAPY for cervical cancer based on viral proteins was developed by
Cornelia S. McLean of Cantab Pharmaceuticals. Human trials will begin soon.
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D
igital computing took a giant
stride in 1948, when workers at
the University of Manchester

completed Mark I, the Þrst all-electron-
ic computer to hold its own program in
memory. The infant technology of opti-
cal computers took a similarly bold if
shaky step early this year when Harry F.
Jordan and Vincent P. Heuring of the
University of ColoradoÕs Optoelectronic
Computing Systems Center demonstrat-

ed an (almost) all-optical computer that
stores and manipulates its instructions
and data as pulses of light.

Like the Mark I, the bit-serial optical
computer (BSOC) is big and dumb, built
to prove a principle in architecture ra-
ther than to test new devices or perform
real work. The computer can do little
more than basic switching, counting
and arithmetic, and its memory holds a
mere 128 bytesÑfewer than there are
characters in this sentence. But it per-
forms these tasks in a way that diÝers
radically from any computer that has
ever been built before.

Virtually all electronic digital proge-
ny of Mark I have used ßip-ßopsÑde-

vices in which relays, vacuum tubes 
or semiconductor circuits take and hold 
a chargeÑto store data. In such ma-
chines, information remains physical-
ly conÞned. But optical analogs of the
electronic ßip-ßop are still very slow.
So the BSOC uses dynamic memory 
instead: the infrared pulses that make
up its bits zoom endlessly around a cir-
cuit of optical Þbers at the speed of
light. ÒThe information is always on 
the move; in a sense, it is being stored
wherever it happens to be in space-
time,Ó Heuring explains. ÒThe trick is to
arrange matters so that you get interac-
tion of information in the same space
at the same time.Ó

The BSOC accomplishes this feat of
synchronization by using a clock run-
ning at 50 megahertz and a path for
the light that spans carefully measured
distances between each switch. Just be-
fore each tick of the clock, control puls-
es throw switches that route arriving
bits from path to path, in and out of
delay lines made from meter-long coils
of optical Þber. Whereas an electronic
microprocessor would fetch informa-
tion it needs from a memory address,
the BSOCÕs optical processor waits for
the data to come to it. Counters keep
track of what is where.

It is the switches that make the sys-
tem nearly all-optical. AT&T, which sup-
plied the Colorado group with the de-
vices, constructed them by diÝusing ti-
tanium through the surface of lithium
niobate, a transparent solid, to form
two channels for the light. When a volt-
age is applied, the pathways are parallel;
when it is dropped, the channels cross.
To throw the switch, a control pulse
must be converted from light to elec-
tricity and then ampliÞed. Jordan uses
a conventional desktop computer con-
nected to the switch ampliÞers to pro-
gram the BSOC and to display its re-
sults, although in theory a Þber-optic
interface would work as well.

Light Motif
An optical computer stores
its program in space-time

FIRST OPTICAL COMPUTER to store its own program does so dynamically in long
coils of optical Þber. Harry F. Jordan and Vincent P. Heuring of the University of
Colorado used lithium niobate switches to control 12-foot ÒbitsÓ of laser light.
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research by Andrew J. Morgan of the
University of Bristol and John R. Arrand
and Michael Mackett of the University of
Manchester, along with collaborators at
the University of Birmingham.

The vaccine, which is made in mouse
cells, has been shown to prevent a lym-
phoma in one type of monkey. If it
works in humans, it could become the
Þrst vaccine designed speciÞcally to pre-
vent cancer, although hepatitis B vac-
cines, which have been used for more
than 10 years, almost certainly prevent
liver cancer.

John Green of the Program for Ap-
propriate Technologies in Health in Se-

attle, which is collaborating with an in-
ternational task force on EB virus, says
several companies have expressed in-
terest in perfecting the EB vaccine. Yet
the eÝort faces many diÛculties. Per-
haps the chief obstacle is that the coun-
tries most in need of such a vaccine are
poor and have other pressing health pri-
orities. Hepatitis B vaccine, for exam-
ple, has not been widely used in devel-
oping countries. 

Morgan of the University of Bristol
believes the work on EB virus will even-
tually lead to a therapeutic vaccine for
nasopharyngeal cancer or lymphoma as
well as a preventive vaccine. It may,

however, be based on a diÝerent pro-
tein from the one used in the prophy-
lactic product. In people infected with
EB virus, the immune system shows in-
creased activity shortly before naso-
pharyngeal cancer becomes clinically
apparent, Morgan notes. A vaccine that
stimulated the same activity might, he
suggests, be a candidate for a therapy.

Until recently, Morgan says, Òpeople in
the vaccine world didnÕt appreciate the
complexity of the immune response and
the fact that it can be selectively al-
tered.Ó Now it seems viruses have given
Cantab and others a raft of promising
strategies. ÑTim Beardsley
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So the BSOC does need electricity to
run. But by relegating electrons to a mi-
nor role and doing away with static stor-
age altogether, the researchers have sim-
pliÞed the structure considerably. ÒThis
may be the Þrst time you can actually
see an entire computerÑmemory reg-
isters, input/output, arithmetic and 
instruction units, everythingÑon a sin-
gle overhead projector slide,Ó Heuring
boasts. ÒNormally thatÕs impossible:
there are so darn many ßip-ßops and
latches and gates and buses and so on.Ó 

Dynamic memory has other beneÞts.
It makes the machine speed-scalable, for
example. Because the design is based on
the time it takes for light pulses to trav-
el from one processor to the next, the
same blueprint will work at half the scale
and twice the clock rate. This is fortu-
nate, since as it stands the BSOC sprawls
across an entire desktop. Jordan and
Heuring are now integrating the BSOC
on a disk of lithium niobate attached to
a disk of silicon or gallium arsenide that
will contain the switch electronics. The
palm-size computer should be about one
four-hundredths the size and run 400
times faster, at 20 gigahertz.

Simply increasing the speed without
changing the size also produces inter-
esting results, Jordan discovered. ÒIf
your switches are fast enough, you can
double the clock rate and end up with
two independent machines running on
the same hardware Ôin parallelÕÑactually
interleaved in time.Ó At 100 megahertz,
in other words, the BSOC develops a
split personality. 

Dynamic memory does have its price,
however: capacity and eÛciency. Stor-
ing information in space-time requires
a lot of one or the other. And the long-
er the circuit, the longer a processor
may have to wait for its data to swing
by. Heuring admits this price limits the
complexity of potential applications.
ÒA BSOC would be ideal for an AT&T or
cable TV switching network that routes
and rearranges serial information com-
ing in from Þve cities and going out to
Þve diÝerent cities,Ó he says. ÒBut you
would not do word processing on it.Ó

In fact, the Þrst practical optical ma-
chines will almost certainly be hybrids,
with optoelectronic switches and some
kind of static storage. Recognizing this,
Jordan and Heuring have already moved
on to a parallel-processor design that
trades coils of Þbers for empty space
and serial switches for square arrays
called optoelectronic integrated circuits
(OEICs). The OEICs have miniature pho-
todetectors on one face and microlasers
on the other. They would stand on edge
like so many dominoes, drawing elec-
tric power from their base and receiv-
ing control pulses from above. Heur-

ingÕs new design would use computer-
generated holograms to rearrange the
bits from one OEIC to the next.

The Colorado researchers see a big
payoÝ if they can build a computer that
uses OEIC chips containing a million or
more switches. ÒNormally, video has to
be scanned in serially. ThatÕs the big
bottleneck with virtual reality and a lot
of computer graphics and animation,Ó
Heuring points out. ÒWith OEICs, we
could in principle work on an entire

frame of videoÑor an entire computer-
generated polygonÑall at once.Ó

Neither researcher expects to have a
Þnished product for Þve to seven years,
even assuming they Þnd funding. But
one yearÕs work should prove or dis-
prove the principles involved, Òand we
could have some preliminary results
within three years,Ó Heuring predicts. If
the history of electronic computers has
a lesson, it is that such predictions tend
to be far too pessimistic.ÑW. Wayt Gibbs
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Putting the Brakes on Tankers

he wreck of the Braer off the Shetland Islands in January is the latest
in a series of costly calamities caused by oil tankers losing power on
the high seas. The vessel went aground without dropping its anchors,

but they would probably have made little difference. Anchors are useless for
stopping a laden vessel in a strong current because the brakes on the wind-
lasses overheat; the strongest anchor chains will snap as they are suddenly
drawn taut.

A British marine engineer, Keith Ridgway, believes he has invented a sys-
tem that can prevent similar tragedies in the future. In the late 1980s Shell
International sponsored him to design a windlass with a special hydraulic
motor that enables it to keep a constant tension on the anchor chain, play-
ing it out when forces are strongest and hauling it in when they abate. A
ship adrift tends to move sideways. When an anchor is dropped and sets,
the vessel will swing bow-on to the current. Ridgway’s computer simula-
tions indicate that his windlass can absorb the energy of the ship as it
swings about and so bring it to a halt without breaking the extra-long chain.
The chain can then be locked.

Shell patented Ridgway’s idea but never completed the detailed design
work because it sold many of its large tankers, and the company has relin-
quished the patent. According to Ridgway, who is now at the University of
Sheffield, tanker owners have been unwilling to spend the $400,000 he esti-
mates it would cost to retrofit a supertanker, even though technical experts
have hailed the idea. “Nobody has said this wouldn’t work,” he says. 

Ridgway says the Braer disaster prompted him to look again at how to get
his system fitted onto a large civilian ship (some military assault ships have
incorporated the principle, he notes). Suitable hydraulic motors are already
in production for other purposes. —Tim Beardsley

T

WOULD an advanced anchor system have kept the Braer oÝ the rocks?
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T
o Tom Van Sant, founder and chief
executive oÛcer of GeoSphere
Project in Santa Monica, Calif.,

seeing is believing when it comes to
understanding the complex global envi-
ronment. ÒWe want to be able to show
people the relationships and dynamics
between diÝerent earth systems with-
out the need for translation,Ó he says. 

Van Sant is delivering his message
with the help of remote satellite ima-
gery, computer graphics and a three-di-
mensional model of the earth. The Òre-
ality globe,Ó as he refers to it, is a sev-
en-foot sphere bearing the image of the
earth as it would appear from space
without any clouds. The globe serves as
a three-dimensional screen for projec-
tions depicting the earthÕs changing en-
vironment, from patterns of ocean cir-
culation and continental drift to trop-
ical deforestation and global climatic
change. The company is also outÞtting
the globe with internal Þber-optic lights
to enable viewers to watch such scenes
as the worldÕs cities at night and global
seismic activity.

The reality globe is the centerpiece of
what GeoSphere Project leaders call the
Earth Situation Room, or ESR. Because
an individual can see only half of the
globe from any angle, the ESR also con-
tains wall screens on which the whole
earth image and the overlays can be
projected. The monitors allow users to
zoom in and view any region of the
earth in detail. Ultimately, Van Sant en-
visions an international network of ESRs
serving as visual libraries of earth sys-
tems for regional television networks,
schools and research organizations.
ÒThis is the most advanced scientiÞc vi-
sualization project in the world,Ó Van
Sant says.

It is also an idea that is catching on.
The four-year-old company installed its
Þrst ESR at the WorldÕs Fair in Seville,
Spain, last May and has contracted to
build seven more this year. But Geo-
Sphere is not restricting itself to selling
ESRs, which can carry a price tag of 
up to several million dollars. It is also
adapting the digitized data bases and
cloudless image of the earth for desk-
top computers and shelf-top globes. Last
June company oÛcials demonstrated
their Þrst interactive computer laser-
disk globe at the Earth Summit in Rio
de Janeiro. They also plan to issue sim-
ilar interactive software on CD-ROM.

Both computerized versions will sell for
less than $100, making them aÝord-
able for schools and individuals. 

Central to GeoSphere ProjectÕs emerg-
ing success is the cloudless image of
the earth from space. Designed in col-
laboration with researchers at the Na-
tional Aeronautics and Space Adminis-
trationÕs Jet Propulsion Laboratory in
Pasadena, Calif., the image is a seam-
less mosaic of hundreds of pictures of
the earth taken by the National Oce-
anic and Atmospheric AdministrationÕs
TIROS-N satellites. 

Color-coding information for the im-
ageÕs nearly 600 million pixels requires
2,400 megabytes of hard-disk storage
capacity, and a bank of roughly two foot-
ball Þelds of televisions would be need-
ed to display it at its full resolution of
four kilometers. ÒItÕs more science than
the artist would want and more art than
the scientist prefers,Ó says Lloyd Van
Warren, a software engineer at the Jet
Propulsion Laboratory.

That laboratoryÕs team is now work-
ing to update the current image to a
sharper, one-kilometer resolution. At
four-kilometer resolution, for example,
zooming in on the Aral Sea, which strad-
dles Soviet successor states Kazakhstan
and Uzbekistan, clearly reveals that it
has been severely depleted by irrigation.
At one-kilometer resolution, farms that
have prospered at the seaÕs expense
come to life.

On the low-tech front, GeoSphere re-
cently reached a licensing agreement
with two globe makers to manufacture
more traditional globes with a new twist.
The minigeospheres will of course fea-
ture GeoSphereÕs cloud-free view of the
earth. But interchangeable clear acryl-
ic overlays will depict such features as 
political boundaries, animal migration
routes, energy resources and popula-
tion distribution.

GeoSphere is also working to acquire
data bases and convert the information
into visual overlays. So far data have
been provided by more than 50 inter-
national organizations, U.S. federal agen-
cies and environmental organizations.
Among them are the United Nations En-
vironmental Program, NASA, NOAA and
the Worldwatch Institute. 

In many cases, the collaborative or-
ganizations are given copies of the Þn-
ished visuals in exchange for their hard-
won data. In others, getting the mes-
sage out is reward enough. ÒGeoSphere
is helping to fulÞll our mission of 
making the scientiÞc information we
collect comprehensible to the public,Ó
says Douglas R. Newman, who is NOAAÕs
chief of constituent aÝairs. It also might
just inspire a few children to become
scientists. ÑRobert Service
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Global View
A map of the earth that
provides the real picture

GLOBAL MAP based on satellite images is the worldÕs Òmost advanced scientiÞc 
visualization project,Ó says GeoSphere ProjectÕs CEO and founder Tom Van Sant.
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A
little less than 15 years ago Al-
fred E. Kahn and his colleagues
on the now vanished Civil Aero-

nautics Board (CAB) began dismantling
the regulations that dictated what cities
airlines could serve and what prices they
could charge. The idea, of course, was
to unfetter the airlines for the beneÞt
of both shareholders and customers. ÒI
always said that this comes as close as
we can get in the social sciences to an ex-
periment,Ó remarks Kahn, who is now a
professor emeritus at Cornell University. 

The current results are troubling. Con-
sumers have proÞted at the expense of
the airlines, and calls for reregulation
are being heard in Washington. Aver-
age ticket prices are estimated to be 10
to 20 percent lower than they would
have been under regulation. At the same
time, the industry has lost about $8 bil-
lion in the past three years.

There is a long list of reasons why the
ÒexperimentÓ hasnÕt panned out quite
the way free marketers hoped it would.
Key among them are the ways in which
economists simply failed to capture the
complexity of the real world. ÒItÕs not
entirely accurate to say that economists
had a clear model and then tested it,Ó
comments Severin Borenstein, a former
CAB colleague of Kahn who is now at
the University of California at Davis.

The resemblance of the airline indus-
try to a free market, Borenstein says,
did not dictate that the rules of perfect
competition held sway. ÒEconomists take
a model of perfect competition and slap
it on a market that looks pretty compet-
itiveÑbut really isnÕt,Ó he argues. ÒHard
scientists realize that tiny aberrations
from the model cause huge distortions
in the results.Ó

Consider, for example, the Òcontest-
able marketsÓ hypothesis: economists
postulated that even if only one airline
served a particular route, it would still
charge low prices because to do other-
wise would be to invite competition. The
hypothesis was based on the notion
that aircraft are mobile resources. Un-
fortunately, theory ignored the need
for airport gates and takeoÝ and land-
ing slots, all of which may be scarce on
desirable routesÑbut which incumbent
airlines Òown.Ó As a result, prices on sin-
gle-carrier routes are on average 10 per-
cent higher than prices on routes served

by two carriers, which in turn are on av-
erage 10 percent higher than those on
routes served by three or more.

Economists also thought signiÞcant
economies of scale did not exist in the
airline industry. Consequently, they
failed to foresee the overwhelming mar-
keting advantages of hub-and-spoke sys-
tems. Passengers tend to choose the car-
rier oÝering the most ßights to a given
destination, and so an airline can keep
others out of its markets by dominat-
ing a hub. For instance, Atlanta is virtu-
ally the Þefdom of Delta Airlines.

Other economies of scale include 
frequent-ßier programs, which instill
brand-name loyalty in passengers, and
Òcommission overrides,Ó which give trav-
el agents similar incentives for steering
business to a particular carrier. Comput-
erized reservation systems, which can
inßuence ticketing decisions by skew-
ing the presentation of ßights, also work

to the advantage of the large airlines
that own them.

Misunderstanding the structure of
the air-transport market directed econo-
mists toward simplistic conclusions. But
even more unrealistic was the assump-
tion that market participants would
work rationally to maximize their pro-
Þts. Airlines in pursuit of market domi-
nance (and the resulting monopoly pro-
Þts) have repeatedly slashed fares be-
low the levels required to recoup their
operating costs. ÒThe self-destructive-
ness of airline management belongs in
a Monty Python movie rather than on
the business pages,Ó observes Richard
C. Leone, chairman of the Port Authori-
ty of New York and New Jersey, the or-
ganization that oversees JFK, La Guar-
dia and Newark airports.

The government has also thrown grit
in the market mechanism. The Reagan
administration chose not to enforce an-
titrust laws, allowing dubious competi-
tive practices to proliferate. And now
that winners and losers appear to have

emerged, the government has been re-
luctant to let major carriers die. Bank-
ruptcy laws permit an insolvent airline
to continue ßying while negotiating with
its creditors. The resulting cost advan-
tage, charges American Airlines chair-
man Robert L. Crandall, undercuts fares
for the entire industry.

Economists and policymakers are con-
vinced that the current situation is un-
tenable and that the U.S. needs at least
four major airlines to ensure some de-
gree of competition. But they diÝer bit-
terly about what to do next. One idea in
vogue, especially with some airlines, is,
not surprisingly, reregulation. Its most
vocal proponent is Paul S. Dempsey of
the University of Denver. He advocates
government guarantees to help carriers
borrow money to buy new planes, Òmod-
estÓ price controls and partial rationing
of airport gates and landing slots. 

Others argue that signiÞcant govern-
ment interference with prices may in
fact turn the tables by aiding airlines and
hurting consumers. They propose only
a minimum of intervention to smooth
out the kinks in the market. One bill
before Congress aims to eliminate bias-
es caused by computerized reservation
systems. Other policymakers are re-
thinking how the government appor-
tions gates and landing rights. Vernon
L. Smith of the University of Arizona
suggested early in the course of deregu-
lation that air carriers be forced to bid
for slots rather than receiving them by
Þat. No simple solution is yet in sight.

Some moves favored by economists
are politically unpalatable, such as the
banning of frequent-ßier programs,
which often reward business travelers
for spending their employersÕ money.
Equally vexing is the notion of boosting
competition by opening the U.S. do-
mestic market to foreign carriers. 

Meanwhile most airlines show little
sign of abandoning their pursuit of mar-
ket share at the expense of solvency.
But a beacon glimmers in Dallas, where
Southwest Airlines operates at a con-
sistent proÞt by oÝering only point-to-
point ßights (which are cheaper to op-
erate than hub-and-spoke routes), es-
chewing fancy in-ßight service, avoiding
rapid expansion and keeping fares con-
sistently low. Their rule, according to
Leone? ÒWe wonÕt send planes if we
canÕt make a proÞt on the ßight.Ó Now,
thereÕs an idea that might ßy.
ÑElizabeth Corcoran and Paul Wallich

Frequent Flaps in the Deregulated Skies
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ÒThe self-destructiveness 
of airline management 
belongs in a Monty
Python movie.Ó
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While rummaging through a store-

room in the Louvre last fall, curator

Jean-Jacques LeMaire discovered a car-

ton containing some unpublished papers

of Jules Verne. Unfortunately, a mouse

had nibbled through the papers many

years before. LeMaire and his colleagues

are desperately trying to piece the ma-

terial back together. So far they have

restored a previously unknown chap-

ter from VerneÕs 1865 classic Round the
Moon. LeMaire has kindly agreed to pub-

lish the material in ScientiÞc American.

M
ajor Elphinstone paced back
and forth inside the dome of
the Baltimore Observatory as

his associate J. T. Maston peered
through the eyepiece of the observato-
ryÕs main telescope. ÒI donÕt see them
yet,Ó Maston said nervously.

ÒMay I look?Ó Elphinstone asked.

ÒOf course,Ó Maston replied, picking
up a large notebook of mathematical
calculations. ÒIf the quantity of guncot-
ton had been misjudged by a mere 1
percent,Ó he said, Òthen there could be
a delay of several hours. I believe we
should not yet conclude that some ter-
rible fate has befallen Barbicane, Nich-
oll and Ardan.Ó

ÒQuite right,Ó Elphinstone sighed.
ÒOne must think positively.Ó

The Major shivered. ÒIt is devilishly
cold out here on LongÕs Peak! I suggest
we retire to the main building for an
hour and then return to the observato-
ry to renew our search.Ó

ÒI am a little concerned lest any news
come through on the ticker-tape ma-
chine.Ó They stared at the tiny machine
that had been installed in a corner of
the dome.

ÒAny news will be recorded on the

tape, Maston. We can easily check it
when we return.Ó

Maston reluctantly agreed, and the
two gentlemen walked quickly to the
warm lounge of the building. A servant
was summoned to bring them coÝee
and sandwiches.

The Major noticed a map of the
world on the wallÑGerman territory in
orange, French in green, American in
purple and the British Empire in pink.

ÒSoon we shall redraw that map,Ó El-
phinstone boasted.

ÒPardon?Ó
ÒWe will adjoin a map of the moon,

and it, too, will be colored purple. An
American colony on the moon. The sun
may never set on the British Empire,
but the American Lunar Colony will rise
above every nation on the earth.Ó

ÒAh,Ó said Maston, who had little in-
terest in building an empire. ÒThere
might have to be some green, too.Ó

ÒExcuse me?Ó
ÒOn the map of the moon,Ó he said

The Rise and Fall of the Lunar M-pire
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MATHEMATICAL RECREATIONS  by Ian Stewart
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CARTOGRAPHERÕS NIGHTMARE: If one were to make a map
of several empires, each of which consists of two countries,
what would be the maximum number of colors needed to guar-
antee that no two adjacent countries would be the same color
and that countries in the same empire would be the same col-

or? The map at the top left requires 12 colors, and in fact, no
map of empires of two countries ever needs more than 12. For
empires consisting of three countries, the maximum number
of colors needed is 18 (bottom left), and for empires of Þve
countries, the total is 30 (right).
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apologetically. ÒDonÕt forget that Ardan
is French.Ó Seeking to change the sub-
ject, he wandered over to the map. ÒI
wonder why cartographers use so many
colors? There must be at least a dozen.Ó

ÒSo?Ó
ÒI was told not long ago by a rela-

tive, a mathematician at Harvard, that
someone named Percival Heawood has
proved that any map on the surface of
the globe can be colored with no more
than Þve colors. The problem, if I recall
correctly, was Þrst posed by the En-
glishman Francis Guthrie in 1852.Ó

(EditorÕs note: In 1879 Arthur Kempe,

a barrister and a member of the Lon-

don Mathematical Society, claimed a

proof that four colors would always suf-

fice; however, 11 years later Heawood

found a subtle error. For almost a cen-

tury, nobody knew whether every map

can actually be four-colored. Finally, in

1976, with substantial computer assis-

tance, Kenneth Appel and Wolfgang Ha-

ken of the University of Illinois proved

that Þve colors are never needed.)

Elphinstone thought for a moment.
ÒBut surely one color will suÛce?Ó

ÒHmm? Oh. I failed to mention that
adjacent countries must receive diÝer-
ent colors.Ó

ÒI see,Ó the Major said. ÒWhat about
100 countries adjacent only at a com-
mon point, like slices of a pie?Ó

ÒI should clarify my terms,Ó Maston
answered. ÒBy ÔadjacentÕ I mean that
they share some common boundary of
nonzero length. Now, I notice this map
appears to use many more colors than
is necessary. But I suppose criteria oth-
er than mere adjacency were used.Ó

Elphinstone Þnished his coÝee and
called for a brandy. Suddenly Maston
leaped to his feet in excitement. ÒI have
just remembered an extension of the
map-coloring problem,Ó he explained.
ÒSuppose that instead of countries, we
consider empires. Countries belonging
to the same empire must receive the
same color, of course. DiÝerent empires
may also receive the same color, how-
everÑsubject to the same rule as be-
fore: if two countries are adjacent, then
they must receive diÝerent colors.Ó

ÒLogical.Ó
ÒIndeed. The implication, of course,

is that if any two empires possess adja-
cent territories anywhere on the globe,
then those empires must receive diÝer-
ent colors. Let me say that an empire
that contains exactly two countriesÑ
each country being a single connected
regionÑis a 2-pire; one that contains
three countries is a 3-pire, and so on.
Then an empire with m countries would
be called an m-pire. I must apologize
for the feeble joke.Ó

ÒYes,Ó the Major muttered. ÒYou must.Ó

ÒIn my defense, I should point out
that it is not mine, but HeawoodÕs.Ó

ÒI wonder if he realized that an em-
pire with x countries would be called
an x-pire?Ó

ÒGood point,Ó Maston conceded. ÒAny-
way, in 1890 Heawood proved that one
needs at most 12 hues to color any giv-
en map consisting of 2-pires.

ÒHeawood discovered a map with 12
mutually adjacent 2-pires [see illustra-

tion on opposite page], which perforce
required distinct colors, thus proving
that 12 is the smallest possible number
of colors in general. Heawood went fur-
ther and proved that every map consist-
ing of m-pires requires no more than
6m colors.Ó

ÒAnd did he show that this number
is also the best possible?Ó

ÒNo, he did not. But he conjectured
such a result. In fact, he suggested that
there always exists a map with precise-
ly 6m mutually adjacent m-pires.Ó

(EditorÕs note: In 1984 Brad Jackson of

San Jose State University and Gerhard

Ringel of the University of California at

Santa Cruz proved HeawoodÕs conjec-

ture. A map of 18 mutually adjacent 3-
pires, discovered by Herbert Taylor of

the University of Southern California, is

shown on the opposite page as well as a

map with 30 mutually adjacent 5-pires.)

The Major ordered a second brandy.
ÒWould it make any diÝerence if some
of the countries in an m-pire were on
the moon?Ó he interjected.

Maston thought for a moment. ÒProb-
ably,Ó he said. ÒAfter all, we are now
considering maps on a pair of spheres
instead of just one. I suppose the sim-
plest case would be when each coun-
try on the earth is the possessor of a 
2-pire, of which the second country is 
a lunar colony. I believe methods akin 
to HeawoodÕs will show that the max-
imum number of colors required lies
somewhere between eight and 12.Ó

(EditorÕs note: Rolf Sulanke of Hum-

boldt University in Berlin showed that

some such maps require nine colors, but

it is still not known whether the correct

answer is 9, 10, 11 or 12. The reader

might like to consider 3-pires, each hav-

ing one territory on the earth, the moon

and Mars. For three planets, the optimal

number of colors is either 16, 17 or 19;

for m greater than or equal to four, it is

either 6m Ð 2, 6m Ð 1 or 6m.)

Elphinstone and Maston made their
way back to the observatory.

ÒStill no word,Ó Elphinstone report-
ed, checking the ticker tape. Maston
turned the great handle that moved the
telescope on its mountings. He bent
down and placed his eye against the 
instrument.

ÒAny luck?Ó Elphinstone asked.
ÒNo, not yet.Ó Maston Þddled with

the settings. ÒAh! There she is!Ó
ÒMay I look?Ó The Major could bare-

ly make out a tiny dot against the lunar
landscape. ÒSo they made it. Soon there
will be a new map with a purple moon!Ó

ÒAnd a dash of green,Ó Maston added.
ÒYes, of course,Ó Elphinstone said,

taking another peek through the tele-
scope. ÒMy word! I think I see several
other spacecraft.Ó

The ticker-tape machine suddenly be-
gan to chatter. Maston rushed over to
read the message: ÒINTERCONTINENTAL
NEWS AGENCY REPORTS THAT MANNED

MISSILES WERE LAUNCHED TO THE MOON

TODAY BY ARGENTINA, BELGIUM, BRAZIL,
BRITAIN, CHINA, GERMANY, HOLLAND,
JAPAN, PORTUGAL, SPAIN, RUSSIA AND
THE UNITED STATES.Ó

The Major stared at Maston. ÒI believe
you were saying purple, green and be-
tween seven and 10 additional colors?Ó
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MAPMAKERÕS INCUBUS: What is the maximum number of colors needed for a map
in which every empire consists of two countries, one on the earth and the other on
the moon? Nine colors are sometimes needed, as shown above, but no one knows
whether there are some such maps that require 10, 11 or even 12 colors.

FURTHER READING
PEARLS IN GRAPH THEORY: A COMPREHEN-

SIVE INTRODUCTION. Nora HartsÞeld and
Gerhard Ringel. Academic Press, 1990.
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Molecules at Work

THE MACHINERY OF LIFE, by David S.
Goodsell. Springer-Verlag, 1992 ($29).

I
n this impressive and most original
book, the author, both a research
biochemist and a painstaking mas-

ter of computer graphics, oÝers a guid-
ed visual trail into the essential me-
chanics of living cells. The reader should
not expect a swift, eÝortless ride but
rather an enjoyable stroll to pass and
ponder scores of intricate drawings of
molecular machinery at work. 

These are no casual sketches; all the
molecules are strictly dimensioned, their
structure documented. For those mech-
anisms shown in context, the drawings
oÝer Òa rough idea of the gross shape
and size of the moleculeÓ by a smooth,
simple outline that suggests three di-
mensions. A special gallery of a dozen
or so isolated but important molecules
is presented in color. All drawings show
only the outside surface form of the at-
oms that deÞne the private space with-
in which no other atom can penetrate.

What is here are illustrations of vital
machines, their frames, levers and links,
springs and detents. The visual outcome
is clear and informing, although this
world, at once intimate and alien, is 

seldom beautiful. Many key portions 
of cells are mapped mostly on a scale
of one million to one. That scale rules
events; ubiquitous gravity, for instance,
is here without real eÝect.

The drawings of macroscopic ma-
chines always label materials. Human
engineering rests on metal, wood, plas-
tic and ceramic. Cell materials are four-
fold, too: clumped and folded proteins
and nucleic acids, thready lipids (fats
and oils), and branching polysaccha-
rides. (A sample of each opens the col-
or gallery of molecules.) All of them
operate in a bath of salty water, 70 per-
cent of the cell by weight, which envel-
ops the cell contents. Each material in-
teracts with that watery environment;
lipid molecules, for instance, have two
distinct ends. Their heads chemically
seek water; their tails shun it. Cell-sur-
face membranes use double molecu-
lar layers of such lipids, stacked tail to
tail; only the heads make surface con-
tact with watery matter both inside and
out; within the ßuid sheet made by the
joined, oily tails, speciÞc mobile pro-
teins drift.

Life is not only structure but active
process. The machinery has to operate.
Thermal motion rules; molecules rapid-
ly turn, twist, jostle, even drift. The mo-
lecular machines advance a step or two

whenever during their ceaseless dance
the right atomic partners chance to
touch, then to part, exchange or stick.
The Þfth constituent of the living cell 
is not to be pictured: it is chemical en-
ergy, subtly dependent on molecular
surroundings, shape, internal quantum
states and ionic charges. 

A set of illustrations presents the 10
programmed steps to Òsugar breakingÓ
that degrade commonplace glucose.
Many steps enable transfer of fuel ener-
gy with little loss in heat to build trans-
portable molecules of ATP, welcome
energy donor everywhere within cells.
The complex jigs and dies of protein,
those big, chunky enzymes that in se-
quence attach or remove a variety of
small molecules, are all shown with ac-
tive surfaces shaded. But their catalytic
functions, able to distort reactant mol-
ecules to speed chemical change with-
out Þery temperatures, are too far from
external form to become clear to a non-
biochemical reader. The stepwise molec-
ular Þgures are of interest, though not
as illuminating as the text itself. Gly-
colysis, Òthe bane of biochemistry stu-
dents,Ó remains mainly obscure.

Elaborate and fascinating drawings
present crowded sections of living cells,
all in still life, of course. The intestinal
bacterial form called Escherichia coli is

BOOK REVIEWS by Philip Morrison
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NEIGHBORING CELLS in the human body are bound together
by spot desmosomes, shown in cross section in the illustration
on the left. Proteins extend across the opposed membranes,

binding together in the space between. Cells communicate and
share resources through tiny pores in gap junctions like those
shown on the right (magniÞcation 1,000,000 times).
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as numerous as any organism on the
earth and biochemically better known
than any other. One entire capsule-
shaped cell of E. coli decorates the jack-
et; within the book Þve key regions are
shown magniÞed another power of 10.
Their contents are mapped biomole-
cule by molecule; the densest pattern,
the small water molecules of the perva-
sive matrix, is suppressed, except in one
exemplary corner. The composite cell
wall is sectioned to disclose Þve or six
functional layers, from the gluey out-
ermost fringe of brushes of protective
polysaccharides to the innermost mem-
brane of them all, studded with protein
ion pumps for transport and energy re-
lease. Deep within the cell lies the DNA,
in this minute organism not safeguard-
ed within a walled nucleus but as a sin-
gle long, rambling loop of message tape,
wound for storage around many little
reels of a disk-shaped protein.

A yeast cell represents the larger eu-
karyotic cell, our own kind of cell, with
the evolved advantages of internal com-
partments and an intricate framework.
There is too much wonderful mecha-
nism to summarize; the most striking
visually is the three-armed ÒtriskelionsÓ
that pull out little bubbles of membrane
that carry digestive protein molecules
away to work on the debris inside the
cell vacuole.

Then we view in molecular detail a
small sample of specialized human cells
and tissues. Blood serum with its anti-
body proteins and a strange hexapod
protein (a member of the Òcomplement
cascade,Ó part of the immune system)
are dazzling, although simple compared
with the neuron synapse, in which neu-
rotransmitters are seen in voyage across
the cleft. We see the forms of vitamins,
poisons, drugs and viruses, all mole-
cules that are biologically potent even
in numbers very small compared with
the multitudes of molecules of air, wa-
ter and food we steadily consume. The
slender book ends on a pleased note 
of fruitfulness that should continue as
long as our molecular insight grows.

A Mayan in St. Petersburg

BREAKING THE MAYA CODE, by Michael
D. Coe. Thames and Hudson, 1992
($24.95).

M
ichael Coe is a Yale anthropol-
ogist of the pre-Columbian, a
remarkably candid insider, who

chronicles the origins and accomplish-
ments of recent Maya scholarship. Here
he relates Òone of the greatest intellec-
tual achievements of our century.Ó This
true story is as bizarre, contentious,

readable and tragic as the grand novels
of contemporary Neotropical Þction.

The volume opens by setting the stage
with the rise of epigraphy and a vivid
account of the growth of Maya archae-
ology. About halfway into the book we
come to the cruxÑhow in the 1950s and
against all odds a young Russian began
to decipher the Maya glyphs in far-oÝ
St. Petersburg. Full entry of the Maya
into history is a matter of the past de-
cade or so, or of tomorrow, for the texts
are articulate now but not yet ßuent.

It seems worthwhile to open with the
one bit of strictness that undergirds all
recognition of lost scripts. Count the
number of symbols. From Etruscan to
Sanskrit, all alphabetic writing systems
display sign lists that include 20 to 40
distinct symbols; the syllabic systems
from Persian to Cherokee or Japanese
count some 40 to 85 signs; beyond that,
ÒlogographicÓ systems enter, with sym-
bols for wordsÑnot at all picture writ-
ingÑwhere the count runs from 500 for
Hittite up to above 5,000 for Chinese.

The Maya count is some 800 glyphs
in what is no great body of text. Such
counts are not trivial to assess. Even an
alphabet is multiple: inscriptions cross
time, signs do change, uniqueness is
not to be found in the complex carv-
ings. The Maya signs in use at any one
epoch number only 200 to 300. The 
redoubtable code breakers of wartime
have done and can do little for an-
cient scripts. Their methods are made
for long, precise text strings, often Þve-
letter groups in a known tongue, inge-
niously concealed. The glyphs are not
like that at all. (It should be said that
for 100 years we have read with grow-
ing precision the calendrical and astro-
nomical texts of the Maya. Those have
a helpful deep structure that transcends
any language.)

Old scripts always record a spoken
tongue. In all logographic scripts, Su-
merian, Egyptian or Chinese, principles
are mixed. Phonetic elements and a va-
riety of auxiliary forms are there to re-
late signs to the spoken words, via some
homely rebus or syllabic marking. The
great Champollion, who cracked the es-
sentially phonetic nature of Egyptian hi-
eroglyphics from the Rosetta Stone, went
to Egypt only late in his short life. But he
was a linguist of parts; he already knew
Coptic, the tongue descended from an-
cient Egyptian, when he was 17.

Yuri Valentinovich Knorosov, now 70,
is the Maya approximation to Jean-Fran-
�ois Champollion. His tale begins with
a near impossibility, amid the ßames 
of fallen Berlin. An artillery spotter, he
fought his way into that city in May
1945 and chanced to watch the Nation-
al Library burn. He could save just one

book. It was a one-volume 1933 edition
of the three known Maya codices. He
brought it back along with four battle
medals. The young veteran went to Mos-
cow University to study Egyptology, but
he found his way to an interest in other
old tongues. His professor challenged
his brilliant student with Mayan; on
graduation, Yuri went to the Institute of
Ethnology in St. Petersburg, where he is
still, and took up his work.

By 1952 he had found his way. His
Rosetta Stone was really only a much-
studied and long-rejected fragment,
some pages and an inconsistent Maya
ÒalphabetÓ written out in the 1550s by
the Franciscan Diego de Landa, with
the aid of learned, even princely, infor-
mants in Yucat�n itself. (We know it
only through a chain of transcriptions
and editings over time.) 

In the same work Bishop de Landa
Þrst listed the Maya day signs in an in-
troduction to their calendrical system,
long known as fruitful. Now the Rus-
sianÕs new look at the material gave
clear evidence that Mayan, too, was as
pervasively syllabic and phonetic as
Egyptian. Yucatec and Cholan would 
be as relevant as Coptic had been in
Egypt, and the scholarly dictionaries of
Maya tongues oÝered him workable
readings that explained de LandaÕs few
dozen badly misunderstood syllables.
The glyphs do echo the spoken word.
Of the 800 glyphs, about 150 are now
known to be syllabic or phonetic. There
are plenty of gaps still.

In Britain a potent skeptic dwelt. He
was John Eric Sidney Thompson, a man
of wide if selective erudition and utter
self-assurance, whose magisterial writ-
ing dominated modern Maya studies
from the 1920s until his death in 1975.
His voluminous work held real value;
even his list of the glyphs of the Maya
is still standard. But he brooked no
deep critic, although he lived manifest-
ly in an absurd dream of high-minded-
ness. ÒBeyond doubt,Ó the glyphs have
spiritual and mystical meaning, he
wrote, on Òthe threshold of the. . .Maya
soul.Ó He mocked poor Knorosov, a
Marxist whose papers often appeared
ßanked by the Soviet journalÕs obliga-
tory cold war propaganda, a linguist at
that, everything that Thompson derid-
ed. Nor did Knorosov get it all right; 
often he went astray. A few pioneers
dared ThompsonÕs wrath, but on the
whole the phonetic line of work went
underground.

In the end the new path drew new
people. A young artist, Linda Schele,
found her way by chance to Palenque
and its inscriptions in 1970. Now she is
an incisive scholar and a charismatic
leader; around her annual workshops
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(often in Austin, where she is profes-
sor) the decipherments ßow. The con-
tributors are largelyÑnot allÑyoung;
undergraduates, graduates, graduate
students, even many amateurs outside
the academy bring in new results and
queries. You can read one stela in full
here, in ScheleÕs rendering keyed care-
fully to a drawing of the glyphs. It is a
little dull, all about the assumption of
the throne of Piedras Negras by their
Lady Queen, but state monuments read
like that in all climates.

Tragedy is pervasive in any account
of the Maya. Most of the spade archae-
ologistsÑthe populists, few of whom
speak any Maya tongueÑkeep their
distance from these translations; what
can these elite texts tell us of the peo-
ple? Sour grapes, Coe says. When Knor-
osov came to Guatemala in 1990 to ac-
cept the presidentÕs gold medal and see
the glyphs for the Þrst time, the death
squads warned him against visiting
and so honoring the old sites. Texts are
a heritage; hope for a new Maya polity
is still alive among millions in the vil-
lages, but anathema to right-wing mur-
derers in anxious capitals. Gabriel Gar-
c�a M�rquez will understand.

Spooky Action Up Close

TAMING THE ATOM: THE EMERGENCE

OF THE VISIBLE MICROWORLD, by Hans
Christian von Baeyer. Random House,
1992 ($23).

C
ocksure Samuel Johnson once re-
futed the idealism of the philoso-
phers simply by kicking a large

stone Òwith mighty force.Ó Atomic re-
ality, long a target of critical philoso-
phers, is demonstrated nowadays with
like concreteness. At IBM, some physi-
cists can deftly tease half a dozen at-
oms into chosen sites on a crystalline
surface. They nudge the atoms with the
minute tip of the scanning tunneling
microscope as they watch a scanned
color-coded image built up out of the
varying tip current. All deßections of
the probe as it feels along the atoms
are fed back to the robotic manipula-
tor, so that the operatorÕs Þngers on the
controls sense proportionate resisting
forces, as if the atoms were henÕs eggs
being nested within their carton. Visual
and tactile magniÞcation must alike be
a few millionfold; then can we see our
atoms and touch them, too.

Hans von Baeyer, a physicist at the
College of William and Mary, writes as
vividly of sweeping ideas as of yester-
dayÕs conversation. His text is as per-
sonal as it is charmingly allusive, apt-
ly citing philosophers old and new, yet

never distancing the reader. He sums
up recent Þndings in several labs, some
of which he has visited, to report how
fully those once conjectural atoms have
been caught in our perceptual reach.

In Seattle he entered Nobelist Hans
DehmeltÕs wonderfully realized dream
of Òa single atomic particle ßoating for-
ever at rest in free space.Ó There von
Baeyer met little Astrid, an atom so fa-
miliar as to have earned a name of her
own. Astrid was carefully tended and
fed by cunning laser beams while ever
so gently enclosed in a spacious and
subtle trap. Like the fox in Antoine de
Saint-Exup�ryÕs Little Prince, she might
have said, ÒTo you I am nothing more
than an atom like the other atoms. But if
you tame me. . . I shall be unique in all
the world.Ó An isolated atom aßoat in
space, all but stationary in the dark Þeld
of an ordinary microscope, she shone as
a dot in pale blue, a hue more distinc-
tively her own clanÕs than any tartan can
be, no ßash or track or video scan but a
lasting source of real light in real time,
ready and waiting for any eye to view.

In Rochester, Carlos R. Stroud, Jr., and
his team probed instead deep within
their atoms, passing from enjoyment of
a lovely tamed creature to the intensity
of repeated surgical intervention. Using
a sequence of precisely planned distur-
bancesÑÞrst with delicate microwaves,
then by Þerce laser pulse, then after
waiting for an atomically long time, sud-
den dissection by an electric ÞeldÑthey
could map the electron within the atom.

All these predicted marvels are not
enough. Von Baeyer reports the present
doubts of able physicists that the inher-
ent duality of quantum theory between
point and cloud can be the last word. A
little garden of dazzlingly ingenious ex-
periments lately have enlivened the old
question. For light or sound waves, the
phenomenon is familiar: well-prepared
waves that can arrive via alternative
paths interfere, both to reinforce and to
cancel. One open slit casts a blurry im-
age unlike the neat fringes made by two.

Now go to the level of distinct atomic
events. Map the arrival pattern of many
identical atoms sent one at a time to-
ward a pair of open slits. Interference
of such whole atoms was reported by
four experimental groups during 1991,
no small feat, since the two precise slits
apt for the optical lab at submillimeter
scale must here still be neat, yet 1,000
times Þner. If each tiny atom passes
through either one slit or the other, how
can the slit through which an atom did
not go yet aÝect its Þnal destination?

The clever doubters found more trou-
ble. (A Þne summary of recent experi-
ments, ÒQuantum Philosophy,Ó by John
Horgan, was in the July 1992 issue of

this magazine.) These experiments all
imply, as does the theory, that any sure
information on which slit any particu-
lar particle arrived ends its participa-
tion in interference. This remains true
even if the choice of slit is found by a
marker process that does not directly
disturb the atomÕs ßight and even (an ex-
periment still in preparation) if knowl-
edge of the slit choice is left open to an
optional erasure well after the particles
have passed. Erase, and you see inter-
ference; retain, and the two slit images
merely add. Notice that in this case all
the atomic arrivals together will record
a blurred pattern. The observation of
interference is itself only a retroactive
one, found long after all particles have
reported by deleting the arrival record
of just those atoms whose path was re-
liably noted.

The explanation given by quantum
mechanics is not new, but it is Þrm. At-
oms, like photons, are described by a
quantum Þeld, something diÝerent from
its two limiting cases, classical wave and
particle. Physically alternative paths di-
vide a coherent wave front between
them, yet any pellet must pass through
either one slit or the other. The quan-
tum theory describes all the results we
see by clear, unambiguous rules that
show just how the case Òboth A and BÓ
diÝers intrinsically from Òeither A or
B.Ó Photons and atoms alike obey; what
is hidden from us is the inherent diÝer-
ences in ßight times.

Einstein Þrst laid down a strong chal-
lenge to quantum mechanics along these
lines; he would not accept Òall that
spooky action at a distance.Ó ÒNo doubt
the day will come,Ó he said, Òwhen we
will see whose instinctive attitude was
the correct one.Ó At present, most phys-
icists hold, Þrmly though not dog-
matically, that the day of decision has
passed. The atomic world seems to be
the curiously dicey place Bohr foresaw,
much more like everyday life than like
the fully analyzable trajectories of clas-
sical physics. Our author rather inclines
to favor the doubters; he hopes that the
atoms now so open to detailed study
will lead us to a new understanding.

Perhaps more novelty lies in what 
we call empty space. The quantum vac-
uum is no simple void but a plenum,
crammed by ßuctuating Þelds and tran-
sient particles. Yet a macroscopic vol-
ume of ÒemptyÓ space, simply conÞned
by metal walls, exerts the very pressure
predicted. A similar conÞnement, as von
Baeyer reports from Daniel Kleppner at
M.I.T., measurably slowed the Òsponta-
neousÓ decay of an enclosed atom. Is it
around the wilderness in the vacuum
that little crystals of new quantum phys-
ics will Þrst form?
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P
resident Bill Clinton said recent-
ly that he would admit to being a
wonkÑbut not a nerd. No wonder.

He probably learned the distinction at
the movies, watching that apotheosis of
nerds Jerry Lewis, playing a chemist in
The Nutty Professor, careening into class
in his white lab coat and tripping on the
way to the lecture platform. Or may-
be he picked up the difference watch-
ing Revenge of the NerdsÑthe nerds 
are computer-obsessed undergraduates
who pin pictures of Einstein on the wall
and donÕt get into fraternities.

ÒNerd,Ó it turns out, is movie short-
hand for scientists, engineers and as-
sorted technical types who play chess,
perhaps, or the violin (but never the
saxophone). At one time, ÒnerdÓ meant
Òsocially inept person,Ó but nowadays
the meaning has narrowed, no doubt
because of movies like Revenge of the

Nerds, to Òsocially inept technical per-
son,Ó making it the Þrst generic deroga-
tory noun for scientists and engineers.

Nerd. What a linguistic tribute. And it
joins a string of adjectives, each more
dismal than the next, that are closely
associated in the popular imagination
with the noun Òscientist,Ó among them
Òpower-driven,Ó Òunbalanced,Ó Òinsen-
sitiveÓ and, most widespread of all,
Òmad,Ó as in Òmad scientist.Ó

Blame the spread of these uncompli-
mentary terms on the movies, the place
where words and images combine to
produce todayÕs notion of the typical
scientist: a buÝoon, an obsessive or a
maniac.

This was not always so. True, seekers
of knowledge have often had to con-
tend with stiÝ penalties for daring to
tamper in GodÕs domain. But until the
late 1950s, there usually was a noble Dr.
Ehrlich for every deranged Dr. Franken-
stein. In fact, in the 1930s, 1940s and
even mid-1950s, Hollywood released a
series of reverent Þlm biographies, in-
cluding The Story of Louis Pasteur, Dr.

EhrlichÕs Magic Bullet and Madame Cur-
ie, which earned scientists adjectives
like Òvisionary,Ó ÒinspiredÓ or, at the
least, Òhelpful.Ó But now this genre of
ÞlmÑas well as parallel movies about
inventors such as Edison and Bell, which
dramatized the thrills and beneÞts of
technologyÑis a thing of the past.

Today most depictions of scientists

are Þctional portrayals in which the sci-
entists do harm either to themselves or
to others. The drama of discovery has
been replaced by the drama of destruc-
tion. In dozens of Faustian horror Þlms,
such as The Fly or its remake, the dam-
age is conÞned to the scientist; in count-
less other Þlms, scientists bring trouble
on us all, deliberately (in their quest for
power) or unwittingly (when their in-
ventions escape their control). Sarah,
the heroine of the hugely popular Þlm
Terminator 2: Judgment Day, expresses
the common view when she denounces
all scientists, in the person of one Dr.
Dyson, whose invention has led to glob-
al war. ÒYou [scientists] think youÕre so
creative,Ó she says. ÒAll you know how
to create is death and destruction.Ó

In his book Taming the Tiger: The

Struggle to Control Technology, Witold
Rybczynski dates the change in the im-
age of scientists to the second half of
the 20th century, when, he says, people
began to worry deeply about the in-
ßuence of technology. Certainly, in the
movies, the idea that scientists are pro-
ductive people who by and large ad-
vance the human condition has evapo-
rated, replaced in camp versions by
Vincent Price in a fright wig up on his
mountain playing the organ or in more
serious oÝerings by Dr. Strangelove
rolling his wheelchair across the War
Room to calculate the odds of surviv-
ing a doomsday machine.

E
ven in the lightest Hollywood fare,
the movie scientist brings threats,
not beneÞts. Granted, there is the

rare sympathetic throwback, usually in
sports comedies in which the scien-
tist unveils an invention that causes
baseballs to repel bats (It Happens Ev-
ery Spring) or basketball players to rise
in the air (The Absent-Minded Professor ).
But in the main, the audience is treated
to a parade of scientists who shrink
their kids, hinder sensitive robots in
their search for self-fulÞllment (Short

Circuit ) or chase adorable mermaids
(Splash) and extraterrestrials (E.T.) in
hopes of dissecting them. Scientists
cringe as they watch their screen coun-
terparts; indeed, I know some who have
become so defensive that they routine-
ly misread the AIDS-activist slogan ÒSi-
lence = DeathÓ as ÒScience = Death.Ó

Only in the Saturday serials and their
successors has the image of the good
scientist remained unscathed; there sci-
entists are still the galaxyÕs best prob-
lem solvers. Where would Captain Kirk
be without his unßappable, analytical
science oÛcer Mr. Spock? Flash Gordon
without Dr. Zarkov? The vampire hunt-
ers without Professor Abraham Van Hel-
sing? Of course, the scientists do not get
top billingÑusually they are the side-
kicks, not the starsÑand most testa-
ments to their scientiÞc abilities are in-
direct: we are unlikely to hear adjectives
such as ÒgoodÓ or ÒusefulÓ applied to
them, although occasionally they merit
Òlogical.Ó Still, they have avoided ÒmadÓ
and Òpower-driven,Ó and clearly they are
handy people to have on the team when
the time comes to drive oÝ aliens or
sterilize vampire soil.

ItÕs time for a change in image.
ThereÕs one small sign that movie audi-
ences may be ready for the shift. Re-
cently Errol Morris made a documen-
tary based loosely on Stephen W. Haw-
kingÕs best-seller A Brief History of Time.
The Þlm is that rarity, a nonÞction ac-
count of a scientistÕs life. In it, Morris in-
terviews HawkingÕs friends, colleagues,
students and family relations who think
well of him; they talk sympathetically
of HawkingÕs boyhood, his intellect, his
development and, most of all, his extra-
ordinary resilience. Nowhere is there the
slightest suggestion of the scientist as
the primary source of disorder; instead
we see a ßattering, inspirational story
of someone who succeeds against the
stiÝest of odds.

HawkingÕs colleagues, too, come oÝ
quite well, particularly Princeton physi-
cist John A. Wheeler, explaining, among
other things, the origin of the term
Òblack hole.Ó ÒAfter you get around to
saying Ôgravitationally completely col-
lapsed starÕ about 10 times,Ó he says,
Òyou look desperately for something
better.Ó WheelerÕs lucid explanatory style
delights viewers, who can for a change
not only admire a scientist but actually
understand what one of them is say-
ingÑeven in the movies. Who knows,
the rehabilitation of movie scientists
may continueÑis James Gleick ready
with his screen version of Genius: The

Life and Science of Richard Feynman?
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Scientists in the Movies

ANNE EISENBERG, a professor at Poly-
technic University in Brooklyn, is the au-

thor of four books on scientiÞc writing.
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