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In the deep Atlantic, Nautile hunts for clues

to the forces that make continents drift.

Visiting yourself in the past.

Rewriting the genes.

Information highwaymen.
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By the year 2050 more than 10 billion human beings will inhabit the earth. Many
environmentalists regard this situation as catastrophic. But a growing group of
economists and agronomists say the planet can comfortably sustain this number
or an even higher one. They may well be right, yet environmental and other costs
argue for promotion of economic growth and population control.

What are the forces that propel the earthÕs tectonic plates as they ßoat on the
mantle? To Þnd out, the author and his co-workers spent many days deep in the
Atlantic on board the Nautile and many more weeks in the laboratory. The an-
swers they found challenge established theories about hot spots and other mech-
anisms by which the mantle and crust exchange energy and materials.

One of the most powerful methods of discovering what a gene does is to knock it
out and observe the effect on the organism. The author and his colleagues devel-
oped such a technique for use in mice. In the hands of researchers throughout
the world, Òknockout geneticsÓ is deciphering the stretches of DNA that control
development, immunity and other vital biological processes.

As solid-state circuits get smaller, they get faster. This happy, proÞtable relation-
ship may soon hit a quantum wall. One way through the barrier is to mate silicon
with other materials that drastically speed the motion of electrons through tran-
sistors and other devices. Silicon-germanium alloys are such a material; they can
be manufactured using the same techniques that turn out silicon chips.

Visits to the past are the stuÝ of imagination, literature and theater but certainly
not of physicsÑright? WrongÑat least if the Òmany universesÓ view of quantum
physics is correct. Far from being a logical absurdity, the authors contend, the
theoretical possibility of taking such an excursion into oneÕs earlier life is an in-
escapable consequence of fundamental physical principles.
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Suppose you are dining with friends and everyone has agreed to split the check.
Do you order a tuna sandwich to minimize the group expense or go for the
cervelles de veau avec beurre noire? Similar decisions underlie cooperation to
preserve the environment and achieve other desirable social goals.

These amphibians have devised a panoply of strategies that enable them to sur-
vive in extremely hot environments. Members of some species coat their entire
body with a waxy secretion that thwarts evaporation, others can endure the loss
of 40 percent of their body water, and still others seek haven in deep, cool places.

You have heard about interactivity, electronic catalogues, access to vast storehous-
es of information and fiber-optically delivered floods of entertainmentÑbut have
you heard about daemons, gophers, finger hackers and fire walls? Welcome to
the dark side of the information revolution, where an almost complete lack of se-
curity makes the latest arrivals in cyberspace easy prey for electronic criminals.

Hubble triumph... . Global warming
doubts.. . . Schizophrenic brains.. . . 
A simple genetic switch.. . . Fermat
lives!. . . Proton in a spin.. . . Genome
project update.. . . Attractors within
attractors.. . . PROFILE: Astrophysicist
Subrahmanyan Chandrasekhar.

W. R. GraceÕs megapatent.. . . Volume
graphics.. . . Bioenzyme goes to
work .. . . Blindsight.. . . Terabits.. . . 
A license to print money.. . . THE

ANALYTICAL ECONOMIST: Hello, 
computers. Good-bye, economies 
of scale.

Copyright 1994 Scientific American, Inc.



37 Steve Vidler/Leo 
de Wys, Inc.

38 Johnny Johnson 

39 Patricia J. Wynne

40 Johnny Johnson 

41 Ed Kashi/J. B. Pictures

42 Courtesy of Ag-Chem 
Equipment Co., Inc.

44Ð45 Jack Harris/Visual Logic

46 Gabor Kiss (top ), Dimitry 
Schidlovsky (bottom)

47 William F. Haxby, Lamont-
Doherty Earth Observatory

48Ð49 Dimitry Schidlovsky (top ), 
Jack Harris/Visual Logic 
(bottom)

50Ð51 Dimitry Schidlovsky 

52 Mario R. Capecchi

53 Tomo Narashima

54Ð57 Jared Schneidman Design

58 Mario R. Capecchi (top ),
Tomo Narashima (bottom)

63 Courtesy of International
Business Machines 
Corporation

64Ð65 Ian Worpole

66 IBM (left ), Johnny Johnson 
(right )

67 Ian Worpole

68Ð69 Patricia J. Wynne

70Ð73 Dimitry Schidlovsky

74 © 1991 by Bill Watterson,
Andrews and McMeel (a
Universal Press Syndicate
Company)

76Ð77 Yechiam (Eugene) Gal

78Ð79 Jared Schneidman Design

80 Steven Rubin/J. B. Pictures

81 D. Aubert/Sygma

82Ð83 Vaughan H. Shoemaker

84Ð85 Roberto Osti; Jason K�Ýer 
(maps )

86 Roberto Osti

87 Arthur Gloor/Animals 
Animals (top left ), Paul 
Freed/Animals Animals 
(top right ), Rodolfo 
Ruibal (bottom)

88 Johnny Johnson

90Ð91 Patricia J. Wynne

92 Jason Goltz

93 Jared Schneidman Design

94 Stephanie Rausser

98 Jared Schneidman Design

99 Chris Usher/Black Star

100 Jared Schneidman Design

101 Stephanie Rausser

110Ð111 Patricia J. Wynne

THE ILLUSTRATIONS
Cover painting by George Retseck

8      SCIENTIFIC AMERICAN March 1994

THE COVER painting depicts the Nautile as
it skims along the Mid-Atlantic Ridge, the
huge north-south scar bisecting the sea-
ßoor. The submersible, built by the French
oceanographic institute IFREMER, can reach
a depth of six kilometers. It houses three
people in a 1.8-meter-diameter titantium
sphere, whose portholes allow for external
viewing. The Nautile collects rock samples
that investigators use to determine how con-
vection in the mantle affects the earthÕs sur-
face features (see ÒThe EarthÕs Mantle below
the Oceans,Ó by Enrico Bonatti, page 44).
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LETTERS TO THE EDITORS

Free-for-All on Trade

I was hopeful that ÒThe Case for Free
Trade,Ó by Jagdish Bhagwati, and ÒThe
Perils of Free Trade,Ó by Herman E.
Daly [SCIENTIFIC AMERICAN, November
1993], would help clarify the policy
confusion gripping this issue. Instead,
despite some insightful analysis, these
two men were talking past each other
like seasoned political rivals.

International trade agreements like
NAFTA and GATT do not allow coun-
tries to restrict the import of products
based on how those products are made.
Why? Because a country could theoreti-
cally block all imports with its environ-
mental, health and labor lawsÑthrow-
ing traditional notions of sovereignty
and comparative advantage into a tail-
spin. The answer, easier said than done,
is to deÞne concepts such as nation-
al sovereignty more precisely through
new trading rules that account for the
myriad threats to the global environ-
ment. No one has yet given a coherent
reason why the U.S. must accept dol-
phin-deadly tuna as GATT desires.
BhagwatiÕs ÒPandoraÕs boxÓ response
begs the question.

To his credit, Daly has identiÞed sus-
tainable resource scale, full-cost inter-
nalization and migratory capital as
concepts that could advance the inte-
gration of trade and the environment.
But Daly has a problem, too: How are
the developing countries going to react
to a Òno growthÓ mandate? The chal-
lenge facing both Daly and environ-
mental organizations is to deÞne ex-
plicitly what is meant by sustainable
developmentÑan appealing but factu-
ally ambiguous concept.

WILLIAM J. SNAPE III
Defenders of Wildlife
Washington, D.C.

Bhagwati repeats the largely unsub-
stantiated dogma that only rich indi-
viduals and nations express concern
about environmental values. A recent
Health of the Planet survey by the Gal-
lup Organization challenges that dog-
ma. It Þnds that in nine out of 12 de-
veloping nations surveyed, a majority
of the respondents considered environ-
mental protection to be a higher priori-
ty than economic growth.

The author also skates on very thin
ice when he cites the Grossman and

Krueger study as evidence that Òenvi-
ronmentalists are in error when they
fear that trade, through growth, will
necessarily increase pollution.Ó That
study focuses only on sulfur dioxide,
particulate matter and smoke, which
one would expect to see diminish as
economies turn to less immediately
hazardous means of generating energy.
Yet developed economies produce far
more toxic chemicals, far more radio-
active wastes, far more carbon dioxide
and far more ozone depletors. The ad-
verse environmental impacts of those
pollutants are much more worrisome
in the long run.

Bhagwati is correct in one sense:
many of the diÝerences between econ-
omists and environmentalists can be
attributed to misconceptions. As his ar-
ticle indicates, however, environmen-
talists are not always the ones missing
the essential concepts.

TOM E. THOMAS

Environmental Management Program

JAMES R. KARR

Institute for Environmental Studies
University of Washington

Bhagwati writes that the Grossman
and Krueger study found that sulfur
dioxide levels fell as per capita income
rose. He notes that Òthe only exception
was in countries whose per capita in-
comes fell below $5,000Ó and implies
that those exceptions are rare. But ac-
cording to the data in DalyÕs pie chart,
85 percent of the worldÕs population
earns only $1,000 annually per capita.
Either Bhagwati has not elucidated his
case properly, or it is his argument, not
the environmentalistsÕ, that is in error.

SEAN ALLEN-HERMANSON

Dartmouth, Nova Scotia

Bhagwati replies:
Snape asserts that no ÒcoherentÓ de-

fense of the GATT panelÕs tuna-dolphin
decision has yet been given by anyone.
Rubbish; my article certainly does so.
He then shifts ground and says instead
that it Òbegs the question.Ó What ques-
tion? Why? His conclusions are more
obvious than his arguments.

Thomas and Karr are no better. Con-
cerns over the environment can and 
do crisscross per capita rankings: the
GATT Report on Trade and the Envi-

ronment stated that clearly. As I wrote:
ÒRich countries today have more groups
worrying about environmental causes
than do poor countries.Ó That is both
correct and wholly diÝerent from the
Thomas-Karr assertion that I believe
Òonly rich individuals and nations ex-
press concern about environmental val-
uesÓ! Allen-Hermanson infers from my
writing what I do not argue or believe.
The implication is his error, not mine.

Fortunately, not all environmentalists
are so careless or contemptuous of rea-
soned argument. I continue to believe
that a bridge can be built between their
concerns and those of economists.

Daly replies:
I would not support a no-growth

mandate for the developing world, at
least not yet. Sustainable development
must begin in the North and spread
rapidly to the South. But the current
model is far from sustainable, and the
North should not preach what it does
not even try to practice.

DeÞning sustainable development is
not so hard: it is qualitative improve-
ment without quantitative expansionÑ
speciÞcally without growth in resource
throughput beyond natureÕs regenera-
tive capacity or beyond its capacity to
absorb or recycle wastes. Nonrenewable
resources are depleted no faster than
renewable substitutes are developed.
All important concepts have some am-
biguities, but I submit that this deÞni-
tion of sustainable development is no
more ambiguous than economistsÕ def-
initions of money.

Letters selected for publication may

be edited for length and clarity. Man-
uscripts will not be returned or ac-

knowledged unless accompanied by a

stamped, self-addressed envelope.
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ERRATA

Contrary to an implication in ÒDia-
mond Film SemiconductorsÓ [October
1992], the group of Boris V. Spitsyn was
not involved with research on polywater.

A news story on page 18 of the De-
cember 1993 issue erroneously stated
that Targeted Genetics is using adeno-
associated virus in its gene therapy for
HIV infection. That virus is being used
to develop a cystic Þbrosis therapy; the
HIV therapy uses a diÝerent virus.

Copyright 1994 Scientific American, Inc.
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50 AND 100 YEARS AGO

MARCH 1944

ÒA radically new form of ÔlighthouseÕ
radio relay station will make relaying
of television programs a relatively sim-
ple matter after the war, according to
Ralph R. Beal, Research Director of RCA
Laboratories. He envisages that these
unattended stations, located 20 to 50
miles apart, not only will link television
stations into a national network but will
open a new era in international com-
munications. The relay transmitters will
operate on microwaves with the energy
concentrated almost in a bee line.Ó

ÒLook upon natural gas as a raw ma-
terial source for the chemical industry
in the near future. Ninety-Þve percent
of production is currently for indus-
trial and household fuel. It is entirely
probable, however, that more and more
of this gas will be diverted to other
purposes. Butadiene, glycerine, carbon
tetrachloride, gasoline, sulfa drugs, and
fertilizers are some of the products
available directly or indirectly from
natural gas.Ó

ÒThe recently completed State Street
subway in Chicago is proving its worth
in that cityÕs vast network of transit

lines. Although conceived originally as
an aid to relieving the badly congested
traÛc conditions in the famous down-
town ÔLoopÕ section of the elevated
rapid-transit lines, this modern trans-
portation facility incorporates many
conveniences for its patrons. For exam-
ple: Escalators furnish eÝortless access
to and from the loading platforms, and
automatic ventilators provide fresh air
within the subway. This 4.9-mile sec-
tion is the Þrst of four proposed units
to be completed.Ó 

MARCH 1894

ÒMr. F. Corkell, writing to the Mining

and ScientiÞc Press, says: On the night
of Feb. 1, at Candelaria, Nevada, a bril-
liant meteor appeared. It made a tre-
mendous illumination suddenly; the
light was a dazzling electric blue, like
many arc lights had shot into existence
for about four seconds. Thirty seconds
later a terriÞc explosion occurred, shak-
ing the hills and echoing through the
rocky caverns. There followed a boiling,
sizzling roar, like an immense mass of

red hot iron cooling in water. This last-
ed about Þfteen seconds. None who
saw or heard this meteor will forget it;
they will relate it as a great event.Ó

ÒPaul Bert has found by experiment
that oxygen, this gas, vital above all
others, is a violent poison, for the plant
as for the animal, for the cellule as for
the complete organism; and, if found in
the air in certain proportions, immedi-
ately becomes an instrument of death.
This is one of the most curious of re-
cent discoveries. No oxygen, no life; too
much oxygen, equally no life.ÑPublic

Opinion, from Revue des Deux Mondes.Ó

ÒOne afternoon this winter, though
walking briskly along, I was uncomfort-
ably cold; my ears were so chilled as
frequently to require the application of
my gloved hands. I then began taking
deep, forced inspirations, holding the
air as long as possible before expulsion.
After a few inhalations, the surface of
my body grew warmer. The next to feel
the eÝects were my ears. Within the
time required to walk three blocks,
hands and feet partook of the general
warmth and I felt as comfortable as if
the time had been passed by a glowing
Þre.ÑE. B. Sangree, M.D., American

Therapist.Ó

ÒThe camels now running wild in
Arizona are the descendants of a small
herd originally imported to Virginia
City, Nevada. They were wanted for use
in packing salt across the desert. Even-
tually they were sent to Arizona for
packing ore. But they became footsore
and useless and were turned adrift to
shift for themselves.ÑSan Francisco

Chronicle.Ó

ÒOur illustration represents an elec-
trical apparatus employed at the Illi-
nois Steel Company, at Joliet, to load
steel billets on ßat cars with the mini-
mum amount of manual labor. Billets
to be shipped are delivered from the
yard to a long line of rollers, partly
shown at the left in the illustration,
and are thus carried along until they
strike a deßecting plate, by which they
are conveyed to an endless moving
apron, set at an incline, as prominently
shown. This apron Þrst elevates and
then drops the billets to a car, which
lies on a depressed railroad track on
the farther side.ÓHandling steel billets by electrical power

Copyright 1994 Scientific American, Inc.



Image Enhancement
Hubble repairs create euphoria
and burnish NASAÕs reputation

A
small change for a mirror, a giant
leap for astronomy,Ó was how 
Christopher J. Burrows of the

Space Telescope Science Institute epito-
mized the feelings of the ecstatic as-
tronomers who in January proudly
showed oÝ the Þrst, brilliantly sharp
images from the newly refurbished
Hubble Space Telescope. A jubilant Na-
tional Aeronautics and Space Adminis-
tration wasted no time capitalizing on
the success of DecemberÕs shuttle mis-
sion during which astronauts corrected
the blurry vision of the orbiting obser-
vatory. ÒWe believe Hubble is Þxed,Ó de-
clared administrator Daniel S. Goldin.
NASAÕs own shaken reputation enjoyed
some Þxing as well.

The agency has suÝered a series of
ignominious setbacks in recent years,
culminating in the loss of the Mars Ob-
server last August. Hubble had been 
an orbiting embarrassment since two
months after its launch in 1990, when
NASA realized that the telescopeÕs pri-

mary mirror had been manufactured to
the wrong shape. As a result, HubbleÕs
performance had fallen far short of 
expectations.

The Þx should enable the $1.5-billion
telescope to fulÞll its original promise.
Hubble has a resolution at least 10
times better than that of any ground-
based instrument, so it can see clearly
throughout a volume of space 1,000
times larger. ÒBeyond our wildest ex-
pectationsÓ was the verdict of Ed Weil-
er, Hubble program scientist. New gyro-
scopes, solar arrays and magnetometers
also installed during the mission have
improved HubbleÕs stability and intro-
duced backup capability for pointing.

Ever mindful of the need for friends
on Capitol Hill, NASA invited Senator
Barbara A. Mikulski of Maryland, chair
of the senate subcommittee that over-
sees the agencyÕs appropriations, to
help announce the success. ÒThe repair
of Hubble is a benchmark,Ó Mikulski
said, ßourishing pictures of a star taken
with the telescopeÕs Faint Object Cam-
era before and after the reÞt. ÒThere is
now a conÞdence that the space sta-
tion can be built. There will be the tech-
nical and astronaut capability to do it.Ó

Most astronomers could not care

less about the planned space station,
but, like a Chagall bridegroom, they are
over the moon about the wealth of data
now likely to come from Hubble. Two
major changes in the telescope enhance
its capacities. One is COSTAR, the cor-
rective optics package, which carries
10 button-size mirrors that remedy the
error in the primary mirror for three
Hubble instruments: the Faint Object
Camera, the Goddard High Resolution
Spectrograph and the Faint Object
Spectrograph. Another instrument was
sacriÞced to make room for COSTAR.
The other important Þx is the new Wide
Field and Planetary Camera (WFPC-2),
which corrects the fault in the primary
mirror without COSTARÕs help.

As of late January, the spectrograph
mirrors on COSTAR had not all been 
tested, but NASA oÛcials were conÞ-
dent. The Faint Object Camera mirrors
of COSTAR, as well as WFPC-2, both
worked as soon as they were activated,
needing little adjustment to achieve al-
most perfect performance.

WFPC-2Õs performance is now Òvery
close to the theoretical limit,Ó according
to Burrows. Between 60 and 70 percent
of the light from a point source imaged
with the camera falls within a circle 0.2

SCIENCE AND THE CITIZEN
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CORE OF SPIRAL GALAXY M100 as seen by the Hubble Space
Telescope before refurbishment (left ) and after (right). The

Wide Field and Planetary Camera that took the photo at the
left was replaced to correct the error in HubbleÕs main mirror.
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arc second across. Because of spherical
aberration caused by the defect in the
primary mirror, the old WFPC could
put only 12 percent of the light from a
point in the same area. At the American
Astronomical Society meeting in Jan-
uary, J. JeÝrey Hester of Arizona State
University presented dramatic imag-
es made with the new camera of the

stellar nursery known
as R 136.

The Þrst WFPC re-
vealed that R 136, a
cluster in the nebula
30 Doradus, comprised
several hundred stars;
now WFPC-2 sees more

than 4,000. WFPC-2 has also made vivid
images of the giant star Eta Carinae.

But even such prizes pale before the
prospect that the refurbished telescope
will enable astronomers Þnally to de-
termine the value of a key cosmological
parameter: the Hubble constant. The
Hubble constant, namedÑlike the tele-
scopeÑfor the American astronomer

Edwin Hubble, is a number that relates
the velocity of an astronomical object
to its distance. It thus leads straight to
an estimate of the age of the universe.
At present, astronomers disagree by a
factor of two over the size of the Hub-
ble constant. Consequently, the age of
the universe cannot be calculated with
any precision beyond that of a hand
wave (the number is thought to be be-
tween 10 and 20 billion years).

To resolve the argument, it will be
necessary to bring into focus variable
stars called Cepheids in galaxies as
much as 50 million light-years away. As
Hubble realized, the fact that the abso-
lute brightness of a Cepheid can be in-
ferred from its periodicity makes them
useful as cosmic milestones; stars of
the same brightness look dimmer the
farther away they are. The old WFPC
could resolve Cepheids that lay only 
12 million or so light-years away. But
WFPC-2 easily resolves individual stars
in the galaxy M100, which float at a dis-
tance between 35 million and 80 mil-
lion light-years. Some of those stars
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Students of chaos have clung to the notion that chaotic
systems retain some shreds of order. The shreds man-

ifest themselves in the form of an attractor, a pattern of
behavior toward which the system periodically settles.
Identifying the attractor enables one to predict the final
behavior of a chaotic system, at least in a qualitative, sta-
tistical sense. That comforting notion has been damaged
by Edward Ott of the University of Maryland and John C.
Sommerer of Johns Hopkins University and their col-
leagues. They have shown that for certain systems that
have more than one attractor, even qualitative predictions
are impossible. “The repeatability of an experiment gets
thrown into question,” Ott says.

The problem is rooted in the way a chaotic system de-
termines which attractor to follow. The initial conditions
that control the choice are said to be located in a basin of
attraction. Ott and Sommerer have spoiled the party by
showing that a basin may be rather leaky: it may have
“holes” that make it impossible to predict which attractor
the system will follow.

Building on earlier mathematical work, the physicists
used a computer to conduct numerical experiments in
which a particle moving on a frictional surface is occa-
sionally pushed. Consequently, the particle could begin
moving either periodically or sporadically. The research-
ers found that even for this fairly simple system they
could not determine which of the two attractors the parti-
cle would chase, because one basin is riddled with pieces

of the other basin. In fact, every area in one basin, no
matter how small, contained pieces of the other basin with-
in it. “Hence, arbitrarily small changes can cause the sys-
tem to go to a completely different attractor,” Ott remarks.
The only way to guarantee an outcome is not to have any
error or noise whatsoever—a practical impossibility for real
systems. And, anyway, what kind of chaos would that be?

Ott points out that the results differ from other forms of
chaos in which the starting point straddles the boundary
between two basins of attraction. In such borderline situ-
ations, one might be able to move the starting point away
from the boundary so that the attractor can be predicted.
The same cannot be done for systems that have riddled
basins, because no region is free of holes. “You’re always
on the borderline,” Ott explains.

Although riddled basins appear only in situations that
have certain spatial symmetries, they are probably not
rare. “A lot of physics is based on conservation laws,
which are based on symmetries,” Sommerer observes. Cur-
rently the workers are looking for real physical phenome-
na that have riddled basins. They suspect that turbulent
fluids, chemical mixtures and lasers may be among such
systems. Sommerer even speculates that experimentalists
have already encountered this kind of chaos. Projects that
went awry the second time around could have been a re-
sult of the mischievous property of riddled basins. “I have
a sneaking suspicion this might be the case for some,” he
intones. —Philip Yam

PART OF THE GREAT NEBULA in Ori-
on, a region of recent star formation, is
seen in unprecedented detail in an im-
age from HubbleÕs new camera. Colors
correspond to diÝerent gases.

Chaotic Chaos
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may well be Cepheids. ÒWe appear to
have a camera that should be capable
of that fundamental task,Ó says Jon
Holtzman of Lowell Observatory.

Images from the Faint Object Cam-
era, now seeing sharply for the Þrst
time thanks to COSTAR, are no less im-
pressive. Peter Jakobsen of the Euro-
pean Space Agency, which built the
Faint Object Camera, drew spontaneous
applause at the January meeting when
he showed an image of supernova
SN1987A from the instrument. The
photograph clearly resolved the central
Þreball of the exploding star. 

Robert Jedrzejewski of the Space Tele-
scope Science Institute elicited the same
reaction when he exhibited a just-drawn
diagram of the brightness and tempera-
ture of stars in the globular cluster 47
Tucanae. Perhaps the most spectacular
image was displayed by F. Duccio Mac-
chetto, also of the Space Telescope Sci-
ence Institute, who presented a view of
the Þery heart of a Seyfert type 2 galaxy,
NGC 1068. The core, believed to con-
tain a black hole, shines a billion times
brighter than the sun. Although infall-
ing matter obscures the core, the new
photograph shows detailed structure
around the inferno where before there
was only a blur. Edwin Hubble would
have been proud. ÑTim Beardsley
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Down the Green
As Ras grabs headlines, workers
Þnd a short signaling pathway

T
he Ras pathway, one route by
which DNA is turned on and oÝ
by signals arriving at the cell

membrane, has been keeping cell biolo-
gists busy for the past year. If molecular
biology were billiards, the Ras pathway
(so named because a key element in it
is the Ras protein) would be an epically
complex combination shot using every
ball and cushion to angle the target ball,
a growth signal, toward the pocket.

As the Ras story unfolded in a rapid-
ly building series of papers, other sci-
entists were quietly uncovering a much
simpler pathway, a kind of straight shot
down the green. The control sequence
they describe carries chemical informa-
tion from the cell membrane to the nu-
cleus via only two key families of pro-
teins, Janus kinases (JAK) and signal
transducers and activators of transcrip-
tion proteins (STAT), without relying on
secondary messengers. The sequence
begins when an occupied membrane re-
ceptor phosphorylates a JAK kinase,
which in turn calls STAT proteins into
action. The STAT proteins then journey

to the nucleus, where alone or in tan-
dem with other DNA binding proteins
they stimulate transcription.

ÒThe Ras pathway is a much more
complex, sensitive interplay of proteins
than what weÕre looking at,Ó explains
James E. Darnell, Jr., of the Rockefeller
University, one of the discoverers of the
new pathway. ÒI donÕt believe the Ras
pathway is the decisive pathway for
transcriptional signals, but it is critical
in growth control.Ó Darnell Þrst noticed
the role STAT proteins play in cells re-
sponding to signals from two inter-
ferons, IFN-alpha and IFN-gamma, that
dock at diÝerent membrane receptors.
Both signals cause antiviral reactions
as well as restrained growth in many
cell types, but they were presumed to
use independent pathways. It turns out
that both could engage the same pro-
tein, Stat91.

Meanwhile biologists at the Imperial
Cancer Research Fund in London were
developing an additional line of evi-
dence. The English investigators select-
ed mutant cells incapable of respond-
ing to IFN-alpha or IFN-gamma, or both.
But the group found that the IFN re-
sponse could be restored by adding 
to the cells genetic instructions for the
production of Stat91. The various cell
lines showed that not only was the acti-
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vation of Stat91 required for a cell to
respond to the interferons but that sep-
arate sets of JAK proteins were needed
to interact with the STAT proteins in
order to initiate either reply.

Several laboratories have since dem-
onstrated that the JAK-STAT pathway
is involved in cell responses to other
growth factors and cytokines. ÒWe do
know that the JAK kinases decorate the
STAT proteins, but we do not yet know
who phosphorylates whom,Ó Darnell
adds. The JAK-STAT pathway may well
facilitate a vast number of cellular re-
sponses. Much like Lego blocks, these
proteins may snap together in a number
of conÞgurations to activate many diÝer-
ent genes. Furthermore, the distinct pro-
tein arrangements bind with varying af-
Þnities to their related gene sites. STAT
proteins may thus enable cells to dis-
tinguish degrees of urgency in the ex-
tracellular signals they receive.

ÒWe believe diÝerent extracellular sig-
nals probably trigger a diÝerent proÞle
of gene responses,Ó Darnell says. ÒBut we
donÕt know how many separable re-
sponse elements there are in the ge-
nome or how many diÝerent permuta-
tions of transcription factors will be re-
quired.Ó For a straight shot down the
green, this setup is beginning to look
fairly complicated. ÑKristin Leutwyler

Spinning Out
Physicists cannot agree on 
the origin of proton spin

J
ust how much of a protonÕs spin
comes from that of its quarks?
Ask an experimenter, and the an-
swer is 10, 55 or, most recently, 35

percent. If this isnÕt confusing enough,
ask a theorist. Predictions range all the
way from 0 to 100 percent; a good num-
ber of theorists come in at about 65.
Others argue that this percentage, called
sigma (∑), is simply incalculable.

That our best-loved subatomic parti-
cle should have come to such a pass is
perplexing. The protonÕs composition is
seemingly clear-cut: two up quarks and
one down quark held together by glu-
ons. Like many other elementary parti-
cles, the protonÑand the quarkÑcarries
a built-in angular momentum, known as
spin, that has a magnitude of 1/2 (of a
quantum unit). But because the proton
is made of quarks, its spin is plausibly
dissectable into that of its quarks. The
debate on how to implement this dis-
section continues while the proton, so
to speak, waits on the operating table.
Alongside lies its signiÞcant other, the
neutron; both have the same ∑.

In 1988 experimenters at CERN, the
European laboratory for particle phys-
ics, announced that ∑ is roughly 10 per-
cent. This Þnding, conßicting as it did
with most theoretical expectations, pro-
voked a swirl of activity. In 1993 a
group at the Stanford Linear Accelera-
tor Center (SLAC) found ∑ to be 55 per-
cent, whereas the Europeans came back
with a new measurement: again 10 per-
cent. Theorists and experimenters went
right back to their desks and labs. In
early January the CERN collaboration
declared its latest result : about 35 per-
cent. The Stanford group expects to re-
veal its new result by this summer.

So what is the value of ∑? It will be
some time before the dust settles: the
measurements have large errors (of tens
of percents), so the results quoted are
actually quite fuzzy. Meanwhile the con-
fusion on the experimental side is mir-
rored by theoretical uncertainty about
just how to slice up the protonÕs spin.

The hitch is the intricacy of the real-
life proton. Its quarks and gluons inter-
act with one another in myriad ways
prescribed by the theory of quantum
chromodynamics (QCD). These interac-
tions are so hard to calculate that theo-
rists try to abstract the essence of QCD
in simpler models, which they then use
to make predictions.
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In the ÒnaiveÓ quark model, one of the
three quarks spins in a direction oppo-
site to the other two; when we sum the
spins of all three, we get 1/2 + 1/2 Ð 1/2 -
= 1/2Ñwhich is simply the protonÕs spin.
In this model all the protonÕs spin comes
from the quarksÕ: ∑ is 100 percent.
More complex models allow the quarks
to orbit one another; some of the pro-
tonÕs spin then comes from the quarksÕ
orbital angular momentum and only
about 65 percent from their spin. John
Ellis of CERN and Robert L. JaÝe of the
Massachusetts Institute of Technology
have predicted a ∑ of 60 percent. They
use an elegant formulation of QCD that
takes the up, down and strange quark
masses to be equal, while ignoring the
contribution to ∑ from (spontaneously
created ) strange quarks.

All the above calculations are ques-
tioned by Alfred H. Mueller of Colum-
bia University and his collaborators.
They argue that gluons mix with quarks
so intimately that it is impossible to
predict the spin contribution of the (un-
glued) quarks. At the far side of the de-
bate lies the Skyrme model, which sees
the proton as a hedgehoglike kink in a
quantum Þeld; it gives a ∑ of 0 percent.

ÒThe problem,Ó points out Xiangdong
Ji of M.I.T., Òis that we really donÕt have
a good model for the proton.Ó Theorists

Molecular Mischief
Spectroscopic studies may point
to a cause of schizophrenia

I
n recent years, investigators looking
for physiological abnormalities in
the brain that might be associated

with schizophrenia have focused on 
a region known as the prefrontal cor-
tex. Diverse clues suggest that it is a
site of crucial events. One is the obser-
vation that schizophrenics have below-
average blood ßow in their prefrontal
cortices, which indicates depressed ac-
tivity there. Another clue, found by Pa-
tricia S. Goldman-Rakic, Charles J. Bruce
and Martha G. MacAvoy of Yale Univer-
sity, is that cuts at speciÞc locations in
the prefrontal cortices of rhesus mon-

keys make the animals prone to errors
on tests designed to use Òworking
memory.Ó Schizophrenics do poorly on
the same type of test. Lesions at other
sites in the simian prefrontal cortex
cause jerky eye movements when a
fast-moving object is trackedÑalso a
characteristic feature of schizophrenia.

Jay W. Pettegrew of the University of
Pittsburgh has pressed on to the mo-
lecular levelÑin human beings. Pette-
grew uses nuclear magnetic resonance
spectroscopy to measure what he calls
the Òmolecular mischiefÓ of the disease.
In a study that compared 24 schizo-
phrenics who had never received anti-
psychotic medication with 29 healthy
and matched control subjects, Pette-
grew found that the patients had mark-
edly lower levels of chemicals called
phosphomonoesters in their prefrontal
cortices.

At the annual meeting of the Society
for Neuroscience in Washington, D.C.,
late last year, Pettegrew presented evi-
dence that this chemical abnormality
has relevance to symptoms. Patients
who were more sick, as assessed by
tests of verbal ßuency and other mea-
sures, had lower levels of phosphomo-
noesters than those who were less sick.

Phosphomonoesters are building
blocks for the phospholipids found in

do agree, however, on one aspect: an up
quarkÕs contribution to ∑ should be
quite similar to that of a down quark. If
the experiments rule otherwise, violat-
ing a 1966 prediction by James D. Bjor-
ken of SLAC, then QCD itself will be
called into question. The divergence of
CERN and SLAC data has threatened
just that. Looks like the proton will 
remain on the operating table for a
while. ÑMadhusree Mukerjee
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membranes surrounding neurons. Pet-
tegrew thinks schizophrenics have an
impaired ability to synthesize the mem-
branes. Other compounds known as
phosphodiesters are also present in el-
evated amounts in schizophrenics, a
Þnding that could indicate that in such
patients the breakdown of neural mem-
branes is accelerated.

The results, which Pettegrew says have
been replicated, seem to Þt in with the
Þnding that the cells in the prefrontal
cortex of a schizophrenic individual are
typically smaller and more densely
packed than those in normal brains.
Pettegrew proposes that in schizo-
phrenics a ÒpruningÓ of neurons that
normally occurs during adolescence is
exaggerated.

If healthy children who have unusu-
ally low phosphomonoester levels are
more likely than others to show symp-
toms of schizophrenia laterÑa big ÒifÓÑ
then, Pettegrew suggests, giving such
children drugs designed to stimulate the
growth of neurons might forestall the
development of the disease. ÒWe should
start to think about schizophrenia as
something we can prevent,Ó he declares.

First, such drugs must be found,
however. Work on this disease has
failed to redeem its promise many
times before. ÑTim Beardsley

Gene Rich, Cash Poor
The genome project has plenty
of Þndings but not dollars 

B
y all the short-term measures, the
Human Genome Project is suc-
ceeding beyond its plannersÕ

dreams. Four years ago it was launched
as a 15-year eÝort to read and decipher
the DNA in human cells. But within two
years researchers will have fairly de-
tailed maps of all the chromosomes and
may even know where nearly all the
genes are. Those discoveries are usher-
ing in a new age in biology. With genet-
ic decoders in hand, investigators will
soon be Þnding molecular solutions to
long-standing puzzles of development
and cellular function.

At the same time, however, geneticists
are also worrying about whether the pro-
gram has the technical and Þnancial re-
sources to keep the party going. ÒIt is
very diÛcult to look at the budget we
have and see how weÕre going to get it
done by 2006,Ó laments Francis Collins,
director of the genome project at the
National Institutes of Health.

Researchers unanimously agree that
the compilation of genetic linkage and
physical maps, which indicate where

genes appear on chromosomes, are pro-
ceeding on or ahead of schedule. Just
before Christmas, in fact, the physical
mapping project received a gift from
Daniel Cohen of the Centre dÕ�tude du
Polymorphisme Humain (CEPH) and
G�n�thon in Paris, who released a map
of more than 90 percent of the human
genome. Cohen is a pioneer in the use
of large pieces of yeast DNA, called
megaYACs, as mapping tools. His group
had dissected chromosome 21 by that
method in 1992. But Cohen decided that
handling the human chromosomes one
by one was too ineÛcient, so his team
changed tactics and analyzed all of
them simultaneously.

If the CEPH map covers virtually the
entire human genome, why isnÕt that
part of the project Þnished? The reso-
lution of the CEPH map is low: the genet-
ic landmarks it charts are millions of
nucleotide base pairs apart. Geneticists
usually need to be within 100,000 bases
or so of a marker to Þnd and sequence
a speciÞc gene. Collins believes a map
with a 300,000-base resolution could be
available in 1995.

The ultimate blueprint, and the goal
of the sequencing eÝort, will be the read-
out of all three billion base pairs that
make up human DNA. But this leg of
the genome project is looking rickety.
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Simple arithmetic shows why: even the
best laboratories can now sequence only
about two million base pairs a year, and
only four or Þve laboratories in the U.S.
can work that fast. At that rate, sequenc-
ing the entire genome would take more
than 300 years. The sequencing time-
table was always built on the assump-
tion that technological improvements
would keep the rate of sequencing ris-
ing exponentially. But basic research into
developing sequencing technologies has
suÝered from neglect.

The good news, Collins says, is that
meeting the 2006 deadline ÒisnÕt going
to require a blue-sky breakthrough.
WeÕre not going to have to depend on
something we canÕt think of yet.Ó Re-
searchers are already raising the speed
and eÛciency of the electrophoretic gel
equipment they use to analyze DNA.
The biggest jump, most investigators
think, will come from automating repet-
itive tasks now done manually.

Molecular geneticists are also look-
ing hopefully to improvements in se-
quencing techniques such as primer
walking. Researchers can make primer
molecules of DNA about 18 bases long
that will bind to a unique location in the
genome. With enzymes, they can extend
a bound primer by several hundred
more bases complementary to the ge-
nomic DNA. By sequencing the elongat-
ed primer, they can then determine the
genome sequence. A sequence from the
far end can serve as a primer for the
next ÒstepÓ along the DNA. Unfortunate-

ly, primer walking in this way is labor
intensive: a new 18-base primer must
be synthesized for each round of walk-
ing, and that typically takes a day.

F. William Studier of Brookhaven Na-
tional Laboratory and his colleagues
have found a way to simplify primer
walking. Their approach uses a library
of hexamers (six-base primers) and a
protein that binds to single-strand ge-
nomic DNA. The binding protein pre-
vents individual hexamers from pairing
stably with the DNA. But three end-to-
end hexamersÑthe equivalent of an
18-base chainÑreinforce one another
enough to muscle the protein aside.
The advantage of the technique is that
there are only 4,096 diÝerent types of
hexamers, as opposed to more than 68
billion 18-base primers. All the necessary
hexamers can therefore be prepared in
advance as oÝ-the-shelf reagents.

One aspect of the sequencing effortÑ
Þnding the genesÑis moving ahead at
astonishing speed with existing tech-
nology. By most estimates, less than 3
percent of the billions of bases in the
genome are parts of genes: the rest
consists of regulatory sequences and
junk DNA. Several years ago, while he
was a researcher at NIH, J. Craig Venter
discovered how to Þnd the gene nee-
dles in the DNA haystacks. Venter iso-
lates the messenger RNA molecules
transcribed from active genes in cells,
then reverse-transcribes them into DNA.
He identiÞes a few hundred bases from
these DNAs and uses computers to

look for similar strings of
bases in the data banks of
known sequences. In this
way, he is able to ßag those
sequences as genetic, even
though the actual function
of the gene may remain
obscure.

Venter was soon identi-
fying thousands of genes
every month. Today the In-
stitute for Genomic Re-
search, which he founded
in Gaithersburg, Md., is re-
portedly identifying about
600 genes a day. If the in-
stitute meets its announced
target, it will have labeled
half of all the human genes
by April of this year. Oth-
er laboratories have also
adopted his methods. ÒCol-
lectively, through the world-
wide effort, the majority of
genes should be known by
the end of 1995,Ó Venter
predicts.

Still, researchers empha-
size that VenterÕs gene tag-
ging does not replace com-

prehensive sequencing. ÒYouÕve proba-
bly heard the claims about being able
to identify essentially all the genes in
the genome within a few years,Ó cau-
tions David Galas, former head of the
Department of EnergyÕs genome re-
search program. ÒRegardless of whether
thatÕs literally true, youÕre certainly 
going to be able to Þnd a lot of genes.
But how you use that information to
probe the organization and expression
of genes is still unclear.Ó Sequencing
therefore remains essential.

In short, the ideas for how to speed
up sequencing are already on the table.
The challenge will be to translate them
into practical tools in dozens of labora-
tories. And that is why Collins says
more funding for technology develop-
ment is necessary. He notes that feder-
al funding for the project has leveled
oÝ at about 60 percent of its inßation-
adjusted $200-million annual need.
ÒRight now is a very critical time,Ó Galas
says. ÒThere are important advances
that need to be developed further. It
would be a good time to get a boost in
funding.Ó ÑJohn Rennie
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DANIEL COHEN of G�n�thon shows oÝ his latest
prize, the best map yet of human chromosomes.

Cold Confusion
Assault on the link between 
CO2 and global climate

F
or those who worry about climat-
ic change, the terms Òcarbon di-
oxideÓ and Òglobal warmingÓ of-

ten seem as inseparable as ÒyinÓ and
Òyang.Ó Since the 1980s several studies
of ice cores drilled from the thick gla-
ciers on Greenland and Antarctica have
oÝered evidence of a correlation be-
tween carbon dioxide and global climate.
Those cores showed that carbon diox-
ide levels in the atmosphere were much
lower during ice ages than during com-
paratively warm periods such as the
present. The Þnding has ampliÞed the
ominous implications of the huge quan-
tities of carbon dioxide that humans
continue to dump into the air.

Now the ice core data on atmospher-
ic carbon dioxide have come under as-
sault. At the December 1993 meeting of
the American Geophysical Union, Alex
T. Wilson of the University of Arizona
asserted that current measurements of
prehistoric carbon dioxide levels are
considerably in error. In particular, Wil-
son Þnds that the levels during recent
ice ages were only marginally lower than
in modern timesÑand far higher than
most scientists have believed.

The source of the error, according to
Wilson, is the technique used to deduce
what the composition of the air was
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thousands of years ago. In the conven-
tional approach, workers crush a sam-
ple of ancient ice to release the pockets
of air trapped inside and then measure
the gas that emerges. Although the pro-
cess seems simple enough, Wilson per-
ceives Òa pretty surprising assumptionÓ
lurking below the surface.

The ice-crushing technique works
only if the freed air has the same com-
position as the air originally trapped,
millennia ago, under layers of overlying
snow. Wilson notes, however, that deep
in the ice layers the pressure is so great
that air dissolves into the surround-
ing ice, and bubbles disappear. When
brought to the surface, the ice decom-
presses, and the air reappears in bub-
bles or voids in the ice. Wilson claims
that about one quarter of the carbon
dioxide remains trapped in the ice it-
self and so never shows up in the labo-
ratory measurements.

Working with Austin Long, also at
the University of Arizona, Wilson is uti-
lizing an alternative method for extract-
ing air from the archaic ice. In essence,
they evaporate the ice in a vacuum
chamber (a process known as sublima-
tion) and then analyze everything that
comes out. Their results look quite a
bit diÝerent from those of their col-
leagues. A 35,000-year-old ice sample
from the Greenland Ice-Sheet Project 2
(GISP2) yielded 250 parts per million

of carbon dioxide, only slightly below
the modern but preindustrial levels of
about 270 parts per million. For com-
parison, conventional techniques give a
value of roughly 180 parts per mil-
lionÑa considerable discrepancy.

Many of WilsonÕs colleagues question
his technique. Martin Wahlen of the
Scripps Research Institute, who also per-
forms carbon dioxide measurements
on the GISP2 ice cores, maintains that
Òfrom our experiments and tests, we
have no clue that he might be right.Ó
Bernhard StauÝer of the University of
Bern is more direct: ÒWilson is deÞnite-
ly wrong with his arguments.Ó StauÝer
is concerned that the sublimation tech-
nique could be measuring contaminants
in the ice or in the apparatus itself that
give the impression of artiÞcially high
carbon dioxide concentrations.

Wilson counters that his tests show
negligible signs of contamination. He
also notes that his results disagree with
those from ice crushing only for deep
core samplesÑthose in which air once
dissolved into the ice. ÒThere is no
doubt that 180 parts per million is far
too low,Ó he says. StauÝer, Wahlen and
other climate researchers complain that
Wilson has not been terribly open about
his methodology; in particular, they
worry that he has not shown other re-
searchers the dry runs of his apparatus. 

Even if Wilson and LongÕs numbers

hold up, they do not silence those who
believe global warming is a genuine dan-
ger. Curt Covey of Lawrence Livermore
National Laboratory notes that smaller
variations in carbon dioxide between
glacial periods and warmer eras could
mean that climate may actually be more
sensitive to changing levels of carbon
dioxide than scientists have thought.
On the other hand, it could underscore
the considerable inßuence of other fac-
tors that aÝect global climate. As Cov-
ey observes, ÒYou need more than car-
bon dioxide changes to get ice ages.Ó

Indeed, the relation between carbon
dioxide and ice ages is still far from
clear. Paul A. Mayewski of the Universi-
ty of New Hampshire explains that a
crucial piece of information is whether
the changes in carbon dioxide concen-
trations precede or follow the onset of
ice ages. In other words, climatologists
cannot yet determine whether those
changes are a symptom or a cause of
the wholesale environmental changes
that occur during ice ages. As Mark A.
Chandler of the Goddard Institute for
Space Studies wryly observes, ÒWatch-
ing what happens over the next 50
years will be a great experimentÓ for
clarifying the inßuence of carbon diox-
ide on global temperatures. 

Studies of ice cores are also uncover-
ing evidence of surprisingly erratic be-
havior in the earthÕs climateÑbehavior
that cannot all result from the action of
carbon dioxide and other greenhouse
gases. Researchers have been stunned
by recent reports by Kendrick C. Taylor
of the Desert Research Institute in Reno,
Nev., and his colleagues that the tem-
peratures recorded in the Greenland
ice cores ßuctuated rapidly during the
last ice age, warming and cooling over
the course of a decade or less. Just a
few months ago Willi Dansgaard of the
University of Copenhagen and his co-
workers added to the excitement when
they announced evidence that similar
climate swings occurred during the last
warm period. That controversial Þnd-
ing could indicate that global tempera-
tures might take another violent swing
during the current warm spell.

The short-term climate ßuctuations
Òclearly result from changes in atmo-
spheric circulation patterns,Ó Mayewski
reports. The mechanisms responsible
for that altered circulation remain high-
ly speculative. Mayewski cites varia-
tions in the brightness of the sun as a
likely culprit. ÒPeople have shied away
from the idea of solar variability be-
cause they lacked the proper long-range
records,Ó he says. The ongoing analysis
of atmospheric gases, dust and other
components trapped in the ice cores
could settle the matter, he believes.
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INNOVATIVE APPARATUS for measuring carbon dioxide in ice cores was devel-
oped by Alex T. Wilson (standing) and Austin Long of the University of Arizona.
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Mayewski hopes better insight into
the inconstant nature of the sun will
enable researchers to determine whether
the present, human-generated increas-
es in carbon dioxide are negating a nat-
ural global cooling or enhancing a glob-
al warming. Either way, he says, the Þnd-
ings Òwill not eradicate the importance
of carbon dioxide.Ó

Data from the various ice cores should
eventually enable theorists to develop
a comprehensive model of terrestrial
climate for the past tens of thousands
of years. The Þrst step in that endeavor
entails collecting accurate measurements
of all the parameters that inßuence the
global environment. The present dis-
pute over carbon dioxide adds an un-

welcome uncertainty to the eÝort. ÒThe
Þnger-pointing is part of the process.
Ultimately weÕll sort it all out, and weÕll
have a much stronger program,Ó Taylor
says cheerfully. Moments later, reßect-
ing the mood of a Þeld that has been
progressing at breakneck speed, he
adds, ÒItÕs just time to stop talking and
start doing.Ó ÑCorey S. Powell
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Problems worthy of attack,” quoth the physicist-poet Piet
Hein, “prove their worth by hitting back.” That is cer-

tainly the case with Fermat’s Last Theorem, which after
being apparently knocked out last summer has bounced
off the mat for another round.

The deceptively simple theorem states that the equa-
tion XN + YN = ZN has no positive, integral solutions for ex-
ponents greater than 2. Posed some 350 years ago by the
French polymath Pierre de Fermat, who claimed in the mar-
gin of a book that he had found a proof but did not have
room to write it down, it became perhaps the most famous
problem in mathematics.

Last June, Andrew J. Wiles of Princeton University electri-
fied his field by announcing that he had discovered a proof
of the theorem. Based largely on Wiles’s solid reputation
and on his outline of an approach that had previously
seemed promising, a number of leading lights declared
the proof to be almost certainly correct. The finding was
trumpeted on the front page of the New York Times—and
favorably reported in the pages of this magazine.

Shortly after his announcement, Wiles submitted a 200-
page manuscript to Inventiones Mathematicae, and the
journal’s editor, Barry Mazur of Harvard University, sent it
to six reviewers. Wiles quickly fixed several minor prob-
lems identified by the reviewers, but one problem proved
less tractable. In December, Wiles released a statement
that he was working on a “calculation” that was “not yet
complete.” He reassured his audience, “I believe that I will
be able to finish this in the near future.”

Karl Rubin of Ohio State University, who as a reviewer is
one of the few people who has actually read Wiles’s man-
uscript, is optimistic that Wiles will succeed. But he con-
cedes that only Wiles knows exactly where the proof
stands, and since his Decem-
ber statement Wiles has re-
mained incommunicado.

Indeed, his reticence, and
his refusal to make his man-
uscript more widely avail-
able, has reportedly annoyed
some colleagues. Kenneth A.
Ribet of the University of Cal-
ifornia at Berkeley notes that
it is customary for mathe-
maticians, once they have sub-
mitted a manuscript to a jour-
nal, to disseminate it freely so
that it can be “ripped apart in
seminars.” A proof by Ribet
himself, which helped to con-
vince Wiles to take on Fermat’s
theorem in 1986, was refined

in this way. But pointing out that Wiles worked on his
proof in virtual isolation for seven years before revealing
it, Ribet suggests that Wiles “feels he has the right to fin-
ish it by himself.”

In his December statement, Wiles said he would discuss
the proof further at a graduate seminar beginning in Feb-
ruary. But some observers are skeptical about just how re-
vealing Wiles will be, given his penchant for caution and
privacy. Wiles has said he would reveal details of his proof
twice before—once at the end of the summer and again in
November. Ronald L. Graham of AT&T Bell Laboratories
speculates that even if Wiles does begin discussing his
proof during his class, he might take months to arrive at
the part now causing him trouble.

James Propp of the Massachusetts Institute of Technolo-
gy thinks the Wiles affair raises an interesting “sociologi-
cal” question: “When is a theorem deemed to be true?” Jo-
seph J. Kohn, chairman of the Princeton mathematics de-
partment, espouses a true-until-proved-otherwise position
toward Wiles’s proof. Wiles should still have the benefit of
the doubt, Kohn argues, because he has “an extraordinar-
ily good track record.”

Gerd Faltings of Princeton turns Kohn’s argument on its
head. The very fact that Wiles is so competent, Faltings
points out, means that he must be facing an extremely
difficult and perhaps insurmountable problem. “If it were
easy, he would have solved it by now,” says Faltings, whose
work helped Wiles to construct his proof. “Strictly speak-
ing,” Faltings comments, Wiles’s recent travails suggest
that “it wasn’t a proof when it was announced.”

Alan Baker of the University of Cambridge agrees. He
was one of the few prominent mathematicians openly to
voice skepticism toward Wiles’s proof from the start. Ac-

cording to one source, Baker
even offered to bet 100 bot-
tles of wine against a single
bottle that within a year the
proof would be shown to be
invalid. 

Baker denies that report, but
he admits he did express a
“healthy skepticism” toward the
proof. After all, Fermat’s theo-
rem is notoriously difficult,
and Wiles’s proof drew on work
that was less than a decade old
and thus perhaps not thor-
oughly vetted. Baker, like Falt-
ings, emphasizes that he hopes
Wiles completes the proof, but
he adds, “I think the prospects
are lower now.” —John Horgan

FermatÕs Theorem Fights Back

COMPLEX CURVE represents a set of nonintegral so-
lutions to the equation XN + YN = ZN.
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C
lad in a dark, classically tailored
suit and black shoes, Subrahman-
yan Chandrasekhar approaches

with a slow but ßuid gait. He shakes
my hand Þrmly, unsmiling; he has no
need to ingratiate. Easing his lean frame
into a chair, he slouches sideways and
cocks his head, as if from this oblique
angle his obsidian eyes
can bore in on me better.
What, precisely, do I want
to talk about? he inquires.
His voice still bears an In-
dian lilt, although he came
here to the University of
Chicago more than half a
century ago.

I reply that I am inter-
ested in all aspects of his
career, including his dem-
onstration in the 1930s
that stars above a certain
massÑnow known as the
Chandrasekhar limitÑun-
dergo a catastrophic col-
lapse. The Þnding, for
which Chandrasekhar re-
ceived, belatedly, the 1983
Nobel Prize, remains a
cornerstone of modern
astrophysics. I am also
eager to hear his views on
his latest object of study,
Isaac NewtonÕs Philoso-

phiae Naturalis Principia

Mathematica (Mathemat-

ical Principles of Natural

Philosophy), the opus that
laid the foundation for
modern science.

Chandrasekhar says he
is completing a book on
the Principia, and he is
not sure he wants to preview it. I as-
sure him that since my article will be
only two pages long, it cannot discuss
the Principia in detail. His eyes grow
darker still. ÒYou think you can sum-
marize HomerÕs Odyssey in two pag-
es?Ó he snaps, jabbing Þrst one, then
both, impossibly long foreÞngers at
me. ÒYou think you can write about the
Sistine Chapel in two pages?Ó His voice
quavers with incredulity, disgust. ÒIf
you write only two pages, I donÕt think
it matters very much if you talk to me.Ó

Somehow the interview lurches for-
ward, and Chandrasekhar, whom friends

call Chandra, slips into the charming
persona that colleagues had described.
He dispenses jokes, anecdotes and apho-
risms, as well as smiles and laughter,
generously. But in that moment of anger,
he has revealed the incompressible pas-
sionÑnot only for scientiÞc truth but
for beauty, which in ChandrasekharÕs

mind are fusedÑat his core. It is this
quality that helped Chandrasekhar over-
come an enormous blow early in his ca-
reer to become one of the worldÕs most
distinguished and productive physicists.

The trait may also explain why Chan-
drasekhar, who at 83 is still legendary
for his work habits, exudes a certain
restlessness. In Chandra, a biography
published in 1991, the physicist Kame-
shwar C. Wali suggests that a clue to
ChandrasekharÕs character can be found
in a striking photograph hanging in his
oÛce. It shows a man climbing a ladder
that leans against some vast, abstract

structure. Like the ascending man, 
Wali says, Chandrasekhar is Òconstant-
ly aware of how much more there is to
knowÓ and of his own inadequacies.

Chandrasekhar was nurtured on am-
bition. His mother, in addition to rais-
ing 10 children, found time for such
pursuits as translating Henrik IbsenÕs A
DollÕs House into Tamil. His father was
a government oÛcial whose younger
brother, the physicist C. V. Raman, re-

ceived the 1930 Nobel Prize.
Not surprisingly, then, Chan-
drasekhar became a star stu-
dent of physics and math-
ematics at the Presidency
College in Madras.

In 1930 he left India for
the University of Cambridge,
and since then he has re-
turned to his native land only
for visits. Chandrasekhar ad-
mits he sometimes wonders
how his career would have
unfolded had he remained
in India. Like Raman, his un-
cle, he might someday have
presided over his own insti-
tute, but he then would have
become enmeshed in the ar-
cane politics of IndiaÕs scien-
tiÞc establishment. ÒI have
one advantage hereÓ in the
U.S., Chandrasekhar says. ÒI
have enormous freedom. I
can do what I want. Nobody
bothers me.Ó

At Cambridge, Chandrase-
khar began applying his al-
ready broad knowledge of
quantum mechanics and rel-
ativity to the question of how
stars evolve. Among his men-
tors was Sir Arthur Edding-
ton, whose inßuential text
on astrophysics had lured

Chandrasekhar to that subject. Chan-
drasekharÕs theoretical forays soon led
him to an unsettling conclusion. Most
astronomers believed that when stars
exhausted their store of nuclear fuel,
they settled into interminable old age
as small, dense white dwarfs. Chan-
drasekharÕs calculations revealed that
in stars whose masses were more than
1.4 times that of the sun, gravity would
overcome the outward, repulsive pres-
sure of electrons and trigger a collapse
into states of matter even denser than
that of white dwarfs.

Astronomers eventually unraveled the

PROFILE: SUBRAHMANYAN CHANDRASEKHAR

CHANDRASEKHAR calls NewtonÕs Principia, which he has been
studying, an achievement with Òno parallel in science at any time.Ó

Confronting the Final Limit
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strange destinies of stars whose mass-
es transcend the Chandrasekhar limit :
after erupting into supernovae, their
cores implode into spheres of compact-
ed neutrons called neutron stars (one
cup of which outweighs Mount Everest)
or into inÞnitely dense black holes. But
acceptance of ChandrasekharÕs insight
was slow in coming. The reason was
that in 1935, immediately after the 24-
year-old Chandrasekhar presented his
theory before the Royal Astronomical
Society, Eddington himself stood to rid-
icule it as self-evidently wrong, an ex-
ample of reductio ad absurdum. Edding-
ton had previously given his prot�g�
no inkling of his views.

Chandrasekhar insists that at the time
he harbored no ill feelings toward Ed-
dington; they even remained friends.
EddingtonÕs repudiation of Chandrase-
kharÕs theory nonetheless played a role
in his decision in 1937 to leave England
for the University of Chicago, where he
has remained. He also left behind the
subject of collapsing stars, but not be-
fore he had written a book. ÒI simply
decided, well, I will write a book and
present my idea, leave the subject and
go on to other things. And thatÕs all
happened, you see.Ó

Although brought on by trauma, this
patternÑtotal immersion in a subject
followed by an abrupt swerve toward
Òother thingsÓÑwas to become charac-
teristic of Chandrasekhar. After his stel-
lar evolution phase, he spent Þve years
considering the motion of stars within
a galaxy, demonstrating that stars ex-
ert a kind of friction on one another
through their gravitational interactions.
From 1943 through 1950 he contem-
plated the transfer of radiation within
stellar and planetary atmospheres. Then
came periods devoted to the properties
of ßuids and magnetic Þelds and to el-
lipsoids, geometric objects whose prop-
erties have proved useful for under-
standing galaxies. Between 1974 and
1983 he explored black holes, coming
back full circle, in a sense, to the work
that had launched his career.

The books that Chandrasekhar wrote
at the close of each period were instant
classics, praised for their breadth and
clarity. Chandrasekhar says he has al-
ways sought to present his Þndings in
as elegant, even literary, a form as pos-
sible. ÒI select some writers in order to
learn,Ó he conÞdes. ÒFor example, I read
Henry James or Virginia Woolf, and I
donÕt simply read the text as a novel; I
see how they construct sentences, how
they construct paragraphs, how one
paragraph goes into another and so on.Ó

Too few scientists write well or even
carefully, according to Chandrasekhar:
ÒYou take any volume of the Astrophys-

ical Journal or the Physical Review, turn
to the middle of it, put your hand on a
paragraph. You are sure to Þnd a mis-
take, either in style or grammar or
something.Ó Chandrasekhar sought to
encourage good writing during the 20
years he served as editor of the Astro-

physical Journal, the premier publica-
tion of his Þeld. ÒI will tell you a mali-
cious statement I used to makeÓ to au-
thors, he remarks, grinning. ÒI would
say, ÔYour paper is scientiÞcally correct,
but I wish you would ask your colleague
in the English department to read it.Õ Ó

ChandrasekharÕs latest epoch began
when he was invited to contribute a pa-
per to a meeting held in 1987 to cele-
brate the 300th birthday of the Princip-

ia. Chandrasekhar had long hoped to
delve into the Principia; he bought an
English translation of the book (which
Newton wrote in Latin) decades ago.
But he had always been too busy stak-
ing out his own territoryÑand, he now
believes, too intellectually immature for
serious study of the diÛcult work. He
notes that in order to understand New-
tonÕs somewhat ÒsecretiveÓ and ellipti-
cal style, Òyou must read line by line.Ó

He decided early on that rather than
assessing Newton secondhand, through
commentaries, he would absorb the
Principia unmediated. More speciÞcally,
he would read a proposition and then,
before going on to NewtonÕs proof,
would try to derive his own. Chandra-
sekhar points out that although he has
300 extra years of knowledge at his dis-
posal, in virtually every case his proofs
fell short of NewtonÕs.

Reading Newton became for Chandra-
sekhar a sustained epiphany. ÒThe view
of science that he exhibits, the clarity
with which he writes, the number of
new things he Þnds, manifest a physi-
cal and mathematical insight of which
there is no parallel in science at any
time.Ó It is common knowledge that
Newton invented calculus as well as
seminal theories of gravity and optics.
But Chandrasekhar argues that the
Principia contains other achievements
that have been overlooked. For exam-
ple, Newton set forth a theory of gyro-
scopes, which were not invented for an-
other 200 years. He was the Þrst scien-
tist to note that knowledge of the initial
conditions of a system should provide
one with knowledge of its entire future,
an insight usually credited to Laplace.
He invented a theory of image forma-
tion generally ascribed to Lord Kelvin.

Chandrasekhar is as entranced by the
style of the Principia as he is by its sub-
stance. He compares NewtonÕs prose to
that of Henry James, who was similarly
fond of long, complex sentences. To
demonstrate his point, Chandrasekhar

fetches his massive, black copy of the
Principia and reads: ÒWe are to admit
no more causes of natural things than
such as are both true and suÛcient to
explain their appearances. To this pur-
pose the philosophers say that Nature
does nothing in vain, and more is in
vain when less will serve; for Nature 
is pleased with simplicity, and aÝects 
not the pomp of superßuous causes.Ó
Chandrasekhar looks up and exclaims,
his voice cracking, ÒIsnÕt that a beauti-
ful sentence? Absolutely!Ó

Chandrasekhar likens reading Newton
to what were for him equally awe-evok-
ing experiences: gazing at the ceiling of
the Sistine Chapel, watching Sir John
Gielgud play Hamlet or hearing Arturo
Toscanini conduct BeethovenÕs Ninth
Symphony. Indeed, as great as NewtonÕs
reputation is, it is not great enough to
satisfy Chandrasekhar. ÒNewton is not
one of the two or three greatest scien-
tists. He is one of the two or three
greatest intellects, ever, in any subject.
If you want to compare Newton to any-
body, you have to go outside science.Ó

Chandrasekhar has already sent more
than 20 chapters of his planned 30-
chapter book to his publisher, and he
hopes to complete it this spring. Has
he given thought to some new project
beyond that? ÒNo, thatÕs the end,Ó he
says abruptly. ÒI donÕt expect to do sci-
ence after I Þnish work on the Princip-

ia.Ó When I express surprise that some-
one who has been so consistently pro-
ductive could simply cease working, he
says heatedly, ÒObviously I can go on
doing work of a quality that is below
my standards, but why do that? So the
time must come when I say, ÔStop.Õ Ó

I am reminded of an essay, published
in Nature in 1990, in which Chandra-
sekhar describes the creative life as a
constant striving against ÒoneÕs inher-
ent and often insurmountable limita-
tions.Ó He concludes the essay with
lines from a poem by T. S. Eliot: ÒIt is
strange, isnÕt it/That a man should have
a consuming passion/To do something
for which he lacks the capacity?Ó 

Yet there are consolations, even for a
seeker past his prime. Chandrasekhar
recollects that G. H. Hardy, in his clas-
sic memoir A MathematicianÕs Apology,

called an old mathematician whose
ideas have run dry Òa pathetic person.Ó
Hardy consoled himself, particularly
when forced to endure boring, second-
rate colleagues, with the knowledge that
he had once communed with some of
the greatest intellects of his age. Chan-
drasekhar confesses that he has culti-
vated a similar habit when he Þnds him-
self in ÒtiresomeÓ situations: ÒI think to
myself, ÔI have been in the company of
Newton.Õ Ó ÑJohn Horgan
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D
emographers now project that
the worldÕs population will dou-
ble during the next half centu-

ry, from 5.3 billion people in 1990 to
more than 10 billion by 2050. How will
the environment and humanity respond
to this unprecedented growth? Expert
opinion divides into two camps. Envi-
ronmentalists and ecologists, whose
views have widely been disseminated
by the electronic and print media, re-
gard the situation as a catastrophe in
the making. They argue that in order to
feed the growing population farmers
must intensify agricultural practices
that already cause grave ecological dam-
age. Our natural resources and the en-
vironment, now burdened by past pop-
ulation growth, will simply collapse un-
der the weight of this future demand.

The optimists, on the other hand,
comprising many economists as well
as some agricultural scientists, assert
that the earth can readily produce more
than enough food for the expected

population in 2050. They contend that
technological innovation and the con-
tinued investment of human capital
will deliver high standards of living to
much of the globe, even if the popula-
tion grows much larger than the pro-
jected 10 billion. Which point of view
will hold sway? What shape might the
future of our species and the environ-
ment actually take?

Many environmentalists fear that
world food supply has reached a pre-
carious state: ÒHuman numbers are on
a collision course with massive fam-
ines. . . . If humanity fails to act, nature
will end the population explosion for
usÑin very unpleasant waysÑwell be-
fore 10 billion is reached,Ó write Paul R.
Ehrlich and Anne H. Ehrlich of Stan-
ford University in their 1990 book The

Population Explosion. In the long run,
the Ehrlichs and like-minded experts
consider substantial growth in food
production to be absolutely impossi-
ble. ÒWe are feeding ourselves at the
expense of our children. By deÞnition
farmers can overplow and overpump
only in the short run. For many farm-
ers the short run is drawing to a close,Ó
states Lester R. Brown, president of the
Worldwatch Institute, in a 1988 paper.

Over the past three decades, these
authors point out, enormous eÝorts
and resources have been pooled to am-
plify agricultural output. Indeed, the
total quantity of harvested crops in-
creased dramatically during this time.
In the developing world, food produc-

tion rose by an average of 117 percent
in the quarter of a century between
1965 and 1990. Asia performed far bet-
ter than other regions, which saw in-
creases below average.

Because population has expanded
rapidly as well, per capita food produc-
tion has generally shown only modest
change; in Africa it actually declined. As
a consequence, the number of under-
nourished people is still rising in most
parts of the developing world, although
that number did fall from 844 million
to 786 million during the 1980s. But
this decline reßects improved nutrition-
al conditions in Asia alone. During the
same period, the number of people hav-
ing energy-deÞcient diets in Latin Amer-
ica, the Near East and Africa climbed.

Many social factors can bring about
conditions of hunger, but the pessimists
emphasize that population pressure on
fragile ecosystems plays a signiÞcant
role. One speciÞc concern is that we
seem to be running short on land suit-
able for cultivation. If so, current ef-
forts to bolster per capita food produc-
tion by clearing more fertile land will
Þnd fewer options. Between 1850 and
1950 the amount of arable land grew
quickly to accommodate both larger
populations and greater demand for
better diets. This expansion then slowed
and by the late 1980s ceased altogeth-
er. In the developed world, as well as in
some developing countries (especially
China), the amount of land under culti-
vation started to decline during the
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Can the Growing Human
Population Feed Itself?

As human numbers surge toward 
10 billion, some experts are alarmed, 

others optimistic. Who is right?
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1980s. This drop is largely because
spreading urban centers have engulfed
fertile land or, once the land is deplet-
ed, farmers have abandoned it. Farm-
ers have also ßed from irrigated land
that has become unproductive because
of salt accumulation.

Moreover, environmentalists insist

that soil erosion is destroying much of
the land that is left. The extent of the
damage is the subject of controversy. A
recent global assessment, sponsored
by the United Nations Environment
Program and reported by the World
Resources Institute and others, oÝers
some perspective. The study concludes

that 17 percent of the land supporting
plant life worldwide has lost value over
the past 45 years. The estimate includes
erosion caused by water and wind, as
well as chemical and physical deterio-
ration, and ranks the degree of soil
degradation from light to severe. This
degradation is least prevalent in North
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RICE PADDIES (these are in Indonesia ) provide the principal
food for more than half the worldÕs population. In many parts
of Asia the terrain prevents farmers from using mechanized

farm equipment; to grow and harvest a single acre of rice
can demand more than 1,000 man-hours. Still, Asian coun-
tries now produce more than 90 percent of all rice grown.
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America (5.3 percent) and most wide-
spread in Central America (25 percent),
Europe (23 percent), Africa (22 percent)
and Asia (20 percent). In most of these
regions, the average farmer could not
gather the resources necessary to re-
store moderate and severely aÝected
soil regions to full productivity. There-
fore, prospects for reversing the eÝects
of soil erosion are not good, and it is
likely that this problem will worsen.

Despite the loss and degradation of
fertile land, the Ògreen revolutionÓ has
promoted per capita food production
by increasing the yield per hectare. The
new, high-yielding strains of grains
such as wheat and rice have proliferat-
ed since their introduction in the 1960s,
especially in Asia. To reap full advan-
tage from these new crop varieties,
however, farmers must apply abundant
quantities of fertilizer and water.

Environmentalists question whether
further conversion to such crops can
be achieved at reasonable cost, espe-
cially in the developing world, where
the gain in production is most needed.
At the moment, farmers in Asia, Latin
America and Africa use fertilizer spar-
ingly, if at all, because it is too expen-
sive or unavailable. Fertilizer use in the
developed world has recently waned.
The reasons for the decline are com-
plex and may be temporary, but clearly
farmers in North America and Europe
have decided that increasing their al-
ready heavy application of fertilizer
will not further enhance crop yields.

Unfortunately, irrigation systems,
which would enable many developing
countries to join in the green revolu-

tion, are often too expensive to build.
In most areas, irrigation is essential for
generating higher yields. It also can
make arid land cultivable and protect
farmers from the vulnerability inherent
in natural variations in the weather.
Land brought into cultivation this way
could be used for growing multiple
crop varieties, thereby helping food
production to increase.

Such advantages have been realized
since the beginning of agriculture: the
earliest irrigation systems are thou-
sands of years old. Yet only a fraction
of productive land in the developing
world is now irrigated, and its expan-
sion has been slower than population
growth. Consequently, the amount of
irrigated land per capita has been
dwindling during recent decades. The
trend, pessimists argue, will be hard to
stop. Irrigation systems have been built
in the most aÝordable sites, and the
hope for extending them is curtailed by
rising costs. Moreover, the accretion of
silt in dams and reservoirs and of salt
in already irrigated soil is increasingly
costly to avoid or reverse.

Environmentalists Ehrlich and Ehr-
lich note that modern agriculture is by
nature at risk wherever it is practiced.
The genetic uniformity of single, high-
yielding crop strains planted over large
areas makes them highly productive
but also renders them particularly vul-
nerable to insects and disease. Current
preventive tactics, such as spraying
pesticides and rotating crops, are only
partial solutions. Rapidly evolving path-
ogens pose a continuous challenge.
Plant breeders must maintain a broad

genetic arsenal of crops by collecting
and storing natural varieties and by
breeding new ones in the laboratory.

T
he optimists do not deny that
many problems exist within the
food supply system. But many 

of these authorities, including D. Gale
Johnson, the late Herman Kahn, Walter
R. Brown, L. Martel, the late Roger Rev-
elle, Vaclav Smil and Julian L. Simon, be-
lieve the worldÕs food supply can dra-
matically be expanded. Ironically, they
draw their enthusiasm from extrapola-
tion of the very trends that so alarm
those experts who expect doom. In fact,
statistics show that the average daily
caloric intake per capita climbed by 21
percent (from 2,063 calories to 2,495
calories) between 1965 and 1990 in the
developing countries. These higher cal-
ories have generally delivered greater
amounts of protein. On average, the
per capita consumption of protein rose
from 52 grams per day to 61 grams
per day between 1965 and 1990.

According to the optimists, not only
has the world food situation improved
signiÞcantly in recent decades, but fur-
ther growth can be brought about in
various ways. A detailed assessment 
of climate and soil conditions in 93 de-
veloping countries (excluding China)
shows that nearly three times as much
land as is currently farmed, or an addi-
tional 2.1 billion hectares, could be cul-
tivated. Regional soil estimates indicate
that sub-Saharan Africa and Latin Amer-
ica can exploit many more stretches of
unused land than can Asia, the Near
East and North Africa.
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INCIDENCE OF CHRONIC UNDERNUTRITION fell in the devel-
oping world from an estimated 844 million sufferers in 1979
to 786 million in 1990, showing evidence of dramatic nutri-
tional improvements in Asia (left). Agricultural productivity

must improve to continue this trend (right). Even if more
land is harvested in 2050, the average yield must rise
sharply as well to offer the projected Third World population
of 8.7 billion the current diet of 4,000 gross calories per day.
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Even in regions where the amount of
potentially arable land is limited, crops
could be grown more times every year
than is currently the case. This scenar-
io is particularly true in the tropics and
subtropics where conditions are suchÑ
relatively even temperature throughout
the year and a consistent distribution
of daylight hoursÑthat more than one

crop would thrive. Nearly twice as many
crops are harvested every year in Asia
than in Africa at present, but further
increases are possible in all regions.

In addition to multicropping, higher
yields per crop are attainable, especial-
ly in Africa and the Near East. Many
more crops are currently harvested per
hectare in the First World than else-

where: cereal yields in North America
and Europe averaged 4.2 tons per hect-
are, compared with 2.9 in the Far East
(4.2 in China), 2.1 in Latin America, 1.7
in the Near East and only 1.0 in Africa.

Such yield improvements, the enthu-
siasts note, can be achieved by expand-
ing the still limited use of high-yield
crop varieties, fertilizer and irrigation.
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The Potential Impact of Global Warming on Agriculture

The scientific evidence on the greenhouse effect indi-
cates that slow but significant global warming is likely

to occur if the emission of greenhouse gases, such as car-
bon dioxide, methane, nitrogen oxide and chlorofluorocar-
bons, continues to grow. Agriculture is directly or, at least
in some cases, indirectly responsible for releasing a sub-
stantial proportion of these gases. Policy responses to the
potentially adverse consequences of global climatic change
now focus primarily on hindering emissions rather than on
halting them. But considering the present need to improve
living standards and produce more food for vast numbers
of people, experts doubt that even a reduction in global
emissions could occur in the near future.

In a 1990 study the Intergovernmental Panel on Climate
Change estimated that over the next century the average
global temperature will rise by three degrees Celsius. The
study assumes that agriculture will expand considerably.
This forecast of temperature change is uncertain, but there
is now broad agreement that some global warming will
take place. All the same, the effect that temperature rise
will have on human society remains an open question.

Global warming could either enhance or impede agricul-
ture, suggest Cynthia Rosenzweig of Columbia University
and Martin L. Parry of the University of Oxford. Given suffi-
cient water and light, increased ambient carbon dioxide
concentrations absorbed during photosynthesis could act
as a fertilizer and facilitate growth in certain plants. In ad-
dition, by extending the time between the last frost in the
spring and the first frost in the fall, global warming will
benefit agriculture in cold regions where the growing sea-

son is short, such as in Canada and northern areas of Eu-
rope and the former Soviet Union. Moreover, warmer air
holds more water vapor, and so global warming will bring
about more evaporation and precipitation. Areas where
crop production is limited by arid conditions would benefit
from a wetter climate.

If increased evaporation from soil and plants does not
coincide with more rainfall in a region, however, more fre-
quent dry spells and droughts would occur. And a further
rise in temperature will reduce crop yields in tropical and
subtropical areas, where certain crops are already grown
near their limit of heat tolerance. Furthermore, some cere-
al crops need low winter temperatures to initiate flower-
ing. Warmer winters in temperate regions could therefore
stall growing periods and lead to reduced harvests. Finally,
global warming will precipitate a thermal swelling of the
oceans and melt polar ice. Higher sea levels may claim
low-lying farmland and cause higher salt concentrations in
the coastal groundwater.

Techniques used to model the climate are not sufficient-
ly advanced to predict the balance of these effects in spe-
cific areas. The most recent analysis on the impact of cli-
matic change on the world food supply, by Rosenzweig
and Parry in 1992, concludes that average global food pro-
duction will decline 5 percent by 2060. And they antici-
pate a somewhat larger drop in the developing world, thus
exacerbating the problems expected to arise in attempts
to feed growing populations. In contrast, their report pre-
dicts a slight rise in agricultural output in developed coun-
tries situated at middle and high latitudes.

POSSIBLE BENEFITS OF GLOBAL WARMING ON AGRICULTURE

POSSIBLE DRAWBACKS OF GLOBAL WARMING ON AGRICULTURE
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In World Agriculture: Toward 2000,

Nikos Alexandratos of the Food and
Agriculture Organization (FAO) of the
United Nations reports that only 34
percent of all seeds planted during the
mid-1980s were high-yielding varieties.
Statistics from the FAO show that at
present only about one in Þve hectares
of arable land is irrigated, and very 
little fertilizer is used. Pesticides are
sparsely applied. Food output could
drastically be increased simply by more
widespread implementation of such
technologies.

Aside from producing more food,
many economists and agriculturalists
point out, consumption levels in the
developing world could be boosted by
wasting fewer crops, as well as by cut-
ting storage and distribution losses.
How much of an increase would these
measures yield? Robert W. Kates, direc-
tor of the Alan Shawn Feinstein World
Hunger Program at Brown University,
writes in The Hunger Report: 1988 that
humans consume only 60 percent of
all harvested crops, and some 25 to 30
percent is lost before reaching individ-
ual homes. The FAO, on the other hand,
estimates lower distribution losses: 6
percent for cereals, 11 percent for roots
and 5 percent for pulses..  All the same,
there is no doubt that improved stor-
age and distribution systems would
leave more food available for human
nutrition, independent of future food
production capabilities.

For optimists, the long-range trend
in food prices constitutes the most
convincing evidence for the correctness
of their view. In 1992Ð93 the World Re-
sources Institute reported that food
prices dropped further than the price
of most nonfuel commodities, all of
which have declined in the past de-
cade. Cereal prices in the international
market fell by approximately one third
between 1980 and 1989. Huge govern-
ment subsidies for agriculture in North
America and western Europe, and the
resulting surpluses of agricultural prod-
ucts, have depressed prices. Obviously,
the optimists assert, the supply already
exceeds the demand of a global popu-
lation that has doubled since 1950.

Taken together, this evidence leads
many experts to see no signiÞcant ob-
stacles to raising levels of nutrition for
world populations exceeding 10 billion
people. The potential for an enormous
expansion of food production exists,
but its realization depends of course
on sensible governmental policies, in-
creased domestic and international
trade and large investments in infra-
structure and agricultural extension.
Such improvements can be achieved, the
optimists believe, without incurring ir-
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TOTAL FOOD PRODUCTION rose nearly 120 percent between 1965 and 1990 in
the developing world. Per capita food production showed little change in regions
outside Asia (top). Soil erosion has debased much of the land worldwide on which
that food was produced (middle). But many Third World nations have vast hold-
ings that could be farmed successfully if given more water and fertilizer (bottom).
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reparable damage to global ecosystems.
Proponents of either of these con-

ßicting perspectives have diÛculty ac-
cepting the existence of other plausible
points of view. Moreover, the polarity
between the two sides of expert opin-
ion shows that neither group can be
completely correct. Finding some com-
mon ground between these seemingly
irreconcilable positions is not as diffi-
cult as it at Þrst appears if empirical is-
sues are emphasized and important
diÝerences in value systems and politi-
cal beliefs are ignored.

Both sides agree that the demand for
food will swell rapidly over the next
several decades. In 1990 a person liv-
ing in the developing world ate on av-
erage 2,500 calories each day, taken
from 4,000 gross calories of food crops
made available within a household. The
remaining 1,500 calories from this gross
total not used to meet nutritional re-
quirements were either lost, inedible or
used as animal feed and plant seed.
Most of this food was harvested from
0.7 billion hectares of land in the devel-
oping world. The remaining 5 percent
of the total food supply came from im-
ports. To sustain this 4,000-gross-calo-
rie diet for more than twice as many
residents, or 8.7 billion people, living in
the developing world by 2050, agricul-
ture must oÝer 112 percent more crops.
To raise the average Third World diet
to 6,000 gross calories per day, slightly
above the 1990 world average, food
production would need to increase by
218 percent. And to bring the average
Third World diet to a level comparable
with that currently found in the devel-
oped world, or 10,000 gross calories
per day, food production would have
to surge by 430 percent.

A more generous food supply will be
achieved in the future through boost-
ing crop yields, as it has been accom-
plished in the past. If the harvested
area in the developing world remains
at 0.7 billion hectares, then each hec-
tare must more than double its yield to
maintain an already inadequate diet for
the future population of the develop-
ing world. Providing a diet equivalent
to a First World diet in 1990 would re-
quire that each hectare increase its yield
more than six times. Such an event in
the developing world must be consid-
ered virtually impossible, barring a ma-
jor breakthrough in the biotechnology
of food production.

Instead farmers will no doubt plant
more acres and grow more crops per
year on the same land to help augment
crop harvests. Extrapolation of past
trends suggests that the total harvest-
ed area will increase by about 50 per-
cent by the year 2050. Each hectare will

then have to provide nearly 50 percent
more tons of grain or its equivalent to
keep up with current dietary levels. Im-
proved diets could result only from
much larger yields.

The technological optimists are cor-
rect in stating that overall world food
production can substantially be in-
creased over the next few decades. Cur-
rent crop yields are well below their
theoretical maxima, and only about 11
percent of the worldÕs farmable land 
is now under cultivation. Moreover, the
experience gained recently in a number
of developing countries, such as China,
holds important lessons on how to tap
this potential elsewhere. Agricultural
productivity responds to well-designed
policies that assist farmers by supply-
ing needed fertilizer and other inputs,
building sound infrastructure and pro-
viding market access. Further invest-
ments in agricultural research will
spawn new technologies that will for-
tify agriculture in the future. The vital
question then is not how to grow more
food but rather how to implement 
agricultural methods that may make 

possible a boost in food production.
A more troublesome problem is how

to achieve this technological enhance-
ment at acceptable environmental costs.
It is here that the arguments of those
experts who forecast a catastrophe car-
ry considerable weight. There can be no
doubt that the land now used for grow-
ing food crops is generally of better
quality than unused, potentially culti-
vable land. Similarly, existing irrigation
systems have been built on the most
favorable sites. Consequently, each new
measure applied to increase yields is
becoming more expensive to imple-
ment, especially in the developed world
and parts of the developing world such
as China, where productivity is already
high. In short, such constraints are
raising the marginal cost of each addi-
tional ton of grain or its equivalent.
This tax is even higher if one takes into
account negative externalitiesÑprimar-
ily environmental costs not reßected in
the price of agricultural products.

The environmental price of what in
the EhrlichsÕ view amounts to Òturning
the earth into a giant human feedlotÓ
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EGYPTIAN FARMERS, advised by Israeli agronomists, have converted more than
400,000 acres of desert soil into rich cropland by implementing irrigation systems.
Farms in Nubariya now produce ample harvests of fruit.
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could be severe. A large inßation of
agriculture to provide growing popula-
tions with improved diets is likely to
lead to widespread deforestation, loss
of species, soil erosion and pollution
from pesticides, and runoÝ of fertilizer
as farming intensiÞes and new land is
brought into production. Reducing or
minimizing this environmental impact
is possible but costly.

Given so many uncertainties, the
course of future food prices is diÛcult
to chart. At the very least, the rising
marginal cost of food production will
engender steeper prices on the inter-
national market than would be the case
if there were no environmental con-
straints. Whether these higher costs
can oÝset the historical decline in food
prices remains to be seen. An upward
trend in the price of food sometime in
the near future is a distinct possibility.
Such a hike will be mitigated by the
continued development and applica-
tion of new technology and by the like-
ly recovery of agricultural production
and exports in the former Soviet Union,
eastern Europe and Latin America.
Also, any future price increases could
be lessened by taking advantage of the
underutilized agricultural resources in
North America, notes Per Pinstrup-An-
dersen of Cornell University in his 1992
paper ÒGlobal Perspectives for Food
Production and Consumption.Ó Rising
prices will have little eÝect on high-in-
come countries or on households pos-
sessing reasonable purchasing power,
but the poor will suÝer.

In reality, the future of global food
production is neither as grim as the
pessimists believe nor as rosy as the op-

timists claim. The most plausible out-
come is that dietary intake will creep
higher in most regions. SigniÞcant an-
nual ßuctuations in food availability
and prices are, of course, likely; a vari-
ety of factors, including the weather,
trade interruptions and the vulnerabili-
ty of monocropping to pests, can alter
food supply anywhere. The expansion
of agriculture will be achieved by
boosting crop yields and by using ex-
isting farmland more intensively, as
well as by bringing arable land into cul-
tivation where such action proves eco-
nomical. Such events will transpire
more slowly than in the past, however,
because of environmental constraints.
In addition, the demand for food in the
developed world is approaching satura-
tion levels. In the U.S., mounting con-
cerns about health have caused the per
capita consumption of calories from
animal products to drop.

S
till, progress will be far from uni-
form. Numerous countries will
struggle to overcome unsatisfac-

tory nutrition levels. These countries
fall into three main categories. Some
low-income countries have little or no
reserves of fertile land or water. The
absence of agricultural resources is in
itself not an insurmountable problem,
as is demonstrated by regions, such as
Hong Kong and Kuwait, that can pur-
chase their food on the international
market. But many poor countries, such
as Bangladesh, cannot aÝord to buy
food from abroad and thereby compen-
sate for insuÛcient natural resources.
These countries will probably rely more
on food aid in the future.

Low nutrition levels are also found in
many countries, such as Zaire, that do
possess large reserves of potentially
cultivable land and water. Government
neglect of agriculture and policy fail-
ures have typically caused poor diets in
such countries. A recent World Bank
report describes the damaging eÝects
of direct and indirect taxation of agri-
culture, controls placed on prices and
market access, and overvalued curren-
cies, which discourage exports and en-
courage imports. Where agricultural
production has suÝered from misguid-
ed government intervention (as is par-
ticularly the case in Africa), the solu-
tionÑpolicy reformÑis clear.

Food aid will be needed as well in ar-
eas rife with political instability and
civil strife. The most devastating fam-
ines of the past decade, known to tele-
vision viewers around the world, have
occurred in regions Þghting prolonged
civil wars, such as Ethiopia, Somalia
and the Sudan. In many of these cases,
drought was instrumental in stirring
social and political disruption. The ad-
dition of violent conßict prevented the
recuperation of agriculture and the dis-
tribution of food, thus turning bad but
remediable situations into disasters. In-
ternational military intervention, as in
Somalia, provides only a short-term
remedy. In the absence of sweeping po-
litical compromise, hunger and malnu-
trition will remain endemic in these
war-torn regions.

Feeding a growing world population
a diet that improves over time in quali-
ty and quantity is technologically feasi-
ble. But the economic and environmen-
tal costs incurred through bolstering
food production may well prove too
great for many poor countries. The
course of events will depend crucially
on their governmentsÕ ability to design
and enforce eÝective policies that ad-
dress the challenges posed by mount-
ing human numbers, rising poverty
and environmental degradation. What-
ever the outcome, the task ahead will
be made more diÛcult if population
growth rates cannot be reduced.
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DASHBOARD COMPUTER on a tractor, carrying maps compiled via satellite, can
now guide farmers in performing soil analysis and applying site-speciÞc amounts
and blends of fertilizer. Such technology saves money and increases eÛciency.
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L
ooking at a globe, one can easi-

ly imagine the continents and 
oceans as eternal, unchanging 

aspects of the earthÕs surface. Geophys-
icists now know that the appearance of
permanence is an illusion caused by the
brevity of the human life span. Over
millions of years, blocks of the earthÕs
rigid outer layer, the lithosphere, move
about, diverging at midocean ridges,
sliding about at faults and colliding at
the margins of some of the oceans.
Those motions cause continental drift
and determine the global distribution
of earthquakes and volcanoes.

Although the theory of plate tecton-
ics is well established, the engine that
drives the motion of the lithospheric
plates continues to defy easy analysis
because it is so utterly hidden from
view. To confront that diÛculty, sever-
al investigators and I have focused our
research on the midocean ridges. The
ridges are major, striking locations
where the ocean ßoor is ripping apart.
Examination of the composition, topog-
raphy and seismic structure of the re-
gion along the midocean ridges is yield-

ing results that often run contrary to
conventional expectations. More com-
plicated and fascinating than anyone
had anticipated, the chemical and ther-
mal processes in the mantle below mid-
ocean ridges dictate how new ocean-
ic crust forms. Mantle activity may also
cause diÝerent types of islands to
emerge in the middle of oceans and
some deep trenches to form at their
edges. In fact, these processes may be
so potent that they may even subtly af-
fect the rotation of the planet.

The idea that the earth incorporates
a dynamic interior may actually have
its roots in the 17th century. Ren� Des-
cartes, the great French philosopher,
made one of the Þrst attempts to spec-
ulate scientiÞcally about the earthÕs in-
terior. In his 1644 treatise Principles of

Philosophy, Descartes wrote that the

earth had a central nucleus made of a
primordial, sunlike ßuid surrounded
by a solid, opaque layer. Succeeding
concentric layers of rock, metal, water
and air made up the rest of the planet.

Geophysicists still subscribe to the
notion of a layered earth, although their
thinking has evolved considerably since
the time of Descartes. In the current
view, the earth possesses a solid inner
core and a molten outer core. Both con-
sist of iron-rich alloys. The earthÕs com-
position changes abruptly about 2,900
kilometers below the surface, where the
core gives way to a mantle made of sol-
id magnesium-iron silicate minerals.
Another signiÞcant discontinuity, locat-
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The EarthÕs Mantle 
below the Oceans

Samples collected from the ocean floor reveal how 
the mantle’s convective forces shape the earth’s surface, 

create its crust and perhaps even a›ect its rotation

by Enrico Bonatti
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ed 670 kilometers below the surface,
marks the boundary between the up-
per and lower mantle (the lattice struc-
ture of the mantle minerals changes
across that boundary because of high
pressure). An additional major transi-
tion known as the Mohorovicic discon-
tinuity, or Moho, separates the dense
mantle from the crust. The Moho lies
30 to 50 kilometers below the surface
of the continents and less than 10 kilo-
meters below the seaßoor in the ocean
basins. The lithosphere, which includes
the crust and the upper part of the
mantle, behaves like rigid plates lying
above a hotter, more pliable lower part
of the mantle called the asthenosphere.

T
his ordered, layered structure
might seem to imply that the
earthÕs interior is static. On the

contrary, the deep earth is quite dy-
namic. Thermal energy left over from
the time of the earthÕs formation, aug-
mented by energy released through the
radioactive decay of elements such as
uranium and thorium, churns the ma-
terial within the earth. The heat travels

across the earthÕs inner boundaries and
sets into motion huge convection cur-
rents that carry hot regions upward
and cold ones downward. These pro-
cesses ultimately cause many of the
broad geologic phenomena on the sur-
face, including mountain building, vol-
canism and the motions of continents.

Among the regions oÝering the best
access to the earthÕs insides are mid-
ocean ridges. These ridges dissect all
the major oceans. They actually make
up a system that winds around the
globe like the seams of a baseball,
stretching a total of more than 60,000
kilometers. The Mid-Atlantic Ridge is a
part of that global ridge system. A huge
north-south scar in the ocean ßoor, it
forms as the eastern and western parts
of the Atlantic move apart at a speed
of roughly one centimeter per year. In
addition to the frequent earthquakes
that take place there, the summit of
the Mid-Atlantic Ridge spews out hot
magma during frequent volcanic erup-
tions. The magma cools and solidiÞes,
thus forming new oceanic crust. The
ridge is higher than the rest of the At-

lantic basin. At progressively farther
distances from the ridge, the seaßoor
deepens with respect to sea level, pre-
sumably because the lithospheric plate
that forms the bottom of the Atlantic
contracts as it gradually cools with age.

The magma that rises at the Mid-At-
lantic Ridge obviously originates in the
upper mantle. Geologists have known
for years, however, that the material
that surfaces at midocean ridges dif-
fers considerably from that composing
the mantle. Magma at ocean ridges
forms a common kind of rock known
as basalt. But researchers have found
that seismic waves travel through the
upper mantle at a rate of more than
eight kilometers per second, far faster
than they would pass through basalt.

The only material that could possibly
allow such a high velocity of sound is a
type of dense, dark-green rock called
peridotite. Peridotite consists mostly of
three silicon-based minerals: olivine, a
dense silicate containing magnesium
and iron; orthopyroxene, a similar but
less dense mineral; and clinopyroxene,
which incorporates some aluminum

SCIENTIFIC AMERICAN March 1994       45

BIRTH OF THE ATLANTIC 100 million years ago may have been aÝect-
ed by convective processes in the mantle. The lithosphere in the equa-
torial zone may have rested above downwelling mantle. Being cooler
and thicker than average, the zone would have resisted the propaga-
tion of the oceanic rift. The sluggish opening would have created the
large fracture zones that oÝset short segments of the rift and deÞne
the Atlantic coastlines of South America and Africa.
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and more than 20 percent calcium. Pe-
ridotites also have small quantities of
spinel, an oxide of chromium, alumi-
num, magnesium and iron.

How can basaltic magma be pro-
duced from a mantle made of perido-
tite? More than 20 years ago experi-
mental petrologists such as Alfred E.
Ringwood and David H. Green and their
colleagues at the Australian National
University exposed samples of perido-
tite to elevated temperatures (1,200 to
1,300 degrees Celsius) and high pres-
sures (more than 10,000 atmospheres).
These values duplicate the temperature
and pressure that exist in the subocean-
ic upper mantle roughly 100 kilome-
ters below the seaßoor. The workers
showed that gradual decompression of
peridotite at those high temperatures
melts up to 25 percent of the rock. The
melt had a basaltic composition similar
to that of melts in midocean ridges.

These experimental results support
the view that hot, peridotitic material
rises under the midocean ridges from
depths exceeding 100 kilometers below
the seaßoor. As it moves upward, the
mantle peridotite decompresses and
partially melts. The melted part takes
on the composition of a basaltic mag-
ma and separates from the periodotite
that did not melt. It rises rapidly to-
ward the surface. Part of the melt erupts
on the seaßoor along the crest of the
midocean ridge, where it cools and so-
lidiÞes and adds to the ridge crest. The
remainder cools and solidiÞes slowly
below the surface, giving rise to new
oceanic crust.

If the model outlined above hap-
pened all along the Mid-Atlantic Ridge,
the summit of the ridge would roughly
be at the same depth below sea level
along its length. This depth would mark
an equilibrium level determined by the

temperature and initial composition of
the upper mantle below the ridge.

In the real world such consistency is
highly unlikely. Small variations in man-
tle temperature along the ridge would
cause the summit to settle at varying
elevations. Regions of suboceanic man-
tle where temperatures are higher have
lower densities. As a result, the ridge
summits there will be higher. In addi-
tion, a hotter mantle would melt more
and produce a thicker basaltic crust.

The summit of the Mid-Atlantic Ridge
shows just such variations in depth be-
low sea level. For instance, along the
ridge between about 35 and 45 degrees
north latitude lies an area of abnormal-
ly high topography. Earth-orbiting sat-
ellites have detected in the same region
an upward swell in the level of the ge-
oid (the equilibrium level of the earthÕs
surface, roughly equivalent to the aver-
age sea level).

Researchers generally attribute this
swell to the inßuence of a so-called hot
spot centered on the Azores island
group. Hot spots are zones that have
high topography and excess volcanism.
They are generally ascribed to unusual-
ly high mantle temperatures. Most
oceanic islands, including the Hawaiian
Islands and Iceland, are thought to be
the surface expressions of hot spots.
The source of the heat is thought to lie
in the boundary zones deep inside the
earth, even as deep as the core-mantle
boundary [see ÒThe Core-Mantle Bound-
ary,Ó by Raymond Jeanloz and Thorne
Lay; SCIENTIFIC AMERICAN, May 1993].

M
y colleagues and I set out to
test that theory by exploring
how the topography along the

Mid-Atlantic Ridge relates to the tem-
perature, structure and composition of
the underlying mantle. One way to col-
lect such information is to examine the
velocities of seismic waves passing
through the mantle under the ridge.
Another approach involves searching
for local variations in the chemistry of
basalts that erupted along the axis of
the ridge. Those variations can be used
to infer the extent of melting and the
physical nature of the mantle source
from which they derived.

I followed a third approach. I attempt-
ed to collect rock samples of mantle
peridotite. Some peridotite is left as a
solid residue after the basaltic magma
component melts out of the upper
mantle rocks. Mantle rocks normally 
lie buried under several kilometers of
ocean crust, but in some cases blocks
of upper mantle peridotite are accessi-
ble. They are typically found where the
axis of the midocean ridge is oÝset lat-
erally by transform faults or where the
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EARTHÕS INTERIOR was imagined by the French philosopher Ren� Descartes in the
17th century (top ). He viewed the earth as having a nucleus made of a hot, sunlike
ßuid covered by a dense, opaque solid. Succeeding layers consisted of metal, wa-
ter, gas, stone and air. In the modern view (bottom ), a solid inner core is cloaked
by a molten outer core; both are made of iron alloy. The mantle is composed most-
ly of solid silicates and oxides of iron and magnesium.
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mantle rocks have been transported
close to the seaßoor, so that they can
be sampled by drilling or dredging or
retrieved directly through the use of 
a submersible.

In 1989, during a mostly French ex-
pedition organized by Jean-Marie Au-
zende of the oceanographic institution
IFREMER in Plouzan�, France, we used
a small submersible to gather samples
of a section of upper mantle at the
Vema transform zone in the Atlantic,
10 degrees north of the equator. Here a
transform fault, cutting a deep valley
through the oceanic crust, oÝsets the
axis of the Mid-Atlantic Ridge by about
320 kilometers. We planned to descend
to the seaßoorÑmore than Þve kilome-
ters downÑin the submersible Nautile

to explore the walls of that transform
valley. We hoped to Þnd an exposed,
pristine section of mantle and crust.
Most of our colleagues viewed our task
with skepticism: the prevalent opinion
was that the normal sequence of upper
mantle and crust is completely disrupt-
ed near a transform fault.

Nevertheless, we pressed on. We be-
gan a series of dives that started at the
base of the transform valley wall and
moved up the slope. Each dive lasted
about 12 hours, about half of which was
spent descending to the seaßoor and
returning to the surface. The cramped
quarters of the Nautile accommodate
two pilots and one scientist, who lies
face down for the duration of the trip.

On our Þrst dive we veriÞed that the
base of the section consists of mantle
peridotite. On the second day we dis-
covered a layer of gabbrosÑrocks that
form below the seaßoor when basaltic
melts cool slowlyÑresting above the
peridotite. According to widely accept-
ed geophysical models, gabbros are the
main component of the lower part of
the oceanic crust.

The next day I took the Nautile on a
dive that started from the level reached
by the submersible the previous day. As
I progressed along the slope, skimming
the seaßoor, a spectacular rock forma-
tion called a dike complex gradually re-
vealed itself to my eyes. Theory holds
that dike complexes form where hot
molten material from the mantle squirts
upward toward the seaßoor through
many narrow Þssures in the crust. Nev-
er before had a dike complex been ob-
served on the seaßoor.

The dike complex, about one kilome-
ter thick, was topped by a layer of pil-
low basalt, the form taken by basaltic
magma when it cools and solidiÞes rap-
idly on eruption to the seaßoor. During
the next several days, we explored a
diÝerent section and conÞrmed our
previous Þndings. We were quite excit-

ed because no one had ever before ob-
served a complete and relatively undis-
turbed section of oceanic upper mantle
and crust. We immediately document-
ed our discovery in a short paper that
we mailed to Nature as soon as we
docked a few weeks later.

During the dives, we had used the
NautileÕs mechanical arm to grab a
number of samples of mantle perido-
tite. Those samples, along with many
others I and other researchers collected
along the ridge, enabled us to search
for regional heterogeneities in the
chemistry of the upper mantle.

To analyze the mantle minerals in
the Atlantic peridotite samples, my col-
leagues Peter J. Michael and Monique
Seyler, then at the Lamont-Doherty Geo-
logical Observatory, and I used an elec-
tron microprobe. This instrument fo-

cuses a beam of electrons only a few mi-
crons in diameter onto a slice of rock.
In response, the mineral emits x-rays
of characteristic wavelengths. An anal-
ysis of the wavelengths and intensities
of these x-rays allows a determination
of the chemical composition of the min-
eral. Collaborating with Nobumichi Shi-
mizu of the Woods Hole Oceanograph-
ic Institution, we also used a diÝerent
instrumentÑan ion microprobeÑto de-
termine the concentration of trace ele-
ments such as titanium, zirconium and
rare-earth elements. The ion probe fo-
cuses a beam of ions onto a sample,
which dislodges other ions in the sam-
ple for measurement. The method en-
abled us to determine the concentra-
tions of trace elements down to a few
parts per billion.

Such analyses reveal much about the
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SATELLITE MAP of the North Atlantic reveals the topography of the seaßoor. The
satellite used radar to measure variations in sea level, which correlate with the
bumps and depressions underwater. The Mid-Atlantic Ridge is clearly visible. The
ridge swells into broad platforms above the hot spots associated with Iceland and
the Azores. A large fracture zone breaks the ridge between the hot spots. 
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conditions in the mantle where the
sample rocks formed, because the tem-
peratures and pressures there produce
distinct compositions in the peridotites.
Petrologists, including Green and A.
Lynton Jaques of the Australian Geolog-
ical Survey Organization, have shown
that partial melting modiÞes the rela-
tive abundances of the original miner-
als in the peridotite. Some minerals,
such as clinopyroxene, melt more easi-
ly than do others and hence rapidly de-
crease in abundance during the melt-
ing. Moreover, the partial melting pro-
cess changes the composition of the
original minerals: certain elements in
them, such as aluminum and iron, tend
to follow the melt. Their concentration
in the minerals decreases as melting
proceeds. Other elements, such as mag-
nesium and chromium, tend to stay be-
hind, so that the solid residue becomes
enriched with them. Thus, as a result
of partial melting, olivine (a silicate of
iron and magnesium) becomes more
magnesium-rich and iron-poor; ortho-
pyroxene and clinopyroxene lose some
of their aluminum; the ratio of chromi-
um to aluminum in spinel increases;
and so on.

Our data showed that substantial re-
gional variations exist in the composi-
tion of the mantle. For instance, the
chromium-to-aluminum ratio of spinel
is highest in peridotites sampled from
a broad area between about 35 degrees
and 45 degrees north latitude. The ra-
tio suggests that the degree of melting
of the upper mantle lying below this re-
gion may reach as high as 25 percent.
In most parts, about 10 to 20 percent
of the mantle melts during the trip up-
ward. This area of above-average melt-
ing corresponds to the Azores hot-spot
region, lending credibility to the theory
that hot spots result from unusually hot
mantle plumes upwelling deep within
the earth. Other Þndings support that
idea, including work by Henry J. B. Dick
of Woods Hole, who also studied ocean-
ic peridotites, and by Emily M. Klein
working with Charles H. Langmuir of
Lamont-Doherty, who independently ex-
amined the chemistry of basalts along
the Mid-Atlantic Ridge.

Clearly, a hot spot would seem to be
the cause of so much melting. In fact,
assuming that temperature alone caus-
es the melting in the Azores hot-spot
region, we calculated that the hot-spot
mantle would need to be about 200 de-
grees C warmer than the mantle from
elsewhere below the ridge.

Is there a way of testing the validity
of this temperature estimate and its
underlying assumption? A number of
geothermometers have been proposed.
They are based on the observation that

certain mineral pairs that coexist in
equilibrium in the mantle undergo tem-
perature-dependent chemical reactions.
For instance, the orthopyroxene and
clinopyroxene in a mantle peridotite
react with each other until they reach
an equilibrium composition that de-
pends on temperature. Laboratory ex-
periments have calibrated that relation.
Thus, determining the composition of
the coexisting mineral pair can indicate
the temperature at which the members
of the pair reached equilibrium.

I applied two geothermometers, one
devised by Donald H. Lindsley of the
State University of New York at Stony
Brook and the other by Peter R. A. Wells
of the University of Oxford, to the Mid-
Atlantic Ridge peridotites. The results
were surprising. They did not show
higher temperatures in the hot-spot re-
gion; if anything, the region gives tem-
peratures that are slightly lower.

W
hy did we not Þnd higher man-
tle temperatures for a region
that displays high melting?

One possibility is that the upper mantle
there has a composition that causes it
to melt more easily. Water could be the
main factor. Experiments by Peter J.
Wyllie of the California Institute of
Technology, Ikuo Kushiro of the Univer-
sity of Tokyo and the Carnegie Institu-
tion of Washington, and several others

have demonstrated that trace amounts
of water and other volatile elements in
peridotite drastically decrease its melt-
ing temperature. So, if such a ÒwetÓ
mantle upwelled under a stretch of mid-
ocean ridge, it would start melting more
deeply in the earth than normal, ÒdryÓ
mantle would. By the time the perido-
tite reached the surface, it would have
undergone a degree of melting signiÞ-
cantly greater than that of dry mantle
under similar temperatures.

Is there any evidence that the upper
mantle below the Azores hot-spot area
is wetter than the mantle elsewhere 
below the Mid-Atlantic Ridge? Indeed
there is. A few years ago Jean-Guy E.
Schilling and his co-workers at the Uni-
versity of Rhode Island reported that
basalts from the segment of the hot
spot situated between 35 and 45 de-
grees north latitude contain three to
four times more water than do normal
midocean ridge basalts. The basalts
also have abnormally high concentra-
tions of other volatile elements such as
chlorine and bromine. Moreover, Schil-
ling found that the basalts from the
hot-spot ridge segment contain a much
greater abundance of several chemical
elements (mostly light rare-earth ele-
ments) than do the normal midocean
ridge basalts. The anomalously high
concentration of those elements means
that the parent mantle in the hot-spot
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EXPLORATION OF THE SEAFLOOR by the Nautile occurred at the Vema transform
fault, which lies in the northern section of the Mid-Atlantic Ridge. Along the south-
ern wall, mantle peridotites were found to outcrop in the lower part of the slope.
Above them were gabbros, rocks created by the slow cooling of basaltic melt (the
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area harbors an enriched supply of
these elements.

It seems, therefore, that the mantle
below the Azores hot spot diÝers from
the normal sub-Mid-Atlantic Ridge man-
tle not so much by being hotter as by
having incorporated at some stage wa-
ter and other ßuids that changed its
chemical composition and melting be-
havior. This chemical transformation
of mantle peridotite by ßuids is called
metasomatism. It would explain why
wet mantle near the surface would have
experienced more melting than normal
mantle would. It may also explain why
the equilibrium temperatures estimated
from peridotites at the Azores hot spot
do not appear higher than average.
Melting reactions consume heat, so that
partial melting of upwelling mantle
may actually have cooled the surround-
ing mantle. The higher the degree of
melting, the greater the heat loss.

Where does the water that produces
mantle metasomatism come from? One
possible source is the sinking of slabs
of old oceanic lithosphere in subduc-
tion zones at the margin of the oceans.
This process recycles water into the
mantle. Water could also be released in
the upper mantle during degassing pro-
cesses. For instance, methane, a gas
that might be present in the deep man-
tle, could be oxidized once the upwell-
ing reaches the upper mantle region.

The reaction would yield water (plus
carbon, either as diamond or graphite).

Because of its inferred below-average
mantle temperature, the Azores hot
spot clearly does not Þt into the usual
deÞnition. How is one to distinguish
the diÝerent types of hot spots (those
that are really hot and those that are

not so hot) and deduce their origins?
Helium gas may lead us toward an an-
swer. The element can form two stable
isotopes: helium 3 and helium 4. Heli-
um 4 is produced continuously in the
earthÕs crust by the radioactive decay
of uranium and thorium. Most investi-
gators believe helium 3 stems from an
incomplete escape of primordial gases
that were incorporated within the earth
in the early stages of its history. The
ratio of helium 3 to helium 4 in the
earthÕs atmosphere and in seawater is
roughly one to one million.

Yet that ratio is diÝerent in rock
samples retrieved from midocean ridg-
es. Groups led by Harmon Craig of the
Scripps Institution of Oceanography
and Mark D. Kurz of Woods Hole have
shown that the helium 3 to helium 4
ratio of basalts along midocean ridges
is about eight times higher than the at-
mospheric ratio. The ratio at hot spots
such as those under Hawaii and Iceland
is even higher, perhaps reaching 30
times the atmospheric ratio. The large
amount of helium 3 suggests that an-
cient gases are escaping at those sites.
Thus, hot-spot areas with high ratios
conÞrm the notion that they represent
upwellings of hot plumes from deep
within the earth.

A few hot spotsÑthe Azores one
among themÑhave basalts with a ratio
of helium 3 to helium 4 lower than
those of the midocean ridge basalts.
The primordial component of those
hot spots was somehow lost or diluted.
The Azores hot spot may thus be a
melting anomaly of relatively super-
Þcial origin in the mantle. It may not be
linked to a thermal plume originating
from the deep mantle or the core-man-
tle boundary. These hot spots may not
be truly hot and perhaps are best clas-
siÞed as Òwet spots,Ó for the key role
ßuids may play in their formation.

O
ur studies of mantle peridotites
from the Mid-Atlantic Ridge
suggest that some areas with

cooler mantle temperatures may repre-
sent the return strokes of the convec-
tion cycle in the mantleÑthat is, the
downwelling regions. To understand
the deduction, we must look south of
the Azores region, to the equatorial
zone of the Mid-Atlantic Ridge. The
mineral composition of peridotites re-
covered from the equatorial Atlantic in-
dicates that they underwent little or no
melting, which implies that the mantle
temperature was exceptionally low. Na-
dia Sushevskaya of the Vernadsky In-
stitute of Geochemistry of the Russian
Academy of Sciences reached similar
conclusions in her study of basalts
from the equatorial Atlantic. Moreover,
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melted part of peridotite). The Nautile also discovered a dike complex, formed
when basaltic melt cools and solidiÞes before reaching the seaßoor. Above the
dike complex lay pillow basalt, the form taken by basaltic melt that erupts on the
seaßoor and cools rapidly on contact with ocean water.

SHIFTING OF THE EARTHÕS AXIS can be
inßuenced by the sinking of cold, dense
slabs of mantle. Such sinking occurs in
subduction zones, such as those sur-
rounding the PaciÞc Ocean. The earthÕs
axis of rotation would tend to shift so
that the equator would move closer to
the dense slabs.
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the crust of the equatorial Mid-Atlantic
Ridge lies deeper below the geoid than
that of the ridge at higher latitudes,
and the velocity of the seismic waves is
faster in the upper mantle below the
equatorial Mid-Atlantic Ridge than at
higher latitudes. Both these observa-
tions imply a denser, colder upper man-
tle below the equatorial region of the
Atlantic. The temperature of the upper
mantle there may be more than 150
degrees C lower than the mantle tem-
peratures elsewhere below the ridge.

A plausible explanation for the rela-
tively cool and dense equatorial upper
mantle is that it results from downwell-
ing mantle currents. Upwelling plumes
from the northern and southern Atlan-
tic mantle domains may meet here, give
up their heat to their cooler surround-
ings and then sink.

Klein, JeÝrey Weissel and Dennis E.
Hayes and their co-workers at Lamont-
Doherty found a somewhat similar sit-
uation in a stretch of midocean ridge
that runs between Australia and Ant-
arctica. This ridge is exceptionally deep,
and the basalts recovered from its crest
give evidence of having been produced
by extremely limited melting in the
mantle. Their Þndings are consistent
with the idea that broad mantle convec-
tion currents sweeping from the PaciÞc
and the Indian Ocean converge and
sink between Australia and Antarctica.

The equatorial position of the down-
welling Atlantic mantle belt may not be
arbitrary. It is possible that the earthÕs
rotation and convection in the mantle
are intimately connected phenomena.
In the late 1800s George Darwin (the

second son of Charles) pointed out
that the distribution of large masses on
the surface (such as continents) aÝects
the position of the earthÕs axis of rota-
tion. Several scientists since then have
investigated how density inhomogene-
ities in the mantle cause true polar
wander (that is, the shifting of the en-
tire mantle relative to the earthÕs axis).
The wander results from the natural
tendency of a spinning object to mini-
mize the energy spent for its rotation.

The redistribution of mass inside the
earth may be recorded in the mantle.
The late H. William Menard and LeRoy
M. Dorman of Scripps suggested that
the depth of midocean ridges general-
ly depends on latitude: ridges become
deeper toward the equator and shallow-
er toward the poles. Moreover, gravity
measurements revealed that an excess
of mass sits below the equatorial areas.
These data imply that abnormally cold
and dense masses exist in the equatori-
al upper mantle.

The sinking of cold, dense slabs into
the mantle appears to inßuence true
polar wander. Evidence strongly sug-
gests that the mantle is less viscous
near the surface than it is deeper down.
Any dense masses that Þnd their way
to the mantle, such as those that occur
in subduction zones at the edge of
some oceans, will aÝect the position of
the rotation axis. The equator would
tend to shift toward the dense masses.
If high-density masses are near the
equator, downwelling and cooler man-
tle spots are likely to prevail in the
equatorial upper mantle. That phenom-
enon would explain at least qualitative-

ly the cold upper mantle belt and re-
sulting lack of normal melting in the
equatorial zone of the Atlantic and
probably the PaciÞc.

A
downwelling mantle boundary 
could account for the peculiar
geology of the equatorial region.

In 1835, during his famous voyage with
the H.M.S. Beagle, Charles Darwin land-
ed on some desolate, small rocky islets
that barely reached above sea level. The
islands, now known as the St. Peter-Paul
rocks, are in the center of the Atlantic,
just a few miles north of the equator.
Darwin described how nesting colonies
of the seabirds called sulas compete
with large red crabs for each parcel of
available space on the rocks. The same
contest can be observed today.

Darwin also noted that the islets are
geologically diÝerent from most ocean-
ic islands, insofar as they are not vol-
canic. This observation has been con-
Þrmed, most recently by William G.
Melson of the Smithsonian Institution
and Mary K. Roden of the State Univer-
sity of New York at Albany and their
co-workers. The St. Peter-Paul rocks are
in fact made of peridotites and repre-
sent an uplifted body of upper mantle.

The peridotites of the St. Peter-Paul
rocks, however, diÝer from those col-
lected elsewhere along the Mid-Atlantic
Ridge. The chemistry of the St. Peter-
Paul minerals indicates that they un-
derwent little or no melting. The mate-
rials equilibrated in the mantle at a low
temperature. They resemble peridotites
from continental, or Òpreoceanic,Ó rifts
(such as those exposed in the island of
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PROFILES ALONG THE AXIS of the Mid-Atlantic Ridge reveal
the anomalous nature of the Azores area. Here the seaßoor
broadly swells (a ). Measurements of the ratio of chromium to
aluminum in spinel, a component of mantle peridotite, indi-
cate that the mantle melted most here (b ). These data suggest
that the Azores region is a hot spot, an area of hot mantle. A
discrepancy emerges, however, when temperature calcula-
tions are incorporated: the Azores region appears to be

slightly cooler (c ). The Azores area may have undergone
much melting because the mantle material there is wet, as in-
dicated by measurements of the velocities of seismic waves
moving through the upper mantle (d ). Wet areas have below-
average densities, so seismic waves travel more slowly (yel-
low) through them. The equatorial area shows fast seismic
velocities (blue), suggesting the presence of dense material
and perhaps marking a site of mantle downwelling.
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Zabargad in the Red Sea) rather than
those from ocean ridges. Moreover,
they show signs of having been strong-
ly aÝected in the mantle by metasoma-
tismÑmore so than did the samples we
collected from the Mid-Atlantic Ridge.

Hence, the St. Peter-Paul islets expose
what appears to be a mantle typical of
a continental rift rather than of a mid-
ocean ridge. Indeed, geochemistry work
by Roden and her colleagues suggests
that the metasomatism that aÝected
the St. Peter-Paul mantle occurred about
150 million years ago; that time marks
a rift stage that preceded the separa-
tion of Africa and South America in the
equatorial Atlantic (that is, sometime
during the breakup of Pangaea).

How could blocks of originally sub-
continental mantle have been left in the
center of the Atlantic Ocean? The an-
swer may lie in the way Pangaea broke
up in the face of a cold, dense upper
mantle in the equatorial region.

A colder-than-normal equatorial man-
tle when the Atlantic Þrst opened would
imply a colder and thicker continental
lithosphere along the equatorial belt.
(The equator 100 million years ago
crossed the future Atlantic coastlines
of Africa and South America roughly
along the same position as it does to-
day.) The cold and thick equatorial lith-
osphere must have resisted the rift
propagating from the south. The equa-
torial region may have behaved as a
Òlocked zoneÓ ( in the sense used by
French geologist Vincent E. Courtillot).

As a result, the equatorial Atlantic
opened sluggishly. This slow opening
may have created the large equatorial
fracture zones, visible today as east-
west breaks that oÝset short segments
of the midocean ridge.

During the opening of the equatorial
Atlantic, these fracture zones were sub-
jected to strong compressional stress-
es and intense vertical motions of lith-
ospheric blocks. As a result, blocks of
crust may periodically have sprung up
through the ocean and sunk back down.
Some slivers of continental lithosphere,
however, might have been left behind
in the middle of the oceanÑsuch as that
whose summit we identify as the St. Pe-
ter-Paul islets. Hence, just as hot, up-
welling mantle regions create distinct
types of volcanic islands, so too can
cold, downwelling zones cause a diÝer-
ent type of island to emerge.

It is interesting to speculate on how
the rise and fall of such islands may
have inßuenced life on the earth. One
example is the migratory behavior of
the green sea turtle (Chelonia mydas).
These turtles live along the Brazilian
coast but make an arduous 2,000-kilo-
meter journey to Ascension island to
breed. This curious act may be rooted
in the behavior of their ancestors,
which thrived 80 million years ago,
when the equatorial Atlantic was nar-
row. The ancient turtles may have used
islands that emerged close to the
Brazilian coast as breeding grounds. As
the Atlantic opened and some of the is-

lands sank, their descendants were
forced to extend their trek by hundreds
of kilometers.

Much remains to be done before ge-
ologists develop a complete picture of
mantle convection and its inßuence on
surface geology. Because sending sub-
mersibles to the ocean ßoor is not al-
ways practical, other techniques, such
as seismic tomography, must be further
developed to distinguish wet spots
from hot spots. Debate persists as to
the origins of the mantle convection
and whether it extends into the lower
mantle. Indeed, symposia that include
theoreticians, geophysicists, geochem-
ists and petrologists invariably yield
heated discussions and much dissent.
On one point there is unanimity: the
earthÕs mantle is very much alive and is
an exciting region to study.

SCIENTIFIC AMERICAN March 1994       51

FURTHER READING

THEORY OF THE EARTH. D. L. Anderson.
Blackwell Scientific Publications, 1989.

NOT SO HOT ÒHOT SPOTSÓ IN THE OCEAN-
IC MANTLE. E. Bonatti in Science, Vol.
250, pages 107Ð111; October 5, 1990.

RIDGES, HOTSPOTS AND THEIR INTERAC-
TION AS OBSERVED IN SEISMIC VELOCITY
MAPS. Y. S. Zhang and T. Tanimoto in
Nature, Vol. 355, No. 6355, pages 45Ð 
49; January 2, 1992.

A COLD SUBOCEANIC MANTLE BELT AT
THE EARTHÕS EQUATOR. E. Bonatti, M.
Seyler and N. Sushevskaya in Science,
Vol. 261, pages 315Ð320; July 16, 1993.

UPWELLING MANTLE melts to an extent that depends on
whether the mantle is hot (left ) or cold (right ). The percent-
ages indicate the amount of peridotite that melts. Melting
proceeds until the peridotite stops rising and starts ßowing
horizontally. The hotter the mantle, the deeper the melting

begins. As a result, more of the mantle melts, creating a thick-
er crust. Cold mantle melts less, unless it harbors ßuids. In
that case, it begins to melt much more deeply in the earth and
may even melt more than hot mantle can. Wet mantle may
explain why the Azores hot spot is rather cool.
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E
very cell of our bodies has within
its nucleus an instruction manual
that speciÞes its function. Al-

though each cell carries the same man-
ual, diÝerent cell types, such as liver or
skin, use diÝerent parts of this manual
to detail their unique functions. Perhaps
most remarkable, the manual contains
the information that allows a one-cell
embryo, the fertilized egg, to become a
fetus and then a newborn child. As the
child matures physically and intellec-
tually, he or she is still using the infor-
mation within the instruction manual.
We are each unique, and the manual is
slightly diÝerent for each of us; it spec-
iÞes most of the physical and many of
the behavioral characteristics that dis-
tinguish us as individuals.

This extraordinary manual, otherwise
known as the genome, is written in the
form of nucleotides, four of which con-
stitute the entire alphabetÑadenylate
(A), cytidylate (C ), guanylate (G ) and
thymidylate (T ). It is the precise se-
quence of the nucleotides in DNA that
conveys information, much as the se-
quence of letters in a word conveys
meaning. During each cell division, the
entire manual is replicated, and a copy
is handed down from the mother cell
to each of its two daughters. In humans
and mice, the manuals each contain
three billion nucleotides. If the letters
representing the nucleotides were writ-
ten down in order so that a page car-
ried 3,000 characters, the manual would

occupy 1,000 volumes, each consisting
of 1,000 pages. Thus, a very complex
manual is required to orchestrate the
creation of a human or mouse from a
fertilized egg.

Recently my colleagues at the Univer-
sity of Utah and I developed the tech-
nology for speciÞcally changing a letter,
a sentence or several paragraphs in the
instruction manual within every cell of
a living mouse. By rewriting parts of the
manual and evaluating the consequenc-
es of the altered instructions on the de-
velopment or the postdevelopmental
functioning of the mouse, we can gain
insight into the program that governs
these processes.

The functional units within the in-
struction manual are genes. We speciÞ-
cally change the nucleotide sequence
of a chosen gene and thereby alter its
function. For instance, if we suspected
a particular gene were involved in brain
development, we could generate mouse
embryos in which the normal gene was
Òknocked outÓÑthat is, completely in-
activated. If this inactivation caused
newborn mice to have a malformed
cerebellum, we would know that the
gene in question was essential to form-
ing that part of the brain. The process
by which speciÞed changes are intro-
duced into the nucleotide sequence of
a chosen gene is termed gene targeting.

Much of what is learned from gene-
targeting experiments in mice should
beneÞt humans, because an estimated
99 percent or more of the genes in mice
and humans are the same and serve
quite similar purposes. Application of
the technology in mice is already clari-
fying not only the steps by which hu-
man embryonic development occurs
but also the ways in which our immune
system is formed and used to Þght in-
fection. Gene targeting should also go
far toward explaining such mysteries
as how the human brain operates and
how defects in genes give rise to dis-
ease. In the latter eÝort the technique
is being used to produce mouse models
of human disordersÑamong them, cys-

tic Þbrosis, cancer and atherosclerosis.
Excitement over gene targeting stems

from another source as well. It promis-
es to expand on the knowledge gener-
ated by the genome project. This large-
scale undertaking aims to determine
the nucleotide sequence of every gene
in the mouse and human genomes (ap-
proximately 200,000 genes in each).
Currently we know the functions of
only a minute percentage of the genes
in either species. The nucleotide se-
quence of a gene speciÞes the amino
acids that must be strung together to
make a particular protein. (Proteins
carry out most of the activities in cells.)
The amino acid sequence of a protein
yields important clues to its roles in
cells, such as whether it serves as an
enzyme, a structural component of the
cell or a signaling molecule. But the se-
quence alone is not suÛcient to reveal
the particular tasks performed by the
protein during the life of the animal. In
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Verona, Italy, is an investigator at the
Howard Hughes Medical Institute and 
professor of human genetics at the Uni-
versity of Utah School of Medicine. In
addition to developing the techniques 
described in this article, Capecchi has
helped elucidate the mechanism of pro-
tein synthesis. He has also contributed
to the discovery of enhancers in DNA
and to the development of a now widely
used technique for directly injecting
DNA into the nuclei of cells.

Targeted Gene Replacement
Researchers can now create mice bearing any 

chosen mutations in any known gene. The technology 
is revolutionizing the study of mammalian biology

by Mario R. Capecchi

TARGETED MUTATION can be generat-
ed in a selected cellular gene by insert-
ing mutated copies of the gene (green-
and-gold strips at far left ) into cells and
allowing one copy to take the place of
the original, healthy gene (gold frag-
ment at far right ) on a chromosome.
Such altered cells are helping research-
ers to produce mice carrying speciÞc
genetic mutations. The Þnding of a
curled tail and a balance-and-hearing
disorder in one such mouse (above ) led
to the discovery that the aÝected gene,
int-2, participates in development of the
tail and the inner ear.
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contrast, gene targeting can provide
this information and thereby move our
understanding of the functions of genes
and their proteins to a much deeper
level.

G
ene targeting oÝers investigators
a new way to do mammalian ge-
neticsÑthat is, to determine how

genes mediate various biological pro-
cesses. This technique was needed be-
cause the classical methods of genet-

ics, which have been highly successful
in analyzing biological processes in
simpler organisms, were not readily
adaptable to organisms as complex as
mammals.

If geneticists want to learn, for exam-
ple, how single-cell organisms, such as
bacteria or yeast, replicate their DNA,
they can expose a billion or more indi-
viduals to a DNA-damaging chemical (a
mutagen). By choosing the right dosage
of mutagen, they can ensure that each

individual in that population carries a
mutation in one or more genes. From
this population of mutagenized bacte-
ria or yeast, the geneticists can identify
individuals not capable of replicating
their DNA. The use of such a large mu-
tagenized population makes it likely
that separate individuals will be found
with mutations in each of the genes re-
quired for DNA replication. (For a pro-
cess as complicated as duplicating the
bacterial or yeast genome, more than

Copyright 1994 Scientific American, Inc.



100 genes are involved.) Once the indi-
vidual genes are identiÞed, their specif-
ic role in DNA replication, such as which
genes control the decision to copy the
DNA and which control the accuracy
and rate of copying, can be determined.

Similar approaches have been ap-
plied to multicellular organisms, which
are more complex. Two favorites of ge-
neticists are Caenorhabditis elegans, a
tiny, soil-dwelling worm, and Drosophi-

la melanogaster, a common fruit ßy. But
even in these relatively simple forms of
multicellular organisms, identifying all
the genes involved in a speciÞc biologi-
cal process is more demanding.

A number of factors contribute to
this increased diÛculty. One is the size
of the genome. The genome of the bac-
terium Escherichia coli includes only
3,000 genes, whereas that of D. melano-

gaster contains at least 20,000 genes;
the mouse genome contains 10 times
that number. With added genes comes
added complexity, because the genes
form more intricate, interacting net-
works. Tracing the eÝect of any one
gene in such an involved network is a
formidable task.

Moreover, the larger size of multicel-
lular organisms places practical limits
on the number of individuals that can
be included in a mutagenesis experi-
ment. It is fairly simple and inexpen-
sive to search for speciÞc kinds of mu-
tants among more than a billion muta-
genized bacteria or yeast. In contrast,
screening even 100,000 mutagenized
fruit ßies would constitute a large ex-
periment. By comparison, the practical
limits on screening mice for a particu-

lar mutation would be reached at about
1,000 animals.

The logistical diÛculties of identify-
ing and studying genes in multicellular
organisms are further increased by the
fact that most are diploidÑtheir cells
carry two copies of most genes, one in-
herited from the father and a second
from the mother. For survival purpos-
es, having two copies of most genes is
valuable. If one copy acquires a harmful
mutation, the other copy can usually
compensate, so that no serious conse-
quences result. Such redundancy, how-
ever, means that a mutation will elicit
anatomical or physiological defects in
the organism only if both copies of the
gene are damaged. Investigators pro-
duce such individuals by mating par-
ents who each carry the mutation in one
copy of the gene. Approximately one
fourth of the oÝspring of such matings
will bear two defective copies of the
gene. The need for matings introduces
delays in the analysis.

D
espite the challenges, the iden-
tiÞcation of selected mutations
in whole animals is unquestion-

ably the most informative way to begin
clarifying and separating the steps by
which biological processes are carried
out. Furthermore, if we want to under-
stand processes that occur only in com-
plex organisms, such as the mounting
of a sophisticated immune response,
such analysis must be pursued in those
organisms. For these reasons, genet-
icists interested in mammalian devel-
opment, neural function, immune re-
sponse, physiology and disease have

turned to the mouse. From a geneticistÕs
point of view, the mouse is an ideal
mammal. It is small and proliÞc and
serves as a remarkably good analogue
for most human biological processes.

On the other hand, the breadth of ge-
netic manipulations that can be carried
out in mice has been extremely limited
relative to the operations that are pos-
sible in simpler organisms. Because of
the obstacles I have already described,
it is not practical to apply classical tech-
niques to mice. To identify mutagen-
ized mice carrying defects in the genes
involved in some process of interest, re-
searchers would have to screen 10,000
to 100,000 mice at a prohibitive cost.
Instead mouse geneticists have histori-
cally studied mutant animals that arose
spontaneously within their colonies. As
a result of the keen observation and
perseverance by such workers, the col-
lection of existing mouse mutants is
surprisingly large and is an invaluable
resource for continued research.

Yet even these hard-won animals
have drawbacks. The existing collection
of mutant mice does not harbor a ran-
dom sampling of mutations in the
mouse genome. Rather it contains a
disproportionate number of mutations
that result in readily observable abnor-
malities in physiology or behavior. In
consequence, many mutations that af-
fect coat color are present in this col-
lection, whereas mutations that aÝect
early development are underrepresent-
ed (since they often result in the unde-
tected death of the embryo).

Further, the task of isolating the
genes responsible for overt defects in
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How Targeted Gene Replacement Is Accomplished in Cultured Cellsý
ý

Workers alter copies of a gene (strip at far left) in the test tube to pro-
duce what is called the targeting vector (lengthened strip). The gene 
shown here has been inactivated by insertion of the neor gene (green)  
into a protein coding region (blue). The neor gene will serve later as a 
marker to indicate that the vector DNA took up residence in a chromo-
some. The vector has also been engineered to carry a second marker at 
one end: the herpes tk gene (red ). These markers are standard, but 
others could be used instead.

Once a vector, with its dual markers, is com-
plete, it is introduced into cells (gray ) isolated 
from a mouse embryo.
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mutant mice is very labor intensive, of-
ten taking years of concerted eÝort.
Workers can deduce many steps in-
volved in biological phenomena with-
out ever Þnding the genes involved. But
without isolating those genes, they can-
not make progress at the molecular lev-
el. Notably, they cannot determine the
nature of the proteins encoded by the
mutated genes, nor can they identify
the cells in which the genes are active.

Gene targeting allows investigators
to circumvent such diÛculties. Investi-
gators now choose which gene to alter.
They also have virtually complete con-
trol over how that gene is modiÞed, so
that the mutation can be tailor-made to

address precise ques-
tions about the func-
tions of the gene. The
criteria for selecting
which gene to mutate
can be based on knowl-
edge obtained from re-
search on mice or oth-
er species. For exam-
ple, it is now relatively
straightforward to iso-
late a series of genes
that are active in the
newly forming mouse
heart; gene targeting
would then permit de-
termining the role of

each of those genes in heart develop-
ment. Alternatively, we can ascertain
whether a set of genes known to be in-
volved in guiding the paths taken by
developing neurons in D. melanogaster
exist and serve a similar function in the
mouse.

An initial approach often involves
knocking out a gene in order to evalu-
ate the consequences to the organism
of not having the gene product. The
consequences may be complex and
may aÝect multiple pathways. Further
insight into the geneÕs function can be
obtained by introducing more subtle,
deÞned mutations, which may aÝect
only one of its multiple roles. Soon ge-
neticists should be able to place genes
under control of a switch. Such switch-
es will allow researchers to turn a gene
on and oÝ during the embryonic or
postnatal development of the mouse.

For example, a hypothetical gene could
be responsible for the creation and
proper operation of a set of nerve cells.
Knocking out the gene would result in
the absence of those neurons during
formation of the brain and preclude as-
sessing the geneÕs activity in the adult.
If the gene were under control of a
switch, however, the switch could be
left on during development, and the
neurons would be formed. In the adult
the switch could then be turned oÝ, en-
abling workers to evaluate the function
of this gene in adult neurons.

Development of gene-targeting tech-
nology has evolved over the past 15
years. In the late 1970s I was experi-
menting with using extremely small
glass needles to inject DNA directly into
the nuclei of mammalian cells. The nee-
dles were controlled by hydraulically
driven micromanipulators and directed
into nuclei with the aid of a high-pow-
ered microscope. The procedure turned
out to be extremely eÛcient. One in
three to Þve cells received the DNA in a
functional form and went on to divide
and stably pass that DNA on to its
daughter cells. 

When I followed the fate of these
DNA molecules in cells, a surprising
phenomenon captured my attention.
Although the newly introduced DNA
molecules were randomly inserted into
one of the recipient cellÕs chromo-
somes, more than one molecule could
be inserted at that site, and all of them
were in the same orientation. Just as
words in any language have an orienta-
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To isolate cells carrying a targeted mutation, workers put 
all the cells into a medium containing selected drugs, here 
a neomycin analogue (G418) and ganciclovir. G418 is 
lethal to cells unless they carry a functional neor gene, 
and so it eliminates cells in which no integration of vector 
DNA has occurred (gray). Meanwhile ganciclovir kills any 
cells that harbor a tk gene, thereby eliminating cells 
bearing a randomly integrated vector (red). Consequently, 
virtually the only cells that survive and proliferate are 

those harboring the targeted 
insertion (green).

When all goes well, homologous recombination occurs (top): 
the vector lines up next to the normal gene (the target) on a 
chromosome in a cell, so that the identical regions are aligned; 
then those regions on the vector (together with any DNA in be-
tween) take the place of the original gene, excluding the marker 
at the tip (red ). In many cells, though, the full vector (complete 
with the extra marker) fits itself randomly into a chromosome 
(middle) or does not become integrated at all (bottom).
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tion (in English we read words from left
to right), so, too, do DNA molecules.
Apparently, before cells performed ran-
dom insertion, some mechanism in the
cell nucleus stitched virtually all the in-
troduced DNA molecules together in
the same orientation.

We went on to demonstrate that cells
used a process called homologous re-
combination to achieve such linkages.
Homologous recombination works only
on DNA molecules with the same nu-
cleotide sequence. Such molecules line
up next to each other. Then both mole-
cules are cut and are joined to each
other at the cut ends. The joining is ac-
complished with such precision that
the nucleotide sequences at the points
of linkage are not altered.

This unexpected observation implied
that all mouse cells, and presumably
all mammalian cells, had the machin-
ery to perform homologous recombina-
tion. At the time, there was no reason
to suspect that somatic cells (those not
involved in sexual reproduction) would
have this machinery. Further, we knew
the machinery was fairly eÛcient be-
cause we could microinject more than

100 DNA molecules of the same se-
quence, and the cell would stitch them
all together in the same orientation. I
realized immediately that if we could
harness this machinery to carry out ho-
mologous recombination between a
newly introduced DNA molecule of our
choice and the same DNA sequence in
a cellÕs chromosome, we would have
the ability to rewrite the cellÕs instruc-
tion manual at will.

Excited by this prospect, in 1980 I re-
quested funding from the government
to test the feasibility of gene targeting.
To my disappointment, the scientists
who reviewed the grant proposal re-
jected it. In their view, the probability
that the newly introduced DNA se-
quence would ever Þnd its matching
sequence within the 1,000 volumes of
the genetic instruction manual seemed
vanishingly small.

Despite the rejection, I decided to
forge ahead using funds I was receiving
for another project. It was a gamble.
Had the experiments failed, I would
have had little meaningful data to sub-
mit at grant renewal time. Fortunately,
the experiments worked. By 1984, when
we again asked for funds to pursue the
research, we had ample evidence that
gene targeting was in fact feasible in

cells. Many of the same scientists who
had reviewed the original grant propos-
al now demonstrated a sense of hu-
mor. The critique of the new proposal
opened with the statement, ÒWe are
glad that you didnÕt follow our advice.Ó

H
ow is gene targeting in cells ac-
complished? The Þrst step is to
clone the gene of interest and

propagate it in bacteria. This procedure
provides a pure source of DNA con-
taining the gene. Next, in a test tube,
the nucleotide sequence of the gene is
changed to meet the purpose of the ex-
periment. The altered gene is referred
to as the targeting vector.

The targeting vector is introduced
into living cells by any of several means.
Once within the cell nucleus, it forms a
complex with proteins constituting the
cellÕs machinery for homologous re-
combination. Aided by these proteins,
it searches through all the sequences
of the genome until it Þnds its counter-
part (the target). If it indeed does Þnd
its target, it will line up next to that
gene and replace it.

Regrettably, such targeted replace-
ment occurs only in a small fraction of
the treated cells. More often, the target-
ing vector inserts randomly at non-
matching sites or fails to integrate at
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How Targeted Gene Replacement Is Accomplished in Miceý
ý

The embryos containing the ES cells grow 
to term in surrogate mothers. Then work-
ers examine the coats of the newborns. 
Brown shading intermixed with black indi-
cates that the ES cells have survived and 
proliferated in an animal. (Such individuals 
are called chimeras because they contain 
cells derived from two different strains of 
mice.) Solid black coloring, in contrast, 
would indicate that the ES cells had 
perished.
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Cells known as embryonic stem (ES) cells (green at far left) are isolated 
from a brown mouse strain and altered (by the process described in the il-
lustration on pages 54 and 55) to carry a targeted mutation in one chrom-
osome (inset). The ES cells are then inserted into young embryos, one of 
which is shown. Workers like to use the coat color of the future newborns 
as a guide to whether the ES cells have survived in the embryo. Hence, they 
typically put the ES cells into embryos that, in the absence of the ES cells, 

would acquire a totally black coat. 
Such embryos are obtained from a 
black strain (below) that lacks the 
agouti gene. The agouti gene gener-
ates a brown coat even when pres-
ent in cells as a single copy.
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all. We must therefore sort through the
cells to identify those in which target-
ing has succeeded. Approximately one
in a million treated cells has the de-
sired targeted replacement.

To greatly simplify the search for that
cell, we make use of two Òselectable
markers,Ó which are introduced into
the targeting vector from the start. In-
clusion of a ÒpositiveÓ selectable mark-
er promotes survival and growth of
cells that have incorporated the target-
ing vector, either at the target site or at 
a random location within the genome.
Inclusion of the ÒnegativeÓ selectable
marker helps to eliminate most of the
cells that have incorporated the target-
ing vector at a random location.

The positive marker, usually a neo-

mycin-resistance (neor) gene, is posi-
tioned so that it will be ßanked by DNA
also present in the target gene. The
negative marker, typically the thymi-

dine kinase (tk) gene from a herpes-
virus, is attached to one end of the tar-
geting vector [see illustration on pages

54 and 55 ]. When homologous recom-
bination occurs, the unchanged seg-
ments of the cloned gene, together with
the neor gene sandwiched between
them, replace the target sequence in
the chromosome. But the tk gene, lying
outside the zone of matching sequenc-
es, does not enter the chromosome
and is degraded by the cell. In contrast,
when cells randomly insert the target-
ing vector, they stitch the entire vector,
complete with the tk gene, into the

DNA. When no insertion occurs, the
vector and both its markers are lost.

We do not have to examine the DNA
directly to identify these diÝerent out-
comes. Instead we grow the cells in a
medium containing two drugs, an ana-
logue of neomycin called G418 and the
antiherpes drug ganciclovir. G418 kills
cells that lack the protective neor gene
in their chromosomes, namely, those
that have failed to integrate vector
DNA. But it allows cells that carry ei-
ther random or targeted insertions to
survive and grow. Concurrently the
ganciclovir kills any cells that carry the
herpes tk gene, namely, those that har-
bor a random insertion. In the end, vir-
tually the only surviving cells are those
bearing the targeted insertion (cells
possessing the Òpositive selectableÓ
neor gene and lacking the Ònegative se-
lectableÓ tk gene).

B
y 1984 we had shown that it was
possible to target speciÞc genes
in cultured mouse cells. We were

then ready to extend the technology to
alter the genome of living mice. To ac-
complish this aim, we used special
cells developed in 1981 by Matthew H.
Kaufman and Martin J. Evans of the
University of Cambridge. These cells
are embryo-derived stem (ES) cells.
Such cells are obtained from an early
mouse embryo. They can be cultured in
petri dishes indeÞnitely, and they are

pluripotent: capable of giving rise to all
cell types.

In brief, by the procedure described
earlier, we produce ES cells known to
carry a targeted mutation in one copy
of a chosen gene. Then we put the ES
cells into early mouse embryos, which
are allowed to develop to term. Some
of the resulting mice, when mature,
will produce sperm derived from the
ES cells. By mating such mice to normal
mice, we generate oÝspring that are
heterozygous for the mutationÑthey
carry the mutation in one of the two
copies of the gene in every cell.

These heterozygotes will be healthy
in most instances, because their sec-
ond, undamaged copy of the gene will
still be functioning properly. But mat-
ing of these heterozygotes to brothers
or sisters bearing the same mutation
yields homozygotes: animals carrying
the targeted mutation in both copies of
the gene. Such animals will display ab-
normalities that will reveal the normal
functions of the target gene in all their
tissues.

Of course, the procedure is more eas-
ily summarized than carried out. To ac-
tually do the work, we begin by inject-
ing our modiÞed ES cells into blasto-
cyst-stage embryos, which have not yet
become attached to the motherÕs uter-
us. Because we depend on coat color to
indicate whether the procedure is go-
ing according to plan, we choose blas-
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Males and females carrying the muta-
tion are mated to each other to produce 
mice whose cells carry the chosen muta- 
tion in both copies of the target gene 
(inset) and thus lack a functional gene. 
Such animals (boxed) are identified defin-
itively by direct analyses of their DNA. 
Then they are examined carefully for any 
physical or behavioral abnormalities.

Chimeric males are mated to black (non-agouti) females. Then researchers 
screen the progeny for evidence of the targeted mutation (green in inset) in 
the gene of interest. They exclude black mice immediately; if the animals 
had been born of sperm made by ES cells—and so had a chance of harbor-
ing the chosen mutation—they would be brown. Direct examination of the 
genes in the brown mice reveals which of those animals (boxed) inherited 
the targeted mutation.
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tocysts that would normally develop
into pups bearing a diÝerent coat color
than is found in pups produced by the
mouse strain from which the ES cells
are obtained.

The stem cells are isolated from a
brown mouse carrying two copies of
the agouti gene. This gene, even when
present in a single copy, produces
brown coloring by causing yellow pig-
ment to be laid down next to black pig-
ment in the hair shaft. (Production of
the pigments themselves is under the
control of other genes.) Hence, we typi-
cally select blastocysts that would nor-
mally develop into black mice. (Mice
acquire black coats when the agouti

gene inherited from both parents is de-
fective.) Then we allow the embryo,
containing the modiÞed ES cells, to
grow to term in a surrogate mother.

If all goes well, the altered ES cells
reproduce repeatedly during this time,
passing complete copies of all their
genes to their daughter cells. These cells
mix with those of the embryo and con-
tribute to the formation of most mouse
tissues. As a result, the newborns are
chimeras: they are composed of cells
derived both from the foreign ES cells
and from the original embryo. We read-
ily identify such chimeras by observing
broad swatches of brown coloring in
their otherwise black coats. If the ani-
mals bore no ES-derived cells, they
would be completely black because of

their lack of functional agouti genes.
By merely looking at the chimeras,

though, we cannot determine whether
the ES cells gave rise to germ cells, the
vehicle through which the targeted mu-
tation is passed to future generations.
We Þnd that out only when we move to
the next stage: producing heterozygous
mice harboring one copy of the muta-
tion in all their cells. To generate such
animals, we mate chimeric male mice
to black female mice lacking the agouti

gene. An oÝspring will be brown if the
sperm that fertilized the egg was de-
rived from ES cells (because all such
sperm carry the agouti gene). An oÝ-
spring will be black if the sperm de-
rived from the original blastocyst cells
(which lack functional agouti genes).

Consequently, when we see brown
pups, we know that the genes carried
by ES cells made their way to these
oÝspring. We can then think about set-
ting up matings between heterozygous
siblings in order to produce mice with
two defective copies of the target gene.
First, though, we must discern which of
the brown pups carry a copy of the
mutated gene. This we do by examin-
ing their DNA directly for the targeted
mutation. When matings are set up be-
tween heterozygous siblings, one in
four of the oÝspring will have two de-
fective copies of the gene. We pick out
the homozygotes by again analyzing
DNA directly, this time looking for the

presence of two copies of the targeted
mutation. These animals are then ex-
amined carefully for any anatomical,
physiological or behavioral anomalies
that can provide clues to the functions
of the disrupted gene. The total proce-
dure from cloning a gene to generating
mice with a targeted mutation in that
gene takes approximately one year.

Laboratories all around the world are
now applying gene targeting in mice to
study an array of biological problems.
Since 1989, more than 250 strains car-
rying selected genetic defects have
been produced. A few examples of the
emerging Þndings should illustrate the
kinds of insights these animals can
provide.

I
n my own laboratory, we have been
exploring the functions of homeot-
ic, or Hox, genes. These genes serve

as master switches ensuring that dif-
ferent parts of the body, such as the
limbs, the organs, and parts of the
head, form in the appropriate places
and take on the correct shapes. Studies
of homeotic genes in Drosophila have
yielded important clues to their activi-
ties [see ÒThe Molecular Architects of
Body Design,Ó by William McGinnis and
Michael Kuziora; SCIENTIFIC AMERICAN,
February]. Yet many questions remain.
For instance, D. melanogaster has only
eight Hox genes, whereas mice and hu-
mans each have 38. Presumably, ex-
pansion of the Hox family played a crit-
ical part in the evolutionary progres-
sion from invertebrates to vertebrates,
supplying extra machinery needed for
a more complex body. Precisely what
do all 38 genes do?

Before gene targeting became avail-
able, there was no way to answer these
questions, because no one had found
mice or humans with mutations in any
of the 38 Hox genes. My colleagues and
I are now embarking on a systematic
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NEWBORN mouse (above, left ) carries a targeted mutation
in both copies of a gene called HoxA-3. Consequently, its
body is more curved than that of a normal newborn (sec-
ond from left ). Tissue specimens from mutant (center
right ) and normal (far right ) mice reveal that such mu-
tants also lack a thymus and have an unusually small
thyroid gland. These disorders and others indicate that
the HoxA-3 gene is needed for development of tissues
and organs that originate in a narrow strip of cells (col-
ored band in drawing) present in young embryos.
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eÝort to establish the function of the
individual Hox genes. Later we will at-
tempt to identify how these genes form
an interactive network to direct the for-
mation of our bodies.

As part of this program, we have dis-
covered that targeted disruption of the
HoxA-3 gene leads to multiple defects.
Mice carrying two mutated copies of
the gene die at birth from cardiovascu-
lar dysfunction brought on by incom-
plete development of the heart and the
major blood vessels issuing from it.
These mice are also born with aberra-
tions in many other tissues, including
the thymus and parathyroid (which are
missing), the thyroid gland, the bone
and cartilage of the lower head, and
the connective tissue, muscle and carti-
lage of the throat.

These abnormalities are diverse but
share one striking commonality: the
aÝected tissues all descend from cells
that were originally clustered in a nar-
row zone in the upper part of the de-
veloping embryo. The rudiments of the
heart, for instance, are located in this
region before the heart takes up its
more posterior location in the chest. It
seems, then, that the assignment of the
HoxA-3 gene is to oversee construction
of many of the tissues and organs that
originate in this narrow region.

Unexpectedly, the disorder produced
by knocking out the mouse HoxA-3

gene mimics that found in an inherit-
ed human disease known as Di George
syndrome. Chromosomal analysis of
patients shows that the human HoxA-3

gene is not the culprit; victims display
genetic damage on a chromosome dis-
tinct from that housing HoxA-3. We
now know, however, that the gene re-
sponsible for the syndrome acts by in-
terfering either with activation of the
HoxA-3 gene or with the events set in
motion by the HoxA-3 gene. Also, a
mouse model for the disease is now
available and may eventually provide
clues to treatment. This unanticipated
beneÞt underscores once again the val-
ue of basic research: Þndings born of
curiosity often lead to highly practical
applications.

Like developmental biologists, im-
munologists have also beneÞted from
gene targeting. They are now applying
this technology to decipher the individ-
ual responsibilities of well over 50
genes that inßuence the development
and operation of the bodyÕs two fore-
most classes of defensive cellsÑB and
T lymphocytes.

Cancer researchers are excited by the
technique as well. Often investigators
know that mutations in a particular
gene are common in one or more tumor

types, but they do not know the normal
role of the gene. Discovery of that role
using our knockout technology can
help to reveal how the mutant form of
the gene contributes to malignancy.

The p53 tumor suppressor gene of-
fers a case in point. Tumor suppressor
genes are ones whose inactivation con-
tributes to the development or progres-
sion of cancer. Mutations in the p53

gene are found in perhaps 80 percent
of all human cancers, but until recently
the precise responsibilities of the nor-
mal gene were obscure. The analysis of
mice homozygous for a targeted dis-
ruption of p53 indicated that p53 prob-
ably acts as a watchdog that blocks
healthy cells from dividing until they
have repaired any damaged DNA that
is present in the cell. Such damage of-
ten occurs in cells as a consequence of
the frequent environmental insults to
which we are subjected. The loss of
functional p53 genes eliminates this
safeguard, allowing damaged DNA to
be passed to daughter cells, where it
participates in formation of cancers.

M
any other diseases will be
amenable to study by gene tar-
geting. More than 5,000 hu-

man disorders have been attributed to
genetic defects. As the genes and mu-
tations for the disorders are identiÞed,
workers can create precisely the same
mutations in mice. The mouse models,
in turn, should make it possible to
trace in detail the events leading from
the malfunctioning of a gene to the
manifestation of disease. A deeper un-
derstanding of the molecular patholo-
gy of the disease should permit the de-
velopment of more eÝective therapies.
Among the models now being con-
structed are mice with diÝerent muta-
tions in the cystic Þbrosis gene.

The study of atherosclerosis, a lead-
ing cause of strokes and heart attacks,
is also beginning to involve gene tar-
geting. In contrast to cystic Þbrosis,
atherosclerosis is not caused by muta-
tions in a single gene. Defects in a num-
ber of genes combine with environ-
mental factors to promote the buildup
of plaque in arteries. Nevertheless,
promising mouse models have been
made by alterating genes known to be
involved in the processing of triglyc-
erides and cholesterol. I also anticipate
that mouse models for hypertension,
another culprit in heart disease and
stroke, will soon be developed, now
that genes thought to participate in its
development are being identiÞed.

As understanding of the genetic con-
tribution to disease increases, so will
the desire to correct the defects by

gene therapy. At the moment, the tech-
niques used for gene therapy rely on
random insertion of healthy genes into
chromosomes, to compensate for the
damaged version. But the inserted genes
often do not function as eÝectively as
they would if they occupied their as-
signed places on the chromosome. In
principle, gene targeting can provide a
solution to this problem. Yet, before 
it can be used to correct the defective
gene in a patientÕs tissue, investigators
may need to establish cultures of cells
able to participate in formation of that
tissue in adults. Such cells, which like
the ES cells in our studies are termed
stem cells, are known to be present in
bone marrow, liver, lungs, skin, intes-
tines and other tissues. But research
into ways to isolate and culture these
cells is still in its infancy.

Before the technical hurdles to broad
application of our methods in gene
therapy are surmounted, gene target-
ing will Þnd common usage in the study
of mammalian neurobiology. Already
mice have been prepared with targeted
mutations that alter their ability to
learn. As increasing numbers of neural-
speciÞc genes are identiÞed, the pace
of this research will surely intensify.

We can anticipate continued im-
provements in gene-targeting technolo-
gy, but it has already created opportu-
nities to manipulate the mammalian
genome in ways that were unimagin-
able even a few years ago. To signiÞ-
cantly aid in deciphering the mecha-
nisms underlying such complex pro-
cesses as development or learning in
mammals, researchers will have to call
on every bit of their available ingenu-
ity, carefully deciding which genes to
alter and modifying those genes in
ways that will bring forth informative
answers. Gene targeting opens a broad
range of possibilities for genetic ma-
nipulations, the limitations of which
will be set only by the creative limits of
our collective imagination.
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S
ilicon-based logic chips are so
much a part of modern life that
the singing at a birthday party is

as likely to come from the birthday
card as from the party guests. Despite
this pervasive success, some workers
have been arguing for years that silicon
technology is nearing its physical lim-
its. The traditional technology, they
fear, cannot attain higher speeds with-
out being shrunk to a point at which
the devices can no longer function. If so,
continued progress in electronics would
depend on Þnding an alternative to sil-
icon, and the giant electronics industry
would face a diÛcult and costly period
of transition. Is silicon really headed
into its twilight years, as so many writ-
ers and researchers have claimed?

To paraphrase Mark Twain, the re-
ports of the demise of silicon technolo-
gy have been greatly exaggerated. In
collaboration with a team at IBM Re-
search and Manufacturing, I have ex-
plored methods for extending the per-
formance of silicon technology by mod-
ifying the composition of the chips. In

the past, the stunning improvements in
the speed and versatility of silicon elec-
tronics have mostly resulted from the
miniaturization of circuitry. We have
concentrated instead on using materi-
als that sharply increase the velocity of
electrons through the electronic devic-
es, thereby oÝering an alternative route
to faster performance. Our eÝorts have
demonstrated that an alloy of silicon
and germanium, two well-known semi-
conducting elements, can form the basis
of exceptionally high speed transistors.
Transistors are the simple switches that
lie at the heart of modern electronics.

These newly developed devices attain
switching speeds once thought to lie
beyond the capabilities of silicon tech-
nology. Moreover, they can be produced
on existing chip-fabrication lines, pre-
serving the multibillion-dollar invest-
ment such facilities represent. For these
reasons, I expect that silicon technolo-
gy will continue to dominate electron-
ics designÑindeed, I predict that it will
soon reclaim functions that today have
been abandoned to other, more exotic
materials.

I
n concert with a circuit design team
from Analog Devices, IBM has just
announced the Þrst commercial

products that incorporate high-perfor-
mance silicon-germanium transistors.
In the next few years such transistors
and other devices based on silicon-ger-
manium alloy will probably Þnd a home
in a wide range of products, including
personal communications gear and elec-
tronic signal converters, which draw
digital data from the network of Þber-
optic cables rapidly proliferating across
the country.

A fundamental factor controlling the
capability of computers and other elec-
tronics is the operating speed of their
component devices. Over the past few
decades miniaturization has been the

key to faster performance. The most
basic device in modern electronic cir-
cuits is the transistor, which functions
as a simple on-oÝ switch. That switch-
ing action forms the basis of the digital
computer. A closer look at the design
of transistors clariÞes how they oper-
ate and why shrinking them improves
their function. Such an examination also
elucidates why the size-reduction pro-
cess cannot be extended indeÞnitely.

Silicon-based electronics incorporates
two main kinds of transistors: bipolar
transistors and Þeld-eÝect transistors.
In a Þeld-eÝect transistor, electric cur-
rent enters from a location known as
the source and exits via the drain. The
region through which the current tra-
verses the device is called the channel.
Part of the transistor, termed the gate,
controls the ßow of current through the
channel. The gate does its job by creat-
ing an electric Þeld that can either Þll
or empty the channel of charge, there-
by starting or stopping the ßow of cur-
rent. When current can move through
the channel, the device is on; when no
current ßows, it is oÝ.

The Þeld-eÝect transistor has a sig-
niÞcant advantage: it consumes a mod-
est amount of power. To operate such
a transistor, one need only charge the
gate to some critical voltage. Once the
gate contains an adequate charge, no
further current is necessary to main-
tain the transistor in its on or oÝ state.
Except during switching, therefore,
Þeld-eÝect transistors draw essentially
no power. For this reason, these devic-
es are ideally suited for applications

High-Speed Silicon-
Germanium Electronics

The author has helped create electronic devices 
that outperform traditional silicon technology yet 

remain compatible with standard manufacturing methods

by Bernard S. Meyerson

BERNARD S. MEYERSON has extensive-
ly explored the potential uses of nontra-
ditional semiconducting materials. He
received his Ph.D. in physics from the
City University of New York in 1981. Af-
ter graduation, he joined the staÝ of the
IBM Thomas J. Watson Research Center,
where he now manages the electronic
materials group in the centerÕs physical
sciences and technology department. In
1992 he was appointed an IBM Fellow.
Meyerson has explored techniques for
growing crystal alloys at unusually low
temperatures, which has opened up new
possibilities in semiconductor design.
This work led him to invent the ultrahigh
vacuum/chemical vapor deposition tech-
nique, the method that permitted the
successful fabrication of high-speed sili-
con-germanium transistors.
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INNOVATIVE TRANSISTOR seen in this
micrograph consists of a mix of silicon
and silicon-germanium alloy. Four years
ago this device showed that the new
technology can greatly surpass the
speed of traditional silicon electronics.
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that require low power consumption:
in portable computers, for example, not
to mention in the singing birthday card.

High-performance computers, in con-
trast, have relied primarily on bipolar
transistors, which can operate signiÞ-
cantly faster but consume a good deal
more power. In the most common class
of bipolar transistors, the NPN (nega-
tive-positive-negative) device, electrons
ßow from the emitter to the collector
regions. When the transistor is activat-
ed, a small current is injected into the
base region of the transistor. That cur-
rent lowers a constant, built-in energy
barrier that blocks the ßow of elec-
trons. As the barrier drops, current be-
gins to pass through the transistor,
and the device switches to an on state.
The amount of current moving through
the device is proportional to, but much
larger than, the amount injected into
the base.

The base of a bipolar transistor must
contain a constant electrical charge
suÛcient to keep the energy barrier up

(so that the transistor stays oÝ) when
no current is applied to the base. Engi-
neers create such built-in charges by
introducing speciÞc impurities, or dop-
ant atoms, into the silicon when the
transistor is fabricated. Depending on
the nature of the dopant atoms, they
add a net positive or negative charge to
the silicon. Doped silicon is known as
n-type silicon if it contains an excess 
of negative charges or p-type silicon if
positive charges dominate.

The function of a bipolar transistor
depends on the electrical properties at
the interface between n-type and p-

type silicon. An interface between two
regions of semiconductor having the
same basic compositionÑsilicon, in
most casesÑbut opposing types of dop-
ing is called a homojunction. The meet-
ing of two dissimilar materials is known
as a heterojunction. Homojunctions are
far more easily fabricated, so they dom-
inate in present circuit designs.

The size of a transistor, whether Þeld
eÝect or bipolar, profoundly inßuences

its speed of operation. A major factor
limiting the speed of a bipolar transis-
tor, for example, is the time required
for electrons to move across the base.
A decrease in the thickness of the base
reduces the distance that electrons
must travel and so increases the rate at
which the transistor can switch on and
oÝ. A thinner base, in turn, makes it
possible to shrink the surface area of
the entire transistor. The smaller area
permits a tighter packing of the tran-
sistors, which improves the perfor-
mance of the overall chip by diminish-
ing the distances that electrical signals
must traverse between transistors. Size
reduction leads to similar improve-
ments in the performance of Þeld-ef-
fect transistors.

For these reasons, technologists have
focused on creating ever smaller tran-
sistors. This strategy for enhancing the
function of an electronic device by re-
ducing its critical dimensions is com-
monly referred to as scaling. Although
scaling has led to many years of im-
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provement in the speed and ßexibility
of silicon-based electronics, the trend
cannot continue indeÞnitely. A consid-
eration of the nature of bipolar transis-
tors reveals the reason for this limit.

Scaling reduces the thickness and
volume of the transistor base, so the
dopant density must rise to keep the
total base charge constant. In essence,
one must squeeze the same total num-
bers of dopant atoms into an ever
smaller volume base region. Unfortu-
nately, a silicon homojunction having
very high doping levels on both sides
will necessarily leak current. If one con-
tinues to scale an NPN bipolar transis-
tor, the density of dopant in the base
eventually reaches the level at which
current passes through the transistor
even when it should be in its oÝ state,
rendering it useless.

Chip designs are beginning to push
scaling to its natural conclusion, so re-
searchers are actively pursuing alterna-
tive approaches to boost the speed of
electronic devices. Indeed, the physical
limit of scaling is a primary reason that
some engineers have postulated the
demise of silicon in favor of other,
more exotic semiconducting materials,
such as gallium arsenide. But industry
has already invested tens of billions of
dollars in tools and facilities for fabri-
cating silicon-based devices. Clearly, it
would be quite advantageous to Þnd a
path to faster performance that does
not abandon silicon.

M
uch of my eÝort has centered
on developing just such a re-
vamped silicon technology. My

present eÝorts actually build on an old
idea. In the mid-1950s a number of re-
searchers recognized that heterojunc-
tions could, in principle, oÝer a way to
quicken the switching rate of a transis-
tor not by shrinking the device but by
modifying its basic electronic proper-
ties. Naturally occurring electric Þelds
in the two materials at a heterojunction

can conÞne negative or positive charg-
es on opposite sides of the interface. If
the material at the junction changes
gradually from one composition to the
other, an extended electric Þeld can be
built into the graded region.

In the late 1950s Herbert Kroemer,
now at the University of California at
Santa Barbara, proposed using the Þeld
generated in a graded heterojunction
to propel electrons rapidly across the
base of a bipolar device. By inducing the
electrons to travel more swiftly, hetero-
junctions could function much faster
than homojunctions of a similar size.
Kroemer envisioned several possible
pairings of semiconductor materials
that could speed the operation of tran-
sistors; the most promising pairing in-
volved silicon on one side and germa-
nium on the other. Although the idea
appeared sound, the practical problem
of building a workable silicon-germani-
um heterojunction proved to be monu-
mental.

A promising development occurred
during the 1960s, when researchers 
developed epitaxy, a technique that
seemed well suited to such delicate
fabrication tasks. In this process, layers
of atoms are deposited onto an exist-
ing crystalline material. The underlying
crystal, or substrate, serves as a tem-
plate so that the newly accumulated
layers follow the same atomic arrange-
ment as the crystal itself.

Because silicon and germanium have
the same crystal structure, a layer of
one material can be deposited on the
other, maintaining a consistent atomic
order. But atoms in a germanium crys-
tal have a natural spacing 4 percent
greater than that of atoms in a silicon
crystal. Germanium atoms would nor-
mally expand to their natural spacing,
but when deposited on a much thicker
silicon substrate, they are locked in
place by the underlying silicon. A layer
of germanium atoms deposited on top
of a thick silicon substrate experiences

tremendous strain, which mounts as
additional layers accumulate.

Ultimately, defects form in the ger-
manium to relieve the strain. When a
defect occurs, entire rows of germani-
um atoms squeeze out of the lattice,
thereby allowing the remaining germa-
nium atoms in the layer to move apart
from one another. Four of every 100
germanium atoms grown along a sili-
con-germanium juncture must work
their way out of the lattice in order to
bring the structure to a fully relaxed
state. This exclusion of germanium
atoms would result in several trillions
of defects in an area the size of single
chip, more than enough to prevent its
proper function.

One way to reduce the strain in the
crystal is to grow a silicon-germanium
alloy, rather than layers of pure germa-
nium, on the silicon substrate. Such an
alloy has a characteristic atomic spac-
ing intermediate between that of sili-
con and that of germanium. But great
skill is still required to fabricate an al-
loy layer, because even a mixed silicon-
germanium composition develops de-
fects if the layer is too thick or if it is
too rich in germanium.

The disparity between the atomic
spacing in silicon and germanium crys-
tals, known as lattice mismatch, proved
exceedingly diÛcult to overcome. Dur-
ing the early 1980s, most of the eÝorts
along those lines relied on a technique
called molecular-beam epitaxy. In this
approach, workers grow the crystal Þlm
in a steel chamber that has been evacu-
ated to an internal pressure of less than
one trillionth of an atmosphere. The sil-
icon substrate is mounted in the cham-
ber and is heated to a temperature of
1,100 degrees Celsius or more. Such
searing temperatures evaporate con-
taminants from the silicon, leaving a
clean surface on which a Þlm can grow.

After the high-temperature cleaning,
engineers allow the surface to cool
somewhat and then deposit a buÝer
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FIELD-EFFECT TRANSISTOR (left ) operates by modulating the
intensity of the electric Þeld in the gate. Depending on the de-
sign of the transistor, that Þeld can either enable or halt the
ßow of current through the channel, from the source to the
drain. When current passes through the channel, the transis-
tor is in its ÒonÓ state. A bipolar transistor (right ) switches on

when electrons move from the emitter to the collector. A built-
in energy barrier in the base prevents that movement. When
current is injected into the base, the barrier drops, and elec-
trons ßow through the transistor. The bipolar transistor shown
here incorporates a silicon-germanium layer that accelerates
the electrons and speeds the operation of the device.
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layer of pure silicon on the substrate to
bury any residual contamination. Mol-
ten pools of silicon and germanium at
the base of the apparatus provide a
source of atoms; beams of those atoms
are directed at the substrate to pro-
duce the desired Þlm. The atoms strike
the silicon substrate and accumulate in
crystalline layers.

To minimize the strain that results
from lattice mismatch, researchers con-
centrated on trying to build layers of
silicon-germanium alloys containing
less than 30 percent germanium. Mo-
lecular-beam epitaxy eventually allowed
the fabrication of such moderately de-
fect-free heterojunctions. But they were
only good enough to serve as laborato-
ry test beds.

Some researchers therefore gave up
on molecular-beam epitaxy in favor of
an alternative approach: chemical va-
por deposition. Chemical vapor deposi-
tion utilizes gas molecules that incor-
porate the desired atomsÑsilicon and
germanium, in this case. The ßow of
gas carries those atoms to the substrate
surface, where they collect and form
the new crystal layers. This technique,
which has been well known for de-
cades, is in many ways simpler than
molecular-beam epitaxy.

The biggest drawback of chemical
vapor deposition was that it required
high temperatures: 1,100 degrees C
during the initial cleaning and 1,000
degrees C while the Þlms were growing.
Under such intense heat, strained ma-

terials, such as silicon-germanium al-
loy, rapidly become defective. Further-
more, high temperatures make it im-
possible to place the dopant material
accurately. At temperatures above 800
degrees C, dopant atoms in silicon or
germanium quickly diÝuse away from
their initial position. Chemical vapor
deposition could not produce usable
heterojunctions between silicon and sil-
icon-germanium so long as the process
demanded such high temperatures.

A
number of researchers, including 
me, sought a way to perform 
chemical vapor deposition at

lower temperatures. Our endeavor cen-
tered on the two essential steps in the
process that seemed to demand high
temperatures: cleaning the silicon sur-
face before Þlm growth and growing a
defect-free Þlm.

The primary purpose of the cleaning
is to dislodge the silicon oxides that
form when pure silicon comes in con-
tact with air or moisture. Silicon oxides
have no crystal structure, so they would
interfere with epitaxy unless removed.
Furthermore, such oxides absorb a sili-
con dopant, boron, out of the air, and
trap it on the silicon surface at disas-
trously high concentrations. At room
temperature, silicon oxide grows on
the surface to a thickness of about 10
atomic layers. The oxide then acts as a
barrier that protects the silicon below
it from additional reaction with the air.

Scientists have long known that dip-

ping a silicon wafer into hydroßuoric
acid removes the coating of silicon ox-
ide, but the conventional wisdom held
that the oxides re-formed instantly
when the silicon was again exposed to
air. Consequently, all methods of epi-
taxy included a step in which the silicon
was baked at high temperatures, even
if the silicon oxide had already been
chemically stripped using hydroßuoric
acid. I suspected that the conventional
wisdom was not correct.

As a graduate student, I had spent
many hours handling silicon wafers
and inevitably ended up dropping
some of them. I noticed that when I
rinsed oÝ a wafer in water the wafer
did not become wet; instead the water
rolled oÝ its surface. I knew that sili-
con oxide attracts water, so if the sili-
con wafer could not be made wet, then
the oxide could not have been present.
In many cases, however, several hours
had passed since the wafers were
cleaned in a bath of hydroßuoric acid.
It seemed that the silicon oxide took
quite some time to re-form.

After joining IBM, I examined the
early literature in this Þeld and found
the source of the misconception that
silicon oxide forms instantly. Years ago
researchers using crude optical probes
thought they had detected silicon ox-
ide, when actually they had observed
the thin coating of hydrogen that forms
after silicon is cleaned in hydroßuor-
ic acid. Modern, chemically selective
probes have conÞrmed that silicon can
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ATOMIC SPACING in a germanium crystal (purple ) is slightly
greater than it is in silicon (red ). That lattice mismatch (left )
has long frustrated engineers attempting to utilize the desir-
able electronic properties at junctions between silicon and
germanium. Germanium atoms deposited onto silicon initial-
ly follow the underlying atomic arrangement. As the germa-

nium atoms revert to their natural spacing, they give rise to
defects (marked by the ÒXÓ ) that create short circuits and
ruin the junction. The author has succeeded in growing de-
fect-free layers of silicon-germanium alloy on top of a silicon
base (right ). These hybrid crystals form the basis of a new
class of high-speed electronic devices.
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remain free of oxide for many hours
after a hydroßuoric acid bath. The hy-
drogen layer that clings to the silicon
protects the surface from the air, re-
tarding oxide formation.

That protective layer obviates the
need for a high-temperature preparato-
ry step in epitaxy. In fact, hydroßuoric
acid cleaning does not merely allow
low temperatures, it demands them,
because high temperatures would drive
oÝ the hydrogen layer.

T
he next challenge was to Þnd a
means by which to grow a high-
quality Þlm at relatively cool tem-

peratures. Early work on silicon epitaxy
indicated that the number of defects in
the deposited Þlms rises dramatically
as the temperature drops. Impurities
that are normally present during chem-
ical vapor depositionÑoxygen and wa-
ter, in particularÑincorporate them-
selves into the Þlms far more readily at
low temperatures than at high ones.
These impurities can cluster together
within a growing layer, causing defects
in the material.

The obvious way to combat this prob-
lem is to minimize the concentration
of foreign atoms in the chamber where
vapor deposition takes place. Laborato-
ry experiments indicated that growing
uncontaminated Þlms at temperatures
below 700 degrees C would demand ul-
trahigh vacuum conditions, though not
as severe as those needed for molecu-
lar-beam epitaxy.

How might possible sources of con-
tamination from the interior of a crys-

tal-growing apparatus be eliminated?
At IBM, we managed to remove such
contaminants with specialized vacuum
pumps and tight seals. In this way, we
can eÝect ultrahigh vacuum conditions
in an inexpensive glass tube, which is
surrounded by a furnace that supplies
the heat required for epitaxy. Such an
arrangement ensures that the appara-
tus does not contribute enough impuri-
ties to interfere with Þlm growth. A
special airlock makes it possible to
load the main growth chamber without
exposing it to the surrounding atmo-
sphere. This feature is important be-
cause contaminants from the air cling
tenaciously to the inside of the cham-
ber; it takes considerable time to bake
them oÝ and pump them out.

The gases containing the silicon and
germanium, which ßow through the
apparatus during chemical vapor depo-
sition, can be another source of con-
taminants. We keep the pressure in the
reactor quite low, typically one mil-
lionth of an atmosphere, to minimize
the quantity of foreign material that
enters in this way. We therefore call
our approach the ultrahigh vacuum/
chemical vapor deposition technique.

Because these procedures establish
an extremely clean environment within
the growth chamber, we can run the
furnace at temperatures well below
those used in conventional epitaxy. My
group at IBM has found that tempera-
tures of 400 to 500 degrees C suÛce
for preparing high-quality silicon and
silicon-germanium alloy Þlms.

The ability to fabricate a heterojunc-

tion at such moderate temperatures
permits the creation of sophisticated
and ßexible chip designs. For instance,
one can grow the silicon-germanium
layer on top of a silicon wafer that al-
ready contains all the proper chemical
regions for the electronic devices that
the chip will eventually bear. Such im-
printed chemical patterns make it pos-
sible to build a chip having an excep-
tionally high density of transistors or
other devices. The temperatures used
in traditional epitaxy would severely
distort any such preexisting patterns.

I
had done much of the initial devel-
opment of the ultrahigh vacuum/
chemical vapor deposition process

on my own. Then, beginning in 1988, I
joined forces with a number of other
specialists to tackle the much more
diÛcult task of using the process to
build workable, high-speed bipolar tran-
sistors. We went around beating on the
doors of colleagues known to have a
sense of adventure, not to mention a
sense of humorÑa requirement to sur-
vive the inevitable disasters that occur
in such unproved work. In the end we
pulled together a team that went on to
break every existing performance rec-
ord in silicon technology.

We started by using low-temperature
epitaxy to build pure silicon homojunc-
tions. These simple devices functioned
perfectly, demonstrating the sound-
ness of our technique. Starting in 1989,
a group of IBM researchers fabricated
the Þrst in a series of NPN bipolar tran-
sistors that realized KroemerÕs concept
of a graded heterojunction between sil-
icon and silicon-germanium alloy. Al-
though the alloy contained less than 4
percent germanium, these transistors
already exceeded the supposed capa-
bilities of silicon technology. The built-
in electric Þeld (approximately 30,000
volts per centimeter across the base) in
these devices accelerated electrons so
strongly that they traversed the base of
the device in half the time required in
conventional, all-silicon transistors.

A standard measure of the perfor-
mance of a bipolar transistor is the
manner in which the gain of the tran-
sistor (the ratio of the current switched
by the transistor to the current needed
to turn the transistor on) depends on
the frequency of switching. In a typical
application in a computer, a conven-
tional bipolar transistor might have a
gain of about 100. At higher switching
frequencies, the gain becomes progres-
sively smaller. When the gain drops to
one, the transistor becomes useless, be-
cause the current that must be put in to
turn it on equals the current that comes
out; in that case, the transistor func-
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SWITCHING SPEEDS of silicon bipolar transistors have steadily improved over the
years (left ). Silicon-germanium technology accelerates that trend, yielding levels of
performance previously considered impossible for silicon-based electronics. An in-
novative crystal-growing system (right ) brought the new technology to fruition.
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tions as no more than a simple wire.
Technologists gauge the speed of a

transistor in terms of how rapidly it can
switch on and oÝ before its gain drops
to one. The Þrst graded heterojunctions
that we built in 1989 switched at 75 gi-
gahertz (billions of cycles per second),
nearly twice the speed of the fastest
comparable silicon devices. More recent
work at IBM has pushed the heterojunc-
tions to speeds in the range of 110 to
117 gigahertz, a level of performance
previously considered impossible using
silicon. In follow-up experiments my
colleagues and I have incorporated
these devices into complete circuits that
operated at record-fast speed. That was
a crucial test, because high-speed tran-
sistors often yield much lower practical
performance speeds when wired into
real circuits.

A collaboration between IBM and
Analog Devices is now bringing such
circuits to the marketplace. At last
yearÕs International Electron Devices
Meeting in Washington, D.C., Analog
Devices reported that it will soon begin
selling silicon-germanium-based circuit-
ry, including a digital-to-analog con-
verter, a staple of home electronics.
The silicon-germanium converter trans-
forms numerical data into electronic
output at a record-fast rate of one bil-
lion conversions per second. It matches
the speed of the best such circuits built
using gallium-arsenide junctions and
yet operates on a fraction of the power
they require.

The appearance of a commercially vi-
able, silicon-germanium integrated cir-
cuit marks a milestone in the eÝort to

Þnd paths to higher performance other
than scaling. Engineers at Analog De-
vices are already considering addition-
al applications for the silicon-germani-
um devices, such as digital cordless
telephones that can handle an unusual-
ly rapid data ßow. Digital-to-analog con-
verters are essential for translating the
digital data from an optical Þber into
analog signals for a telephone or televi-
sion. Faster digital-to-analog circuits
may therefore hasten the arrival of dig-
ital data networks into both home and
business. Such converters will also lie
at the heart of the portable communi-
cations devices that are likely to be-
come increasingly prevalent.

A
t present, silicon-germanium 
technology is still in its infancy. 
Designers need to modify many

existing circuit designs to exploit fully
the speed of the new devices. To date,
IBM is the only company that has dem-
onstrated the ability to integrate a sig-
niÞcant number of high-performance
heterojunction bipolar transistors into
circuits. My group has shown that sili-
con-germanium materials can boost
the performance of Þeld-eÝect transis-
tors as well, but we have yet to inte-
grate such devices into larger circuits.
Eventually the technology should make
it possible to combine multiple func-
tions (transmitter, signal converter, re-
ceiver) onto a single chip. In this way,
all kinds of exotic gear, such as ÒDick
TracyÓÐstyle two-way wrist televisions,
could pass from fantasy to reality.

Leybold-A.G. recently began manu-
facturing a commercial version of our

ultrahigh vacuum/chemical vapor de-
position apparatus. Now that they have
standardized equipment to work with,
engineers can focus on developing in-
creasingly complex circuits and Þnding
ways to broaden the variety of silicon-
germanium heterojunction devices that
may be combined onto a single chip. It
is only a matter of timeÑand probably
not much timeÑbefore many novel
electronic devices come to fruition.

Earlier, facing the limits of scaling,
many researchers had mistakenly con-
cluded that silicon was reaching the
end of its life as an electronic material.
In the heyday of this view, I saw a post-
er hanging on the wall of a colleagueÕs
oÛce. It depicted an automobileÕs tail-
lights disappearing into a cloud of tire
smoke; the caption read, ÒGallium ar-
senide leaves silicon in the dust.Ó Quite
the contrary. I would say our team has
shown that silicon is still very much in
the race, and wagering against its long-
term success would be a bad bet.
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I
magine, if you will, that our friend
Sonia keeps a time machine in her
garage. Last night she used it to vis-

it her grandfather in 1934, when he
was still courting her grandmother. So-
nia convinced him of her identity by re-
ferring to family secrets that he had
not yet revealed to anyone. This left
him stunned, but worse was to follow.
When he told his sweetheart over din-
ner that he had just met their future
granddaughter, the ladyÕs response was
both to doubt his sanity and to take of-
fense at his presumption. They never
married and never had the baby who
would have become SoniaÕs mother.

So how can Sonia be sitting here to-
day, telling us of her adventure? If her
mother was never born, how was she
ever born? The real question is, when
Sonia returns to 1934, can she or can
she not bring her grandparentsÕ ro-
mance to a premature end? Either an-
swer creates problems. If Sonia can
prevent her own birth, there is a contra-
diction. If she cannot, that inability con-
ßicts with common sense, for what is
to prevent Sonia from behaving as she
pleases? Will some strange paralysis
grip her whenever she tries to enact
certain intentions?

Situations like thisÑa mild version
of the classic Ògrandfather paradox,Ó in
which the grandfather is murdered by
his time-traveling grandchildÑare of-
ten regarded as ruling out time travel.

Yet, surprisingly, the laws of physics do
not forbid such adventures.

Another paradox, which often ap-
pears in science Þction, has been dis-
cussed by the Oxford philosopher Mi-
chael Dummett. An art critic from the
future visits a 20th-century painter, who
is regarded in the criticÕs own century
as a great artist. Seeing the painterÕs
current work, the critic Þnds it medi-

ocre and concludes that the artist has
yet to produce those inspired paintings
that so impressed future generations.
The critic shows the painter a book of
reproductions of these later works. The
painter contrives to hide this book,
forcing the critic to leave without it,
and then sets about meticulously copy-
ing the reproductions onto canvas.
Thus, the reproductions exist because
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they are copied from the paintings, and
the paintings exist because they are cop-
ied from the reproductions. Although
this story threatens no contradiction,
there is something very wrong with it.
It purports to give us the paintings with-
out anyoneÕs having to expend artistic
effort in creating themÑa kind of artis-
tic Òfree lunch.Ó

P
ersuaded by such objections,
physicists have traditionally in-
voked a chronology principle that,

by Þat, rules out travel into the past.
One-way travel into the future raises no
such problems. EinsteinÕs special theory
of relativity predicts that, with suÛcient
acceleration, astronauts could go on a
journey and return to the earth decades
into the future, while physically aging
only a year or two. It is important to
distinguish between predictions such
as this, which are merely surprising,
and processes that would violate phys-
ical laws or independently justiÞable
philosophical principles.

We shall shortly explain why travel-
ing into the past would not violate any
such principle. To do so, we must Þrst
explore the concept of time itself, as

physicists understand it. In EinsteinÕs
special and general theories of relativi-
ty, three-dimensional space is combined
with time to form four-dimensional
space-time. Whereas space consists of
spatial points, space-time consists of
spatiotemporal points, or events, each
of which represents a particular place
at a particular time. Your life forms a
kind of four-dimensional ÒwormÓ in
space-time: the tip of the wormÕs tail
corresponds to the event of your birth,
and the front of its head to the event of
your death. An object, seen at any one
instant, is a three-dimensional cross
section of this long, thin, intricately
curved worm. The line along which the
worm lies ( ignoring its thickness) is
called that objectÕs worldline.

At any point on your worldline, the
angle it makes with the time axis is a
measure of your speed. The worldline
of a ray of light is typically drawn as
making an angle of 45 degrees; a ßash
of light spreading out in all directions
forms a cone in space-time, called a
lightcone [see illustration on next page].
An important diÝerence between space
and space-time is that a worldlineÑun-
like, say, a line drawn on paperÑcan-

not be any arbitrary squiggle. Because
nothing can travel faster than light, the
worldline of a physical object can nev-
er stray outside the lightcone emanat-
ing from any event in its past. World-
lines that meet this criterion are called
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timelike. Time, as measured by a watch,
increases in one direction along a
worldline.

EinsteinÕs special theory of relativity
requires worldlines of physical objects
to be timelike; the Þeld equations of
his general theory of relativity predict
that massive bodies such as stars and
black holes distort space-time and bend
worldlines. This is the origin of gravity:
the earthÕs worldline spirals around the
sunÕs, which spirals around that of the
center of our galaxy.

Suppose space-time becomes so dis-
torted that some worldlines form closed
loops [see illustration on opposite page].

Such worldlines would be timelike all
the way around. Locally they would
conform to all the familiar properties
of space and time, yet they would be
corridors to the past. If we tried to fol-
low such a closed timelike curve (or
CTC) exactly, all the way around, we
would bump into our former selves
and get pushed aside. But by following
part of a CTC, we could return to the
past and participate in events there.
We could shake hands with our youn-
ger selves or, if the loop were large
enough, visit our ancestors.

To do this, we should either have to
harness naturally occurring CTCs or

create CTCs by distorting and tearing
the fabric of space-time. So a time ma-
chine, rather than being a special kind
of vehicle, would provide a route to the
past, along which an ordinary vehicle,
such as a spacecraft, could travel. But
unlike a spatial route, a CTC (or rather,
the surrounding closed timelike tube)
gets used up if repeatedly traversed;
just so many worldline worms can Þt
into it, and no more. If one travels on it
to a particular event, one will meet ev-
eryone who has ever traveled, or will
ever travel, to that event.

D
oes our universe now, or will it
ever, contain CTCs? We do not
know, but there are various

theoretical conjectures about how they
might be formed. The mathematician
Kurt G�del found a solution to Ein-
steinÕs equations that describes CTCs.
In that solution, the whole universe ro-
tates (according to current evidence,
the actual universe does not). CTCs also
appear in solutions of EinsteinÕs equa-
tions describing rotating black holes.
But these solutions neglect infalling
matter, and how far they apply to real-
istic black holes is a matter of contro-
versy. Also, a time traveler would be
trapped inside the black hole after
reaching the past, unless its rotation
rate exceeded a critical threshold. As-
trophysicists think it unlikely that any
naturally occurring black holes are
spinning that fast. Perhaps a civilization
far more advanced than ours could
shoot matter into them, increasing their
rotation rate until safe CTCs appeared,
but many physicists doubt that this
would be possible.

A kind of shortcut through space-
time, called a wormhole, has been
mooted by Princeton University physi-
cist John A. Wheeler. Kip S. Thorne of
the California Institute of Technology
and others have shown how two ends
of a wormhole could be moved so as to
form a CTC. According to a recent cal-
culation by J. Richard Gott of Prince-
ton, a cosmic string (another theoreti-
cal construct that may or may not exist
in nature) passing rapidly by another
would generate CTCs.

We are at present a very long way
from Þnding any of these CTCs. They
may, however, become accessible to fu-
ture civilizations, which might well at-
tempt to enact time-travel paradoxes.
Let us therefore take a closer look at
the paradoxes to see what principles, if
any, time travel would violate, accord-
ing to classical and quantum physics.

Classical physics says, unequivocally,
that on arriving in the past Sonia must
do the things that history records her
doing. Some philosophers Þnd this an

70 SCIENTIFIC AMERICAN March 1994

SPACE AND TIME are combined into one four-dimensional entity, space-time. Here
we show two space dimensions and time. A worldline connects all events in our
life in space-time; since we have some size, a personÕs worldline is more like a
worm extending from birth to death than a line. The worldlines of light rays ema-
nating in all space directions from an event trace out a cone in space-time, called a
lightcone. The worldline of any object, such as the navel of this Þgure, cannot
stray outside a lightcone emanating from any point in its past.

HEIGHT

TIME

WIDTH

LIGHTCONE

WORLDLINE

Copyright 1994 Scientific American, Inc.



unacceptable restriction of her Òfree
will.Ó But as an argument against time
travel within classical physics, that ob-
jection is unpersuasive. For classical
physics in the absence of CTCs is de-
terministic: what happens at any in-
stant is wholly determined by what
happens at any earlier (or later) instant.
Accordingly, everything we ever do is
an inevitable consequence of what hap-
pened before we were even conceived.
This determinism alone is often held to
be incompatible with free will. So time
travel poses no more of a threat to free
will than does classical physics itself.

T
he real core of the grandfather
paradox is not the violation of
free will but of a fundamental

principle that underlies both science
and everyday reasoning; we call this
the autonomy principle. According to
this principle, it is possible to create in
our immediate environment any con-
Þguration of matter that the laws of
physics permit locally, without refer-
ence to what the rest of the universe
may be doing. When we strike a match,
we do not have to worry that we might
be thwarted because the conÞguration
of the planets, say, might be inconsis-
tent with the match being lit. Autono-
my is a logical property that is highly
desirable for the laws of physics to
possess. For it underpins all experimen-
tal science: we typically take for grant-
ed that we can set up our apparatus in
any conÞguration allowed by physical
law and that the rest of the universe
will take care of itself.

In the absence of CTCs, both classi-
cal and quantum physics conform to
the autonomy principle. But in their
presence, classical physics does not, be-
cause of what John L. Friedman of the
University of Wisconsin and others call
the consistency principle. This states
that the only conÞgurations of matter
that can occur locally are those that are
self-consistent globally. Under this prin-
ciple, the world outside the laboratory
can physically constrain our actions in-
side, even if everything we do is consis-
tent, locally, with the laws of physics.
Ordinarily we are unaware of this con-
straint, because the autonomy and con-
sistency principles never come into con-
ßict. But classically, in the presence of
CTCs, they do.

Classical physics says there is only
one history, so try as she might to do
other than what history dictates, con-
sistency requires Sonia to act out her
part in it. She may visit her grandfa-
ther. But perhaps when he tells SoniaÕs
grandmother-to-be what happened, she
becomes worried about his state of
health. He is very touched and propos-

es to her; she accepts. Not only could
this happenÑunder classical physics
something like it must happen. Sonia,
far from altering the past, becomes
part of it.

What if Sonia is determined to rebel
against history? Suppose she travels
back to meet her earlier self. At this
meeting, her younger self records what
her older self says and, in due course,
having become that older self, deliber-
ately tries to say something diÝerent.
Must we suppose, absurdly, that she is
gripped by an irresistible compulsion
to utter the original words, contrary to
her prior intentions to do otherwise?
Sonia could even program a robot to
speak for her : Would it somehow be
forced to disobey its program?

Within classical physics, the answer
is yes. Something must prevent Sonia
or the robot from deviating from what
has already happened. It need not be
anything dramatic, however. Any com-
monplace hitch will suÛce. SoniaÕs ve-
hicle breaks down, or the robotÕs pro-
gram turns out to contain a bug. But
one way or another, according to clas-
sical physics, consistency requires the
autonomy principle to fail.

Now let us return to the story of the
time-traveling art critic. We call this vi-
olation of common sense a knowledge
paradox (the grandfather paradox is an

inconsistency paradox). We use the
term ÒknowledgeÓ here in an extended
sense, according to which a painting, 
a scientiÞc article, a piece of machin-
ery and a living organism all embody
knowledge. Knowledge paradoxes vio-
late the principle that knowledge can
come into existence only as a result of
problem-solving processes, such as bi-
ological evolution or human thought.
Time travel appears to allow knowledge
to ßow from the future to the past and
back, in a self-consistent loop, without
anyone or anything ever having to grap-
ple with the corresponding problems.
What is philosophically objectionable
here is not that knowledge-bearing arti-
facts are carried into the pastÑit is the
Òfree lunchÓ element. The knowledge
required to invent the artifacts must not
be supplied by the artifacts themselves.

In an inconsistency paradox, physi-
cal events seem to be more tightly con-
strained than we are used to. In a
knowledge paradox, they are less tight-
ly constrained. For instance, the state
of the universe before the art critic ar-
rives does not determine who, if any-
one, will arrive from the future or what
he or she will bring along: the generally
deterministic laws of classical physics
allow the critic to bring back great pic-
tures, poor pictures or no pictures at
all. This indeterminacy is not what we
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usually expect from classical physics,
but it constitutes no fundamental im-
pediment to time travel. Indeed, the in-
determinacy would allow the classical
laws to be supplemented with an addi-
tional principle, stating that knowledge
can arise only as a result of problem-
solving processes.

Yet that principle would land us in
the same problem regarding autonomy
as we encountered in the grandfather
paradox. For what is to prevent Sonia
from carrying new inventions into the
past and showing them to their sup-
posed originators? So although classi-
cal physics can, after all, accommodate
the kind of time travel that is usually
considered paradoxical, it does this at
the cost of violating the autonomy
principle. Hence, no classical analysis
can wholly eliminate the paradox. 

All this, however, is in our view aca-
demic. For classical physics is false.
There are many situations in which it is
an excellent approximation to the truth.
But when closed timelike curves are in-
volved, it does not even come close.

O
ne thing we already know about
CTCs is that if they exist, we
need quantum mechanics to

understand them. Indeed, Stephen W.
Hawking of the University of Cam-
bridge has argued that quantum-me-
chanical eÝects would either prevent
CTCs from forming or would destroy
any would-be time traveler approach-
ing one. According to HawkingÕs calcu-

lations, which use an approximation
that ignores the gravitational eÝects of
quantum Þelds, ßuctuations in such
Þelds would approach inÞnity near the
CTC. Approximations are inevitable un-
til we discover how to apply quantum
theory fully to gravity; but space-times
containing CTCs push current tech-
niques beyond the limits where they
can be conÞdently applied. We believe
that HawkingÕs calculations reveal only
the shortcomings of those techniques.
The quantum-mechanical eÝects that
we shall be describing, far from pre-
venting time travel, would actually fa-
cilitate it.

Quantum mechanics may necessitate
the presence of closed timelike curves.
CTCs, while hard to Þnd on large scales,
may well be plentiful at submicroscop-
ic scales, where the eÝects of quantum
mechanics predominate. There is as yet
no fully satisfactory theory of quantum
gravity. But according to many versions
that have been proposed, space-time,
though it appears smooth at large
scales, has a foamlike submicroscopic
structure containing many wormholes
as well as CTCs reaching about 10Ð42

second into the past. For all we know,
time travel by subatomic particles may
be going on all around us.

More important, quantum mechanics
can resolve the paradoxes of time trav-
el. It is our most basic physical theory
and constitutes a radical departure from
the classical worldview. Rather than
predicting with certainty what we shall
observe, it predicts all possible out-
comes of an observation and the prob-
ability of each. If we wait for a neutron
to decay (into a proton, an electron and
an antineutrino), we are most likely to
observe this in about 20 minutes. But
we might observe it immediately or be
kept waiting indeÞnitely. How are we to
understand this randomness? Is there
something about the internal state of
neutrons, currently unknown, that dif-
fers from one neutron to another and
explains why each neutron breaks up
when it does? This superÞcially attrac-
tive idea turns out to conßict with pre-
dictions of quantum mechanics that
have been experimentally corroborated. 

Other attempts have been made to
preserve our classical intuitions by
modifying quantum mechanics. None
are generally deemed to have succeed-
ed. So we prefer to take quantum me-
chanics at face value and to adopt a
conception of reality that straightfor-
wardly mirrors the structure of the the-
ory itself. When we refer to quantum
mechanics, we mean its so-called many-
universes interpretation, Þrst proposed
by Hugh Everett III in 1957. According
to Everett, if something physically can

happen, it doesÑin some universe.
Physical reality consists of a collection
of universes, sometimes called a multi-
verse. Each universe in the multiverse
contains its own copy of the neutron
whose decay we wish to observe. For
each instant at which the neutron might
decay, there is a universe in which it
decays at that instant. Since we observe
it decaying at a speciÞc instant, we too
must exist in many copies, one for each
universe. In one universe we see the
neutron break up at 10:30, in another
at 10:31 and so on. As applied to the
multiverse, quantum theory is determin-
isticÑit predicts the subjective proba-
bility of each outcome by prescribing
the proportion of universes in which
that outcome occurs.

EverettÕs interpretation of quantum
mechanics is still controversial among
physicists. Quantum mechanics is com-
monly used as a calculational tool that,
given an inputÑinformation about a
physical processÑyields the probabili-
ty of each possible output. Most of the
time we do not need to interpret the
mathematics describing that process.
But there are two branches of phys-
icsÑquantum cosmology and the quan-
tum theory of computationÑin which
this is not good enough. These branch-
es have as their entire subject matter
the inner workings of the physical sys-
tems under study. Among researchers
in these two Þelds, EverettÕs interpreta-
tion prevails.
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What, then, does quantum mechan-
ics, by EverettÕs interpretation, say
about time travel paradoxes? Well, the
grandfather paradox, for one, simply
does not arise. Suppose that Sonia em-
barks on a ÒparadoxicalÓ project that,
if completed, would prevent her own
conception. What happens? If the clas-
sical space-time contains CTCs, then,
according to quantum mechanics, the
universes in the multiverse must be
linked up in an unusual way. Instead of
having many disjoint, parallel univers-
es, each containing CTCs, we have in
eÝect a single, convoluted space-time
consisting of many connected univers-
es. The links force Sonia to travel to a
universe that is identical, up to the in-
stant of her arrival, with the one she
left, but that is thereafter diÝerent be-
cause of her presence.

S
o does Sonia prevent her own
birth or not? That depends on
which universe one is referring

to. In the universe she leaves, the one
she was born in, her grandfather did
marry her grandmother because, in
that universe, he received no visit from
Sonia. In the other universe, the one
whose past Sonia travels to, her grand-
father does not marry that particular
woman, and Sonia is never born.

Thus, the fact that Sonia is traveling
in time does not constrain her actions.
And it turns out, according to quantum
mechanics, that it never would. Quan-

tum mechanics, even in the presence 
of CTCs, conforms to the autonomy
principle.

Suppose Sonia tries her best to enact
a paradox. She resolves that tomorrow
she will enter the time machine and
emerge today, unless a version of her
Þrst emerges today, having set out
from tomorrow; and that if a version of
her does emerge today, she will not en-
ter the time machine tomorrow. With-
in classical physics, that resolution is
self-contradictory. But not under quan-
tum physics. In half the universesÑcall
them AÑan older Sonia steps out of
the time machine. Consequently, just
as she resolved, Sonia does not enter
the time machine tomorrow, and each
A-universe thereafter contains two So-
nias of slightly diÝerent ages. In the
other (B) universes, no one emerges
from the time machine. So Sonia sets
out and arrives in an A-universe where
she meets a younger version of herself.
Once again, she can behave as she likes
in the past, doing things that depart
from her (accurate) recollections.

So in half the universes there is a
meeting between two Sonias, and in
half there is not. In the A-universes an
older Sonia appears Òfrom nowhere,Ó
and in the B-universes she disappears
Òinto nowhere.Ó Each A-universe then
contains two Sonias, the older one hav-
ing started life in a B-universe. Sonia
has gone missing from each B-universe,
having emigrated to an A-universe.

However convoluted SoniaÕs plans
might be, quantum mechanics says the
universes link up in such a way that she
can carry them out consistently. Sup-
pose Sonia tries to cause a paradox by
traveling around the link twice. She
wants to reappear in the universe she
started from and join her previous self
for a spaghetti dinner instead of the
stir-fry she remembers having. She can
behave as she likes, and in particular
eat whatever she likes, in company with
her younger self; however, the multi-
verse, by being linked up in a way dif-
ferent from that of the previous para-
dox, prevents her from doing so in her
original universe. Sonia can succeed in
sharing spaghetti with a version of her-
self only in another universe, while in
the original universe she is still alone,
eating stir-fry.

Time travel would make possible an-
other curious phenomenon, which we
call asymmetric separation. Suppose
that SoniaÕs boyfriend, Stephen, stays
behind while she uses her time machine
in one of the ways we have described.
In half the universes, she enters it and
never returns. Thus, from StephenÕs
point of view, there is a possibility that
he will be separated from her. Half the
versions of him will see Sonia depart-
ing, never to return. (The other half will
be joined by a second Sonia.) But from
SoniaÕs point of view, there is no pos-
sibility of her being separated from
Stephen, because every version of her
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row and travel back to today but resolves that if she emerges
from the time machine today, she will not enter tomorrow.
She is able to carry out this plan, without paradox. In a B-uni-

verse she does not emerge today and so enters the time ma-
chine tomorrow. She then emerges today, but in an A-universe,
and meets her copyÑwho does not enter the time machine.
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TIME

B-UNIVERSE

TIME
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will end up in a universe containing a
version of himÑwhom she will have to
share with another version of herself.

If Stephen and Sonia follow a similar
planÑentering the time machine if and
only if the other does not Þrst emergeÑ
they can separate completely, ending
up in diÝerent universes. If they carry
out more complex intentions, each of
them could end up in the company of
any number of versions of the other. If
time travel were achievable on a grand
scale, competing galactic civilizations
could use these asymmetric separation
eÝects to have the whole galaxy to
themselves. Also, an entire civilization
could ÒcloneÓ itself into any number of
copies, just as Sonia did. The more often
it did this, the likelier it would be that
an observer would see it disappear from
his universe, just as Stephen sees Sonia
disappear from the A-universe when
her ÒcloneÓ appears in the B-universe.
(Perhaps this explains why we have not
yet encountered any extraterrestrials!)

In the art critic story, quantum me-
chanics allows events, from the partici-
pantsÕ perspective, to occur much as
Dummett describes. The universe that
the critic comes from must have been
one in which the artist did, eventually,
learn to paint well. In that universe, the
pictures were produced by creative ef-
fort, and reproductions were later tak-
en to the past of another universe.
There the paintings were indeed plagia-
rizedÑif one can be said to plagiarize
the work of another version of one-
selfÑand the painter did get Òsome-
thing for nothing.Ó But there is no para-
dox, because now the existence of the
pictures was caused by genuine cre-
ative eÝort, albeit in another universe.

The idea that time travel paradoxes
could be resolved by Òparallel univers-
esÓ has been anticipated in science Þc-
tion and by some philosophers. What
we have presented here is not so much
a new resolution as a new way of arriv-

ing at it, by deducing it from existing
physical theory. All the claims we have
made about time travel are consequenc-
es of using standard quantum mechan-
ics to calculate the behavior of logic cir-
cuitsÑjust like those that are used in
computers, except for the additional
supposition that information can travel
into the past along CTCs. The time trav-
elers in this computer model are pack-
ets of information. Similar results have
been obtained using other models.

T
hese calculations deÞnitively dis-
pose of the inconsistency para-
doxes, which turn out to be mere-

ly artifacts of an obsolete, classical
worldview. We have argued that the
knowledge paradoxes would likewise
present no obstacle to time travel. But
one cannot make that argument airtight
until concepts like knowledge and cre-
ativity have been successfully translat-
ed into the language of physics. Only
then can one tell if the Òno-free-lunchÓ
principle we requireÑthat it takes prob-
lem-solving processes to create knowl-
edgeÑis consistent, in the presence of
CTCs, with quantum mechanics and
the rest of physics.

There is a Þnal argument that is of-
ten raised against time travel. As Hawk-
ing puts it, ÒThe best evidence that
time travel never will be possible is that
we have not been invaded by hordes of
tourists from the future.Ó But this is a
mistake. For a CTC reaches only as far
back as the moment it was created. If
the earthÕs Þrst navigable CTC is con-
structed in 2054, subsequent time trav-
elers could use it to travel to 2054 or
later, but no earlier. Navigable CTCs
might already exist elsewhere in the
galaxy. But even then we should not ex-
pect Òhordes of tourists from the fu-
ture.Ó Given the limited capacity of
CTCs and that our stock of them at any
given time cannot be replenished in this
universe, a CTC is a nonrenewable re-

source. Extraterrestrial civilizations or
our descendants will have their own
priorities for its use, and there is no
reason to assume that visiting the earth
in the 20th century would be high on
their list. Even if it were, they would ar-
rive only in some universes, of which
this, presumably, is not one.

We conclude that if time travel is im-
possible, then the reason has yet to be
discovered. We may or may not one
day locate or create navigable CTCs.
But if anything like the many-universes
picture is trueÑand in quantum cos-
mology and the quantum theory of
computation no viable alternative is
knownÑthen all the standard objec-
tions to time travel depend on false
models of physical reality. So it is in-
cumbent on anyone who still wants to
reject the idea of time travel to come
up with some new scientiÞc or philo-
sophical argument.
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I
magine that you and a group of
friends are dining at a Þne restau-
rant with an unspoken agreement

to divide the check evenly. What do you
order? Do you choose the modest chick-
en entr�e or the pricey lamb chops?
The house wine or the Cabernet Sauvi-
gnon 1983? If you are extravagant, you
could enjoy a superlative dinner at a
bargain price. But if everyone in the
party reasons as you do, the group will
end up with a hefty bill to pay. And
why should others settle for pasta pri-
mavera when someone is having grilled
pheasant at their expense?

This lighthearted situation, which we
call the Unscrupulous DinerÕs Dilem-
ma, typiÞes a class of serious, diÛcult
problems that pervade society. Sociolo-
gists, economists and political scien-
tists Þnd that this class of social dilem-
ma is central to a wide range of issues,
such as protecting the environment,
conserving natural resources, eliciting
donations to charity, slowing military
arms races and containing the popula-
tion explosion. All these issues involve

goals that demand collective eÝort and
cooperation. The challenge is to induce
individuals to contribute to common
causes when selÞsh actions would be
more immediately and personally ben-
eÞcial. Studies of these problems cast
light on the nature of interactions
among individuals and the emergence
of social compacts. Moreover, they ex-
plain how personal choices give rise to
social phenomena.

Social dilemmas have often been
studied using groups of people who are
given choices that present a conßict be-
tween the general good and the costs
to an individual. Such experiments con-
Þrmed the hypothesis, Þrst made by
the economist Mancur L. Olson in the
1950s, that small groups are more like-
ly to secure voluntary cooperation than
are larger ones. They also revealed that
repeated iterations of a situation tend
to promote cooperative attitudes. The
amount of cooperation further increas-
es when communication among the
participants is permitted.

More recently, powerful computers
have been drafted for simulations of
the social behavior of groups. The com-
puter experiments gloss over the com-
plexities of human nature, but we be-
lieve they can help elucidate some of
the principles that govern interactions
involving many participants. For the
past three years, we have investigated
social cooperation using both analyti-
cal techniques and computer simula-
tions. We have tried to look not just at
the outcomes of the dilemmas but also
at the dynamics of the interactions and
the ways in which those outcomes
evolve in various groups.

Our mathematical theory of social 
dilemmas indicates that overall coop-
eration cannot generally be sustained
in groups that exceed a critical size.
That size depends on how long individ-
uals expect to remain part of the group
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The Dynamics 
of Social Dilemmas

Individuals in groups must often choose between acting selfishly 
or cooperating for the common good. Social models explain how group

cooperation arises—and why that behavior can suddenly change
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as well as on the amount of informa-
tion available to them. Moreover, both
general cooperation and defection can
appear suddenly and unexpectedly.
These results can serve as aids for in-
terpreting historical trends and as
guidelines for constructively reorganiz-
ing corporations, trade unions, govern-
ments and other group enterprises.

M
athematical theories of social
dilemmas have traditionally
been formulated within the

framework of game theory. The mathe-
matician John von Neumann and the
economist Oskar Morgenstern devel-
oped that discipline in the mid-1940s
to model the behavior of individuals in

economic and adversarial situations.
An individualÕs choices are ranked ac-
cording to some payoÝ function, which
assigns a numerical worthÑin dollars
or apples or some other commodityÑ
to the consequences of each choice.
Within game theory, individuals behave
rationally: they choose the action that
yields the highest payoÝ. (Real people
may not be consistently rational, but

they do behave that way when present-
ed with simple choices and straightfor-
ward situations.)

Social dilemmas can readily be
mapped into game settings. In general
terms, a social dilemma involves a
group of people attempting to provide
themselves with a common good in the
absence of central authority. In the Un-
scrupulous Diner scenario, for instance,

WHAT SHOULD I ORDER? That is the question for individuals in groups that have
agreed to split the bill equally. An individual can get a modest meal and lower ev-
eryoneÕs bill or get a sumptuous meal and eat at the othersÕ expenseÑbut thereby
increase the chance that others, too, will follow that strategy. The DinerÕs Dilemma
is typical of a class of social problems in which individuals must choose between
cooperating with the group or defecting for personal gain.
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the common good is achieved by mini-
mizing the amount of the check. The
individuals are said to cooperate if they
choose a less expensive meal; they de-
fect if they spare no expense (for the
group, that is! ). Of course, the game is
only an idealized mathematical mod-

elÑhow well can one quantify intangi-
bles such as the enjoyment of the meal
or guilt over saddling friends with a
large bill? Nevertheless, the dynamics
of the game are still instructive.

Each individual can choose either to
contribute to the common good or to
shirk and Òfree rideÓ on the sacriÞces
of others. All individuals share equally
in the common good, regardless of their
actions. Each person who cooperates
therefore increases the common good
by a Þxed amount but receives back
only some fraction of that added value.
(The return is diminished by free rid-
ers who beneÞt without contributing.)

When an individual realizes that the
costs of cooperating exceed her share
of the added beneÞt, she will rationally
choose to defect and become a free rid-
er. Because every individual faces the
same choice, all the members of a
group will defect. Thus, the individual-
ly rational strategy of weighing costs
against beneÞts has an inferior out-
come: no common good is produced,
and all the members of the group are
less well oÝ than they could be.

The situation changes, however, if the
players know they will repeat the game
with the same group. Each individual
must consider the repercussions of a
decision to cooperate or defect. The is-
sue of expectations then comes to the
fore. Individuals do not simply react to
their perceptions of the world; they
choose among alternatives based on
their plans, goals and beliefs.

O
f what do these expectations
and beliefs consist? First, an 
individual has a sense of how

long a particular social interaction will
last, and that estimate aÝects her deci-
sion. A diner who goes out with a group
once is more likely to splurge at the ex-
pense of others than is one who goes
out with the same friends frequently.
We call the expected duration of a game
the horizon length. A short horizon re-
ßects a playerÕs belief that the game will
end soon, whereas a long one means
the player believes the game will repeat
far into the future.

Second, each player has beliefs about
how her actions will inßuence the rest
of the groupÕs future behavior. A diner
may reject the option of an expensive
meal out of fear that it would prompt
others to order lavishly at the next
gathering. The size of the group bears
directly on this thinking. In a large
crowd, a player can reasonably expect
that the eÝect of her action, coopera-
tive or not, will be diluted. (Ten dollars
more or less on the groupÕs bill matters
less when it is divided among 30 diners
rather than Þve.) The player will reason

that her actions become less inßuential
as the size of the group increases.

For groups beyond some size, overall
cooperation becomes unsustainable.
The likelihood of bad consequences
from an individualÕs defection becomes
so small, whereas the potential gain
stays so large, that the disincentive to
defect vanishes. As our experiments
have determined, this critical size de-
pends on the horizon length: the long-
er that players expect the game to con-
tinue, the more likely they are to coop-
erate. That conclusion reinforces the
commonsense notion that cooperation
is most likely in small groups with
lengthy interactions.

The smallest possible social group,
consisting of only two players, raises
the special limiting case widely known
as the PrisonerÕs Dilemma. It is so
named because of one common way in
which it is framed: a prisoner is given
the choice of betraying a fellow prison-
er (defecting) and going free or keep-
ing silent (cooperating) and thereby
risking a harsh punishment if the other
prisoner betrays him. Because the psy-
chology of the interactions is unique,
certain strategies that work well for in-
dividuals in the PrisonerÕs Dilemma fail
in larger groups. The highly successful
one known as tit-for-tat depends on re-
taliation and forgiveness. A player ini-
tially cooperates and thereafter does
whatever the other player last did. Tit-
for-tat works because it allows each
player to recognize that the otherÕs ac-
tions are in direct response to her own.
In groups of more than two, however,
it is impossible for one player to pun-
ish or reward another speciÞcally be-
cause any modiÞcation of her own ac-
tions aÝects the entire group.

In larger groups, an individual caught
in a social dilemma forms a strategy for
conditional cooperation from a calcula-
tion of the expected payoÝs: she will
cooperate if at least some critical frac-
tion of the group is also cooperating.
When enough of the others are cooper-
ating, she expects that her future gains
will compensate for present losses. If
the number of cooperating individuals
falls below that threshold, then her ex-
pected losses rule out cooperation, and
she will defect. The strategies, expecta-
tions and thresholds of the individuals
determine whether cooperation within
a group is sustainable.

Quite aside from the question of
whether a group can achieve coopera-
tion is the equally important matter of
how cooperation or defection emerges
in a social setting. Imagine that the hy-
pothetical diners, after many consecu-
tive budget-busting meals, decide to
split into smaller groups, hoping that
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STABILITY FUNCTION explains the dy-
namics of groups confronting social
dilemmas. No matter what a groupÕs ini-
tial state may be, it quickly shifts into a
state of relative equilibrium, in which
either many or few people are cooper-
ating (top ). Small ßuctuations around
this equilibrium point are routine (mid-
dle ). Large ßuctuations, however, which
are rare, can carry the group over a sta-
bility barrier. The group will then very
rapidly advance to a lower true equilib-
rium state (bottom ). In the long run, a
group will always settle into the lowest
equilibrium state.
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the limited size of the resulting tables
will aid cooperation. How long does it
take for the small groups of defectors
to switch? Is the process smoothly evo-
lutionary or sudden?

To study the evolution of social co-
operation, we borrowed methods from
statistical thermodynamics. This branch
of physics attempts to derive the mac-
roscopic properties of matter from the
interactions of its constituent mole-
cules. We adapted the approach to
study the aggregate behavior of indi-
viduals confronted with social choices.

Our method relies on the mathemati-
cal construction of a curve called a sta-
bility function. This curve describes the
relative stability of a groupÕs behavior
in terms of the amount of cooperation
present. The values of the curve derive
from a knowledge of the costs, beneÞts
and individual expectations associated
with a given social dilemma. The stabil-
ity function generally has two minima,
or troughs, which represent the most
stable states of the group: widespread
defection and widespread cooperation.
They are separated by a high barrier,
which is the least stable state. The rel-
ative heights of these features depend
on the size of the group and the
amount of information available to its
members. From this function, one can
predict the possible outcomes of the
dilemma and how long the group will
stay in a particular state.

L
ike a ball rolling downhill, the

groupÕs behavior will always grav-
itate from its initial state toward

the closest trough. Once in a trough,
however, the system does not become
static. Instead it jiggles back and forth
randomly, just as a small ball would be
moved by vibrations. These random
perturbations are caused by the uncer-
tainty that individuals have about the
behavior of others. If an individual mis-
perceives the level of cooperation in
the group, she may erroneously defect
and thereby brießy move the system
away from equilibrium. The more un-
certainty there is in the system, the
more likely there will be ßuctuations
around an equilibrium state.

These perturbations are usually
small, so in the short run the system
stays near one minimum. Over the long
run, however, large ßuctuations become
important. Such ßuctuations, caused
by many individuals switching from
defection to cooperation, or vice versa,
can push the group over the barrier be-
tween the minima. Consequently, given
suÛcient time, a group will always end
up in the more stable of the two equi-
librium states, even if it initially moves
into the other, metastable one.

Huge random ßuctuations are ex-
tremely rareÑon average, they occur
over periods proportional to the expo-
nential of the size of the group. Once
the transition from the local minimum
to the maximum of the function takes
place, however, the system slides down
to the global minimum very quicklyÑ
in a period proportional to the loga-

rithm of the group size. Thus, the theo-
ry predicts that although the general
behavior of a group in a dilemma stays
the same for long periods, when it
does change, it does so very fast.

Computer experiments demonstrate
those predictions. A society of compu-
tational agents, or programs acting like
individuals, can be presented with a so-
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OUTBREAKS OF COOPERATION can be simulated using computer agents that act
like individuals. In a homogeneous group of agents that are all initially defectors
(green ), the shift to widespread cooperation (orange ) is sudden and rapid.

HETEROGENEOUS GROUPS evolve stepwise toward overall cooperation, with each
subgroup experiencing a distinct transition on its own.
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cial dilemma. The agents intermittently
and asynchronously reevaluate their
options and decide whether to cooper-
ate or to defect. They base their deci-
sions on information, which may be
imperfect and delayed, about how many
of the others are cooperating. The sum
of all the agentsÕ actions reveals the de-
gree of cooperation or defection in the
group. The experimenter can compile
statistics on the level of cooperation
over time.

One typical experiment features a
group of 10 agents, all of which are ini-
tially defecting. If one agent misjudges
how many others are cooperating and
switches its behavior, that change might
lead the rest of the group to make a
similar shift. The group therefore stays
at or near its initial metastable state of
mutual defection for a long time, until
a sudden and abrupt transition carries
the group to mutual cooperation.

That abrupt appearance of coopera-
tion in a computer simulation well de-
scribes certain real social phenomena,
such as the recent upsurge in environ-
mental awareness and activism. In
many parts of the U.S. and Europe, vol-
untary recycling has become a normal
part of daily life. A decade ago that was
not the case. Recycling poses a social
dilemma for the consumer: the envi-
ronmental beneÞts are great if most of
the population recycles but marginal if
only a few do, and the individualÕs in-
vested eÝort in bringing bottles and
newspapers to the recycling center is
the same in either case. Our theory may
help explain why the population, after
a long period of relative apathy, has so
quickly embraced recycling, emissions
controls and other environmental pro-
tection measures.

I
n the hypothetical social dilemmas
we have described so far, all the in-
dividuals evaluate their payoÝs the

same way and share the same expecta-
tions about the outcomes of their ac-
tions. In any real group of humans,
however, individuals have largely dis-
parate beliefs. We have therefore looked
at how diversity aÝects the dynamics
of social dilemmas.

A heterogeneous group can display
two diÝerent types of diversity: varia-
tion around a common average or seg-
regation into factions. The Þrst involves
a simple spread in opinion or concern
among individuals who are fundamen-
tally the same. For example, some un-
scrupulous diners may anticipate and
value more future meals than others. If
the typical diner looks about 10 meals
into the future, then individuals will
have horizons that vary but cluster
around that average.

Although models of social dilemmas
that include this type of diversity are
more complicated than ones for homo-
geneous groups, their dynamics still
follow a clear pattern. Basically the di-
versity acts as an additional form of
uncertainty, instigating ßuctuations in
the state of the group. If most individu-
als are defecting, the Þrst to decide to
cooperate will probably be the one who
has the longest horizon. That decision
might then convince others who have
longer-than-average horizons to coop-
erate, too. Those transitions can trigger
a cascade of further cooperation, until
the whole group is cooperating.

The events that led to the mass pro-
tests in Leipzig and Berlin and to the
subsequent downfall of the East Ger-
man government in November 1989
vividly illustrate the impact of such di-
versity on the resolution of social di-
lemmas. Earlier that year Mikhail S. Gor-
bachev, then president of the Soviet
Union, stopped backing the Eastern Eu-
ropean governments with the force 
of the Soviet military. His new policy
reopened the issue of whether the East-
ern European population would still
subscribe to the existing social com-
pact. The citizens of Leipzig who de-
sired a change of government faced a
dilemma. They could stay home in
safety or demonstrate against the gov-
ernment and risk arrestÑknowing that
as the number of demonstrators rose,
the risk declined and the potential for
overthrowing the regime increased.

A conservative person would demon-
strate against the government only if

thousands were already committed; a
revolutionary might join at the slight-
est sign of unrest. That variation in
threshold is one form of diversity. Peo-
ple also diÝered in their estimates of
the duration of a demonstration as well
as in the amount of risk they were will-
ing to take. Bernhard Prosch and Martin
Abraham, two sociologists from Erlan-
gen University who studied the Leipzig
demonstrations, claim that the diversi-
ty in thresholds was important in trig-
gering the mass demonstrations. They
also documented that over just six
weeks the number of demonstrators
grew from a handful of individuals to
more than 500,000.

A second type of diversity within a
social group describes diÝerences that
do not range around an average value.
It is found in groups composed of sev-
eral distinct factions, each character-
ized by a distinct set of beliefs. Among
the diners, for example, might be a mix
of students and professionals. Students
on a tight budget have concerns diÝer-
ent from those of well-oÝ professionals.
On the whole, the variation among the
studentsÕ preferences would be small
as compared with the average diÝer-
ences between the two subgroups.

When a large group containing sever-
al factions changes from overall defec-
tion to cooperation, it does so through
progressive transitions. The subgroup
with the greatest tendency to cooperate
(for example, the one with the longest
horizon in its average expectations or
the one with the lowest average costs
for cooperation) will usually be the Þrst
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REGIONAL RECYCLING PROGRAMS are spreading in accordance with the rules of
cooperation in hierarchies. The enjoyment of beneÞts from recycling in one com-
munity spurs neighboring communities to join the eÝort.
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to cross over. The other groups will then
follow in turn, probably in the order of
their willingness to cooperate.

R
elationships among subgroups
may powerfully inßuence the
evolution of cooperation, a fact

that is notably important in large hier-
archical organizations. The weight that
an individual in one division gives to
the actions of others depends on those
personsÕ placement in the hierarchy.
Hierarchies are therefore very diÝerent
from level groups.

Functional hierarchies often hide in
informal settings. Air pollution is a
problem that the whole world faces and
must solve collectively. Yet each person
is usually bothered more by a neighbor
burning a compost pile than by some-
one across town doing the same. The
dilution of environmental impact with
distance can be represented as a hier-
archy of layered interactions between
neighborhoods, towns, counties, states,
countries and continents. The eÝect of
someone elseÕs actions on your own
choices will depend on how many lay-
ers distant she is from you.

The eÝective size of the hierarchy is
therefore much smaller than the num-
ber of its constituents. Suppose that in
its eÝect on your decisions, the action
of your nearby neighbor counts as
much as the summed actions of an en-
tire distant neighborhood. Then the
eÝective number of people inßuencing
your decision is much smaller than the
total population of your town. We can
say that the hierarchy has been re-

scaled, because the whole is smaller
than the sum of its parts.

Computer experiments show how 
cooperation can spread in large hierar-
chical organizations. Transitions from
defection to cooperation (or the oth-
er way around) tend to originate with-
in the smallest units, which usually oc-
cupy the lowest level of the hierarchy. 
Cooperation can then progressively
spread to higher levels. The switching
trend can even terminate if the cooper-
ative inßuence of distant units is too
attenuated to be felt. In such a case,
the organization may contain some
branches that cooperate and others
that defect for long periods.

These results suggest practical ways
to restructure organizations to secure
cooperation among members faced
with a social dilemma. Corporations
beneÞt, for example, when managers
share their knowledge with one anoth-
er. Yet managers may withhold infor-
mation they fear their colleagues can
use for their own advancement. To vol-
unteer information, a person needs to
feel secure that others will, too. Setting
up a network of smaller groups of
managers could overcome the dilemma
by promoting that sense of security.
Moreover, restructuring a large corpo-
ration into smaller units may encour-
age the appearance of pockets of col-
laboration that might spread rapidly.

Conversely, when organizations grow
without a major reorganization, the
tendency to ride for free grows and
lowers eÛciency. The act of reorganiz-
ing does not guarantee instant im-

provement: the switch to collective co-
operation may still take a long time.
That time can be shortened by increas-
ing the beneÞts for individuals who co-
operate and by dispersing the most co-
operative managers among small core
groups throughout the organization.

T
he study of social dilemmas pro-
vides insight into a central issue
of behavior : how global coope-

ration among individuals confronted
with conßicting choices can be secured.
These recent advances show that coop-
erative behavior can indeed arise spon-
taneously in social settings, provided
that the groups are small and diverse
in composition and that their constitu-
ents have long outlooks. Even more sig-
niÞcantly, when cooperation does ap-
pear, it does so suddenly and unpre-
dictably after a long period of stasis.

The world still echoes with the thun-
derous political and social events mark-
ing the past few years. The fall of the
Berlin Wall, leading to a uniÞed Ger-
many, and the breakdown of the cen-
tralized Soviet Union into many au-
tonomous republics are examples of
abrupt global defections from prevail-
ing social compacts. The member coun-
tries of the European Union currently
face their own social dilemma as they
try to secure supranational coopera-
tion. The pressing issue is whether or
not those countries can build a bene-
Þcial cooperative superstructure while
each one remains autonomous. If our
predictions are accurate, these restruc-
turings will not proceed smoothly. Rath-
er they will always be punctuated by
unexpected outbreaks of cooperation.
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PUBLIC DEMONSTRATIONS signaled the end of the old social compact in East Ger-
many. People dissatisfied with the government saw that the risk of arrest declined as
more people joined the protests, which fueled the explosive growth of the crowds.
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W
ith their moist skin and aquat-
ic tendencies, frogs and toads
seem best suited to life in or

near bodies of water. Yet these crea-
tures are found in arid regions through-
out the worldÑfrom the Colorado Des-
ert in California to African savannas.
To survive in such climates, they have
developed behavioral and physiological
mechanisms that allow them to con-
serve water and remain cool.

The range of adaptations that we and
other researchers have observed chal-
lenges some of the classical views of
anuran, or frog and toad, physiology.
Most of our previous knowledge was
based on temperate species. The study
of desert-dwelling amphibians has of-
fered insights into the remarkable di-
versity of these animals.

Some 300 million years ago amphib-
ians were the Þrst vertebrates to invade
the land, and they maintain a strong
connection to fresh water. Modern am-
phibians include salamanders, caecil-
iansÑlegless amphibians that resemble
wormsÑand anurans. Contrary to most
peopleÕs perception, no biological dis-
tinction separates frogs and toads: ter-
restrial anurans with warty skins are
usually called toads; aquatic forms with

smooth skins are called frogs. Most
amphibians lay their eggs in water and
have larvae that lead a Þshlike exis-
tence until they undergo metamorpho-
sis. Once equipped with legs and lungs,
they spend at least some time on land.

Despite the ability to survive on terra
Þrma, most amphibians inhabit sites
near fresh water or areas of elevated
humidity and rainfall. Relatively few
live in arid regions. This geographic dis-
tribution reßects the physiology of am-
phibians: they are generally ill suited to
face the rigors of the desert.

Other terrestrial vertebrates, includ-
ing reptiles, birds and mammals, have
an integument, or skin, that can pro-
tect them against desiccation. The out-
er part, known as the stratum corne-
um, is composed of multiple layers of
ßattened, dead epidermal cells. This
skin deters water loss. Unlike these 
other vertebrates, amphibians typically
have a stratum corneum consisting
only of a single-cell layer. This very per-
meable skin oÝers some beneÞts. Am-
phibians do not drink but absorb water
across the skin from moist surfaces,
such as wet rocks or leaves, and soil as
well as from pools. Oxygen and carbon
dioxide pass readily through the skin;
for example, lungless salamanders rely
on the integument for gas exchange.

At the same time that it is ideally
suited to absorb water, the thin amphib-
ian skin is a perfect conduit for evapo-
ration. Under moderate conditions of
temperature and humidity, most am-
phibians cannot survive for more than
a day in circulating air because they
quickly dehydrate. Even anurans, which
can tolerate much larger water losses

than can other vertebrates, are jeopar-
dized in this situation.

Amphibians also diÝer from other
vertebrates in the way they excrete
wastes. The kidneys of desert animals
are challenged to conserve water while
eliminating the nitrogen waste pro-
duced during the metabolism of pro-
tein and other nitrogen-containing
compounds. Birds and reptiles have
solved this problem by synthesizing
uric acid, a poorly soluble, nitrogen-
rich compound. This waste can be ex-
creted as a solid precipitate, and little
water is lost. Mammals incorporate their
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Frogs and Toads in Deserts
Amphibians seem unlikely desert denizens. But those 

living in dry climes reveal a diverse and unusual 
array of adaptations to life at the extremes

by Lon L. McClanahan, Rodolfo Ruibal and Vaughan H. Shoemaker

TREE FROG Phyllomedusa sauvagei is
one of several species of frog adapted
to arid regions. This South American
anuran can survive in hot, dry environ-
ments because it tolerates high body
temperatures. It also conserves water
by losing little liquid through its skin or
from its excretory system. 

Copyright 1994 Scientific American, Inc.



waste nitrogen into urea, a water-solu-
ble molecule. They conserve precious
water by creating urine that has a high
concentration of dissolved materials,
primarily urea and salts. This ability is
particularly well developed in desert
rodents. The kangaroo rat, for instance,
produces urine that is 14 times as con-
centrated as blood; Australian desert
mice achieve ratios of 20 or more.

Like mammals, adult anurans usually
produce urea, but in contrast to mam-
mals, they cannot make urine that is
more concentrated than blood. They
therefore require a great deal of water
to eliminate their waste. Most amphib-
ians are also less tolerant of high body
temperatures than are other terrestrial
vertebrates. Birds, mammals and des-
ert lizards can maintain body tempera-
tures of about 40 degrees Celsius. But
many frogs and toads die at tempera-
tures of 35 degrees C or less.

Terrestrial frogs and toads share
some characteristics that help to oÝset
the handicaps imposed by their perme-
able skin and ineÛcient kidneys. When
water is unavailable, these animals stop
producing urine and allow wastes to
accumulate in the body ßuids. Dehydra-
tion also results in beneÞcial changes in

the skin and urinary bladder. Increased
permeability of the bladder permits the
animals to restore water lost by evapo-
ration by reclaiming water stored as di-
lute urine. In addition, dehydrated frogs
and toads absorb water through the
skin much more readily than when they
are hydrated. These responses are me-
diated by a posterior pituitary hormone
called arginine vasotocin.

H
owever useful in the short term,
these protective measures do
not permit anurans to survive

without water for a long time in hot,
dry environments. Thus, frogs and
toads in these regions have evolved ad-
ditional strategies. Perhaps the most
straightforward adaptation to life in
dry lands is to stay near what little wa-
ter is available, and many species of
amphibians do just that. Springs, seeps,
canyons that drain higher ground as
well as man-made impoundments are
all permanent water sources where
frogs can be found.

The frog Hyla cadaverina, or the Cal-
ifornia tree frog, found in the Colorado
Desert, is one such oasis dweller. These
frogs live near seeps and water holes.
Although air temperatures often soar

above 40 degrees C, the frogsÕ bodies
do not exceed 30 degrees C, because
they undergo evaporative cooling. H.

cadaverina can store up to 25 percent
of its body weight in the form of dilute
urine. As it loses water through evap-
oration, water from urine is recycled
back into the body. When these re-
serves are exhausted, the frogs return
to the seep and take in more water.

The seeps also provide a place for
mating and egg development. On sum-
mer days the frogs remain in clumped
masses near water holes. The reasons
for clustering in this fashion are not
clear. We think huddling may decrease
the amount of water lost by an individ-
ual. As evening approaches, the frogs
slowly disperse and start to feed at the
waterÕs edge in preparation for night,
when they chorus, mate and lay eggs in
the pond. If rain forms other pools, the
frogs will spread out and lay eggs in
these waters as well.

The red-spotted toad, Bufo puncta-

tus, uses the canyon waters of the Col-
orado Desert for spawning. But unlike
H. cadaverina, these toads do not per-
manently reside in a moist environ-
ment. Using transmitters, we tracked
toads that moved up to 100 meters
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away from the water. Even in the mid-
dle of a summer day, we discovered
toads burrowed in the coarse soil of
rock crevices far from water. These
crevices provide a shelter that is shared
with other members of the same spe-

cies: at one site we found eight individ-
uals in the same cranny.

Because B. punctatus is unable to tol-
erate temperatures higher than 35 de-
grees C, we presumed that the toads
seek microhabitats that remain rela-

tively cool during the day. Studies us-
ing implanted location and tempera-
ture sensors conÞrmed this theory. We
tracked one toad from September, late
in the active season, until December,
one of the colder months. At night dur-
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Anuran Adaptations
in Arid Regions

COLORADO DESERT

Hyla cadaverina 
(top left)
This frog lives near permanent
water supplies in the desert. It can
store up to 25 percent of its body
weight as dilute urine. If it loses
water through its skin, the frog can
reabsorb water from the bladder. 

Scaphiopus couchi 
(top center)
This species of spadefoot toad in-
habits areas of the desert where
there are no year-round water
sources. To survive the dry season,
the toad buries itself as deep as
one meter underground. Some
spadefoots have survived two-year
droughts in this manner. 

Bufo punctatus 
(top right)
This toad can travel 100 meters
from water sources, looking for
food. To stay cool, it finds rock
crevices and, like H. cadaverina, re-
cycles water from urine. The toad
can tolerate losing 40 percent of its
body water (in contrast, camels can
survive a 20 percent depletion). 

GRAN CHACO REGION

Lepidobatrachus laevis
(bottom left)
This toad survives dry periods by
burrowing into mud and becoming
entombed. It then constructs a
multilayered cocoon ( left side of
panel ) to resist water loss. At the
beginning of the rainy season, the
toad pulls the cocoon over its head
and eats it (right side of panel ).
Afterward L. laevis emerges. 

Phyllomedusa sauvagei
(bottom right)
This tree frog coats itself with a
waxy substance to prevent water
loss. It also excretes uric acid to
conserve water. P. sauvagei is the
only anuran known to drink wa-
ter—most absorb it through their
skin. It does so by letting drops roll
into its nearly closed mouth.
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ing the warm season, it traveled 85 me-
ters from its burrow to a small stream;
early in the morning the toad returned
to the same burrow.

The strategy is clearly successful. 
During the toadÕs active months, day-

time air temperatures routinely exceed-
ed the critical limits for the toad, but
its body temperature never rose above
31 degrees C. Reduced temperatures in
the burrow as well as evaporation con-
trolled the toadÕs body temperature.

Habitat selection also proved vital when
the toad became inactive in winter,
protecting it from cold nightly temper-
atures. In December, when air tempera-
tures ranged from 12 degrees C at sun-
set to four degrees C at sunrise, the
toadÕs body temperature inside the bur-
row remained constant at 25 degrees C.

Not only does B. punctatus choose
protective habitats, it possesses a char-
acteristic that allows it to abandon its
water source and forage for insects
during hot summer nights. The toads
can store 40 percent of their body
weight as dilute urine. If all the bladder
reserves are used, the toads have an-
other safety feature: they can tolerate
the loss of up to 40 percent of their
body water. Humans can survive only a
10 percent loss of their body water;
camels, 20 percent.

M
ost areas of the desert lack
permanent water sources. Am-
phibians that live in such re-

gions do not retreat to rocky crevices;
they burrow underground. The soil
protects anurans from the extreme sur-
face heat during the dry season. They
obtain water through the soil, and as
the earth dries, they conserve water be-
cause little is lost to evaporation.

We Þrst studied the ecology of bur-
rowing toads in southeastern Arizona.
Three species of Scaphiopus, or spade-
foot toads, are abundant in this area
and can easily be found after the sum-
mer rains bring them out of the bur-
row. Although some toads emerge dur-
ing light rains, the majority come out
during the evening of the Þrst heavy
downpour, when temporary ponds
form. We wondered what cues might
trigger this exodus. We determined that
gently and silently moistening the soil
by pouring water on it did not elicit a
response, whereas sprinkling the soil
to imitate rain caused the animals to
surface. The toads came out even when
the ground was kept dry with plastic.
Sound alone is a suÛcient cue.

After they have left the burrow, adults
make their way to the ponds to breed.
Toads captured on the way often have
a stomach full of termites that have si-
multaneously emerged from their un-
derground nests. Spadefoots have a
prodigious appetite and can consume
55 percent of their body weight in a
single night. One meal of lipid-rich ter-
mites can provide enough energy to
maintain a toad for more than a year;
it may even be suÛcient to allow a fe-
male to produce eggs.

Once in the water, the toads usually
stay about 24 hours, just long enough
to mate and lay eggs. They then leave
and sometimes travel miles to take up
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residence in shallow burrows. On wind-
less nights they forage on the still
damp desert ßoor. The toads return to
the burrow after feeding, reburying
themselves in the friable soil. By late
summer they disappear and are not
seen until they unearth themselves the
next summer. In parts of the Colorado
Desert, one of the spadefoot toads,
Scaphiopus couchi, was found to sur-
vive for nearly two years without rain.
Fat reserves are suÛcient because the
toad drastically lowers its metabolic
rate during its retreat underground.

We considered whether spadefoot
toads could regulate the composition
of their body ßuids while below ground.
So before the rain came, we tried to lo-
cate toads by digging near the dried-
out ponds where they breed; we even
used a bulldozer to excavate a large
area. We did not Þnd any toads. Fortu-
nately, one of the local ranchers in-
formed us that he occasionally uncov-
ered toads when digging holes for
fence posts, some at the depth of near-
ly one meter. Moreover, the burrowed
creatures were surprisingly far, at 100
meters, from the vanished pond.

Armed with this information, we
were able to Þnd some sites where bur-
ied toads could be excavated and stud-
ied. At a location in Arizona, we dug up
toads at various times during the year.
We took samples of plasma and urine
and analyzed them for electrolytes,
urea and total solute concentration. In
addition, we measured the volume of
urine in the bladder and the moisture
content of the soil at the burrow site.

We discovered that from the time the
toads burrowed in September until we
unearthed them in March the solute
concentration in plasma and urine was
typical of fully hydrated anurans. Fur-
thermore, in March most individuals
had retained a lot of dilute urine in
their bladdersÑan amount equivalent
to between 25 and 50 percent of their

body weight. The soil adjacent to the
toads was also fairly moist, and the
forces binding water to soil were suÛ-
ciently weak, so that water could move
osmotically into the animal.

In late June, just before the Þrst
rains, the toads were still in excellent
condition but contained high concen-
trations of urea in both plasma and
urine. By then the soil had dried so
much that water could not pass from
soil to animalÑunless there was enough
buildup in the total solute concentra-
tion in the toads to overcome the in-
creased forces binding water to the soil.

T
he accumulation of urea in the
spadefootsÕ body ßuids tilts this
exquisite osmotic balance. In lab-

oratory studies we have found that the
toads can produce and store urea on
demand. If they are placed in relatively
dry soil, they make more urea than
when they are in wetter soils. This same
strategy of storing urea is used by
frogs that can adapt to brackish water
(there are no truly marine frogs). In this
case, the accumulation of urea makes
the body ßuids more concentrated than
those ßuids surrounding the animal,
causing water to enter the creature by
osmosis. For the same reason, some
marine Þshes such as sharks and coela-
canths also retain elevated concentra-
tions of urea in the body ßuids.

A bizarre burrowing toad from the
family Ceratophryidae has an even more
elaborate survival tactic than the spade-
foot toad. Unlike spadefoots, these ani-
mals do not store high concentrations
of urea in their body ßuids; they de-
pend on a cocoon to prevent water
loss. These toads inhabit the Gran Cha-
co, a semiarid region that extends from
north-central Argentina into Paraguay,
where they live in temporary ponds
that Þll up during the summer rains.
One of the creatures, Lepidobatrachus
laevis, is voracious and pugnacious. It

screams loudly and bites when threat-
ened. The animal is known as kurur�-
chin�, or Òthe toad that shrieks,Ó in
Guaran�, the language of Paraguay.

Unlike spadefoot toads, the kurur�-
chin� remain in ponds during times of
drought. As water evaporates, they bur-
row to a shallow depth and become en-
tombed as the mud dries. The toads
then start to produce a multilayered
cocoon. The kurur�-chin� is not alone
in this practice. Various other burrow-
ing species in Australia, Africa and
Mexico are known to form cocoonsÑ
indeed, it seems cocoon formation
evolved independently several times.

All anurans periodically shed the
outermost cell layer of their skin after
a replacement layer has been formed.
During cocoon formation, however, the
outermost layer of skin is not shed and
stays in place as additional layers grow
beneath. Indeed, the kurur�-chin� forms
a new layer every 24 hours until it is
enclosed by a multilayered cocoon of
ßat cells with dried mucus between
each layer. When plotted against time,
evaporative water loss during cocoon
formation shows a hyperbolic decline
as each layer forms.

In the laboratory the kurur�-chin� will
construct a cocoon if it is deprived of
water and placed in a quiet, dark place.
Time-lapse Þlming shows that the toad
moves only slightly as the cocoon thick-
ens; after a few weeks, it remains mo-
tionless for days on end. But even when
ensconced in its fully formed cocoon,
the kurur�-chin� retains its unnerving
ability to shriek when disturbed. If the
toad is gently moistened with water, it
will awaken and start to shed the co-
coon in one piece. The animal uses its
legs to roll the cocoon up from the pos-
terior part of the body, over its head.
The kurur�-chin� then promptly eats
the entire wet casing.

Perhaps the most striking anuran
adaptation to life in the desert was dis-
covered serendipitously. In 1970 we re-
ceived a surprising reprint from John
P. Loveridge of the University of Zim-
babwe (then Rhodesia). It described ex-
periments showing that the gray tree
frog, Chiromantis xerampelina, could
survive for long periods in open, dry
containers. The frog lost weight at a
fraction of the rate of other frogsÑ
rates similar to those of a lizard kept
under identical conditions. Loveridge
also noted that most of the dry mass
of the frogÕs urine was uric acid.

His Þndings were heretical. All frogs
and toads were thought to have water-
permeable skinsÑwith the exception
of cocoon-forming burrowersÑand to
excrete nitrogen as urea. LoveridgeÕs
description suggested a frog with a
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reptileÕs impermeable skin and a rep-
tileÕs capacity to excrete uric acid.

At the time the paper appeared, we
were beginning studies of amphibians
in the Gran Chaco. We were impressed
with the diversity of the amphibian
fauna living in this region, which in-
cluded a green arboreal frog, Phyllome-

dusa sauvagei, known locally as rana

verde. Whereas most frogs living in arid
regions must remain underground or
near water, except during the rainy sea-
son, Phyllomedusa and Chiromantis can
remain perched in trees, where they
feed. P. sauvagei is active before the on-
set of summer rains in Paraguay, and
Chiromantis can be found during the
dry season in Zimbabwe. Because of
LoveridgeÕs work, we made crude mea-
surements of water loss in P. sauva-

gei in the laboratory, but we observed
nothing unusual.

A few weeks later one frog voided a

large blob of semisolid urine while be-
ing handled. A quick trip to the spec-
trophotometer revealed that the major
component was uric acid. Studies of ni-
trogen balance in Phyllomedusa and
Chiromantis have amply conÞrmed the
beneÞts of uric acid excretion. In both
species, about 80 percent of the waste
nitrogen is emitted as uric acid or urate
salts. In addition, sodium and potassi-
um precipitate along with uric acid,
which further increases the excretory
capacity of the kidneys. Thus, these
frogs can feed while deprived of water
for long periods. Across species, there
appears to be a wide range in the abili-
ty to synthesize uric acid: from 230
milligrams per kilogram per day in P.

sauvagei to only 40 milligrams per ki-
logram per day in P. bicolor, which in-
habits tropical regions of Brazil.

The ability to make and excrete uric
acid turned out to be only one aspect

of the tree frogÕs adaptations. We re-
measured the evaporative water loss in
PhyllomedusaÑwith care and patience
this timeÑand found that Phyllomedu-

sa, like Chiromantis, could reduce its
water loss to very low levels when it was
allowed to perch and behave normally.

We had observed that the frog uses
each foot in turn to wipe its entire body.
After this ritual, rana verde looks as if
it consisted of plastic. Water dripped
onto the creatureÕs skin beads up, as it
does on a waxed surface. Histological
studies revealed the presence in the
skin of a novel form of gland, which
was interspersed between the mucous
glands and poison glands that are typi-
cally found in frogs. The glands are tiny
and numerous, about 30 per square
millimeter of skin; they stain intensely
when treated with lipid-soluble dyes. 
It is now clear that the waterproofing
process involves the synchronous dis-
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WIPING ITS SKIN with each of its four legs, in turn, allows
Phyllomedusa sauvagei to completely cover itself (left ) with
the waxy substance that it secretes to prevent water loss.

Once coated, the frog appears to be made of plastic. The pro-
tective lipid is produced in tiny skin glands that are shown
magnified 150 times and dyed red in this micrograph (right ).

COLOR CHANGE permits Chiromantis xerampelina to endure
direct sunlight. By abandoning its dark, protective coloring
(left ) and adopting white (right ), the tree frog reflects the

sunÕs rays. The frog also survives the heat by storing large
volumes of water in its bladder and then using the reserve
for evaporative cooling.
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charge of these glands, im-
mediately followed by wiping.
The coating, a rather heteroge-
neous mixture of lipids, is pri-
marily wax ester. Like Phyllo-

medusa, insects and plants use
a variety of waxes to retard wa-
ter loss. Curiously, Chiroman-

tis does not have lipid glands.
The mechanism by which it
prevents evaporation remains
obscure.

P
hyllomedusa and Chiro-

mantis are able to sur-
vive in very hot environ-

ments. They accomplish this
remarkable feat by controlling
their body temperature. Before
the summer rains, the air may
exceed 40 degrees C. Body
temperatures of P. sauvagei

were found to track air temper-
ature, except during the hot-
test parts of the hottest days.
At these times, the frogs re-
mained about 40 degrees CÑtwo to
four degrees cooler than the air and
three to Þve degrees cooler than a ther-
mometer constructed to match the size,
shape and absorptive characteristics of
the frog.

The frogs achieve such thermoregu-
lation by controlling evaporation rates.
Laboratory work has shown that the
frogs can match evaporative heat loss
to increases in ambient heat over a wide
range of temperatures, wind speeds and
relative humidities. The mechanism ap-
pears to be analogous to sweating. Mi-
croscopic observation of the skin shows
periodic discharge from many of the
gland ducts that dot the skin. We pre-
sume but have not conclusively dem-
onstrated that mucous glands are re-
sponsible. Pharmacological studies of
Chiromantis indicate the glands are
controlled by sympathetic nerves that
stimulate beta-adrenergic receptors.

The regulation of body temperature
requires the most water during the dry
period, just before the summer rains.
The frogs obviate this problem because
they can tolerate high body tempera-
tures. On most days, there is no need
to evaporate water for thermoregula-
tion; on very warm days, thermoregu-
lation is required for a few hours.

Like other frogs, Phyllomedusa and
Chiromantis can store large volumes of
water in the bladder and use it to oÝ-
set loss through evaporation. When
bladder reserves are exhausted, the
frogs allow body temperatures to reach
even higher levels, thereby reducing the
need for evaporative cooling. Phyllome-

dusa appears to remain shaded while
perched in trees, at least for most of

the day. Chiromantis, however, can be
observed sitting in the full sun. Chiro-

mantis minimizes the eÝects of solar
radiation by undergoing a dramatic col-
or change. It forsakes its gray or brown
protective coloration and instead be-
comes white to reßect sunlight.

We wondered if Phyllomedusa could
take advantage of the light rain that
frequently precedes a heavy downpour.
Because its skin is waterproofed, the
animal cannot absorb moisture that
way. Therefore, we performed experi-
ments in which water was dripped on
its head. Astonishingly, we observed
Phyllomedusa lift its head to gulp drops
of water. Experiments using water with
dyes incapable of diÝusing through the
skin showed coloration in the esopha-
gus, stomach and small intestineÑthe
water had clearly been ingested, not
absorbed. Phyllomedusa is the only
anuran known to drink.

T
he study of amphibians in des-
erts and semiarid regions has re-
vealed extensive and diverse spe-

cializations for terrestrial existence.
The emerging picture of anuran physi-
ology deÞes the stereotype based on
earlier studies of temperate species.
Similarly, amphibians in other habitats
have other capabilitiesÑsuch as toler-
ance to freezingÑthat were unknown
until recently [see ÒFrozen and Alive,Ó
by Kenneth B. Storey and Janet M. Sto-
rey; SCIENTIFIC AMERICAN, December
1990]. Despite this diversity, or per-
haps because of it, there is evidence 
of a worldwide reduction in some am-
phibian populations and the extinction
of others. The decline is not restrict-

ed to any particular habitat.
Some instances are clearly 

the result of human interven-
tion. Various places that were
once home to spadefoot toads
in southern California are now
housing tracts. We have seen
widespread destruction of the
habitat of Phyllomedusa in the
Gran Chaco, where trees are
cut for fuel. Air and water con-
tamination, the introduction of
predatory Þshes and even con-
sumption of frog legs contrib-
ute as well. In some cases, hu-
mans encourage survival. The
great abundance of spadefoot
toads in southwestern Arizona
is probably the result of cattle
tanks constructed by ranchers
to catch runoÝ from thunder-
storms. Such facilities serve as
breeding sites.

Yet populations of anurans
have declined or disappeared
in relatively undisturbed or

protected places. Although a portion of
such events may represent natural ßuc-
tuation, concern grows that amphibian
decline may indicate subtle environ-
mental deterioration on a global scale.
The complex life cycles and reproduc-
tive specializations of amphibians may
make them doubly susceptible. Desert-
adapted species appear no better able
to withstand the eÝects of human ac-
tivity than are their counterparts in wet
conditions. Even creatures that spend
most of the year underground must
Þnd abundant food and suitable aquat-
ic breeding sites when they emerge. To
prevent further extinctions, it is imper-
ative that we understand the panoply
of and limits to the devices that frogs
and toads use to thrive in all habitats.
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153; March 1988.

EXCHANGE OF WATER, IONS, AND RESPI-
RATORY GASES IN TERRESTRIAL AMPHIB-
IANS. Vaughan H. Shoemaker, with
Stanley S. Hillman, Stanley D. Hillyard,
Donald C. Jackson, Lon L. McClanahan,
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in Environmental Physiology of the Am-
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URIC ACID PRODUCTION varies greatly. Frogs in arid re-
gions, such as P. sauvagei, convert 80 percent of their
nitrogen waste into semisolid uric acid, reducing the urea
in the blood and saving water. Tropical frogs, such as P.
bicolor, convert 20 percent. (Pachymedusa dacnicolor and
Agalychnis annae are closely related to Phyllomedusa.)
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S
omeday the Internet
may become an infor-
mation superhighway,

but right now it is more like
a 19th-century railroad that
passes through the badlands
of the Old West. As waves of
new settlers flock to cyber-
space in search of free infor-
mation or commercial oppor-
tunity, they make easy marks
for sharpers who play a key-
board as deftly as Billy the
Kid ever drew a six-gun. Old
hands on the electronic fron-
tier lament both the rising
crime rate and the waning of
long-established norms of
open collaboration.

It is diÛcult even for those
who ply it every day to ap-
preciate how much the Inter-
net depends on collegial trust
and mutual forbearance. The
30,000 interconnected net-
works and 2.5 million or more
attached computers that make
up the system swap gigabytes
of information based on noth-
ing more than a digital hand-
shake with a stranger. (Even
estimates of the InternetÕs
size, compiled by SRI Inter-
national, rely on the coopera-
tion of system administrators
around the globe.) Most peo-
ple know, for example, that
electronic-mail messages can
be read by many people oth-
er than their intended recipi-
ents, but they are less aware
that e-mail and other commu-
nications can be almost trace-

TRENDS IN COMMUNICATIONS

Wire Pirates
by Paul Wallich, staÝ writer

INHABITANTS OF CYBERSPACE
may be villains, victims or bystand-
ers (some of them are shown at the
right). Self-defense can be diÛcult
in an environment ruled by trust. 
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lessly forgedÑvirtually no
one receiving a message over
the net can be sure it came
from the ostensible sender.

Electronic impersonators
can commit slander or solicit
criminal acts in someone
elseÕs name; they can even
masquerade as a trusted col-
league to convince someone
to reveal sensitive personal
or business information. Of
those few who know enough
to worry about electronic
forgeries, even fewer under-
stand how an insidiously cod-
ed e-mail message can cause
some computers to give the
sender almost unlimited ac-
cess to all the recipientÕs Þles.
And mail-transfer programs
are only one of the wide
range of ways that an attack-
er can gain access to a net-
worked computer. ÒItÕs like
the Wild West,Ó says Donn B.
Parker of SRI: ÒNo laws, rap-
id growth and enterpriseÑ
itÕs shoot Þrst or be killed.Ó

To understand how the In-
ternet, on which so many
base their hopes for educa-
tion, profit and international
competitiveness, came to this
pass, it can be instructive to
look at the security record of
other parts of the interna-
tional communications infra-
structure. A computer crack-
er may become a Òphone
phreakÓ to avoid paying for
the long-distance habit that
computer intrusion some-
times requires, or he may
take up phone phreaking as a
related hobby (much as a
poacher might both hunt and
Þsh). Not only are some of
the players the same, so are
many of the basic design is-
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Consumers and entrepreneurs crowd onto 
the information highway, where electronic 

bandits and other hazards await them
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sues. Furthermore, engineers build-
ing each new generation of technol-
ogy appear to make the same mis-
takes as their predecessors.

The Þrst, biggest error that de-
signers seem to repeat is adoption
of the Òsecurity through obscurityÓ
strategy. Time and again, attempts
to keep a system safe by keeping its
vulnerabilities secret have failed.
Consider, for example, the running
war between AT&T and the phone
phreaks. When hostilities began in
the 1960s, phreaks could manipu-
late with relative ease the long-dis-
tance network in order to make un-
paid telephone calls by playing cer-
tain tones into the receiver. (One
phreak, John Draper, was known as
ÒCaptain CrunchÓ for his discovery
that a modiÞed cereal-box whistle
could make the 2,600-hertz tone re-
quired to unlock a trunk line.) The
precise frequencies were ÒhiddenÓ
in technical manuals and obscure
journal articles, but college students
and others soon ferreted them out.
Phreaks built so-called black, blue
and red boxes to produce the re-
quired signals, and a small cottage
industry ßourished until the telephone
company adopted methods that were
less vulnerable to spoofing through the
telephone mouthpiece.

Telephone credit cards underwent an
evolutionary process that continues to-
day. When the cards were Þrst intro-
duced, recalls Henry M. Kluepfel of Bell
Communications Research, credit-card
numbers consisted of a sequence of
digits (usually area code, number and
billing oÛce code) followed by a Òcheck
digitÓ that depended on the other dig-
its. Operators could easily perform the
math to determine whether a particu-
lar credit-card number was valid. And
phreaks could easily Þgure out how to
generate the proper check digit for any
given telephone number. The telephone
company had to rely on detecting fraud-
ulent calls as they occurred, tracking
phreaks down and prosecuting them, a
strategy that Ònever worked in the long
term,Ó according to Kluepfel.

In 1982 AT&T Þnally put in place a
more robust method. The corporation
assigned each card four check digits
(the ÒPIN,Ó or personal identiÞcation
number) that could not be computed
easily from the other 10. A nationwide
on-line database made the numbers
available to operators so that they could
determine whether a card was valid. 

Since then, theft of telephone credit-
card numbers has become a matter of
observation and guile rather than math-
ematics. ÒShoulder surfersÓ haunt train
stations, hotel lobbies, airline terminals

and other likely venues. When they see
a victim punching in a credit-card num-
ber, they transmit it to confederates
for widespread use. Kluepfel noted rue-
fully that his own card was compro-
mised one day in 1993 and used to
originate more than 600 international
calls in the two minutes before net-
work-security specialists detected and
canceled it. ÒI made a call from a coin
phone and shielded the number from
the scruÝy-looking guy on my left, but
I was unaware of the guy in the busi-
ness suit on my right,Ó he confesses.

Kluepfel cites estimates that stolen
calling cards cost long-distance carriers
and their customers on the order of
half a billion dollars a year. The U.S. Se-
cret Service has placed the total vol-
ume of telecommunications fraud at
$2.5 billion; industry numbers range
from $1 billion to $9 billion. 

Somebody ElseÕs Problem

Over the course of a generation,
AT&T developed monitoring tools to
thwart callers trying to evade toll charg-
es. The corporation also used them to
foil individuals who dialed into tele-
phone switching systems to manipu-
late the facilities directly. Such access
let phreaks forward other peopleÕs tele-
phones to new locations, route calls
around the world or even cut oÝ one
anotherÕs telephone service. After the
Bell system breakup in 1984, however,
AT&T was no longer the global police-

man of the telecommunications
world. In particular, tens of thou-
sands of large and small companies
that purchased PBXs (so-called pri-
vate branch exchanges) to automate
their internal telephone networks
found themselves the targets of ÒÞn-
ger hackers,Ó but they had nothing
like AT&TÕs expertise in self-defense.

The simplest way to commit Þn-
ger hacking, says Kevin Hanley of
AT&T, is Òdial 1-800 and seven dig-
its.Ó At the other end of many toll-
free lines sits a PBX remote-access
unit, a subsystem that permits com-
pany employees to call their home
oÛce and then dial out from there
to any number in the world. Most
such units require a security code
for outgoing calls, Hanley notes, but
sometimes Òthe chairman doesnÕt
want to remember a password.Ó No
one knows precisely what such over-
sight and self-indulgence cost. In-
dustry estimates for PBX fraud range
from a few hundred million to more
than a billion dollars a year. ÒItÕs a
bonehead crime,Ó sneers Mark Abene,
a hacker now serving a one-year sen-
tence in federal prison for computer

intrusion. (During an interview, Abene
sketches out the architecture of digital
interoÛce signaling systems while com-
plaining about what he considers un-
warranted slurs on his character in in-
ternal telephone-company memos.)

Nevertheless, relentless trial-and-er-
ror dialing is highly proÞtable. Finger
hackers can make tens or hundreds of
thousands of dollars in calls before be-
ing detected. Most such crimes, Hanley
notes, are committed by organized
groups of criminals, who may even set
up storefronts where they sell long-dis-
tance calls at cut price. Customers walk
in, pay their money and tell an atten-
dant the number they want to call. Less
image-conscious thieves may sell calls
out of a corner telephone booth.

Almost all these attacks can be cir-
cumvented by conÞguring a system to
block calls to locations where a compa-
ny does no business and by logging in-
coming calls to detect attempts at in-
trusion. Yet many PBX owners are un-
aware of the danger they face, Hanley
says. Even those who do know their per-
il may not have managers on duty at
night or during weekends, when most
frauds occur. Of the 40 or 50 attendees
at the security seminars that Hanley
conducts, only Òtwo or three know how
toll fraud works,Ó he asserts: ÒMaybe
30 or 40 percent know what it is, and
that itÕs a bad thing.Ó

Designers of the next big innovation
in telecommunications, the cellular
telephone, apparently ignored the les-
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ÒItÕs only insecure if itÕs
conÞgured wrong.Ó

ÑMark Abene, 
ÒPhiber Optik,Ó hacker
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sons that their wire-bound predeces-
sors so painfully learned. Leaving aside
the fact that anyone with the right ra-
dio receiver can listen in on calls, the
units are uniquely vulnerable to toll
fraud. Every cellular telephone call be-
gins with a broadcast of the telephoneÕs
serial number and billing number. Cel-
lular switches check the pair against a
database of working telephones to de-
cide whether a call should go through.
Unfortunately, these numbers are also
the only information a thief needs to
impersonate a legitimate caller.

As early as 1984, communications
expert GeoÝrey S. Goodfellow (who got
his start in the Þeld when he broke into
a computer at SRI and ended up with a
job oÝer) wrote an article laying out a
road map for cellular-phone fraud; only
during the past year or two have thieves
used the more sophisticated schemes
he outlined. The fundamental problem,
Goodfellow asserted, was that cellular-
phone engineers underestimated both
the technical expertise and the persis-
tence of those who might want to sub-
vert their equipment. He called for im-
mediate replacement of current cellu-

lar-phone standards with more secure
alternatives, but to little avail.

The simplest attack is known as
cloning: reprogramming the serial num-
ber and telephone number of a pirate
unit to that of a telephone currently in
use by a legitimate customer. Although
standards call for telephones to be built
so that it will be impossible to change a
serial number without irreparable dam-
age, some early cellular-phone manu-
facturers supplied the numbers in a
memory chip that could be popped out
with a screwdriver. Others now place
the information in an electrically pro-
grammable chip that can be accessed
simply by applying the appropriate
voltage to the telephone.

More sophisticated frauds adapt the
same circuitry that allows a cellular
phone to listen for incoming calls to
decode the numbers as they are broad-
cast. A thief can then replay them to
make calls that will be billed to others.
The companies that carry cellular-phone
traÛcÑand thus are Þnancially re-
sponsible for fraudulent chargesÑhave
adopted a number of monitoring tech-
niques to detect illicit calls; in addition,

some have set their switching equip-
ment to prevent long-distance cellular
traÛc to areas of the world where
fraudsters often call (the countries that
topped one carrierÕs list early in 1993,
for example, were the Dominican Re-
public, Egypt, Pakistan, India, the for-
mer Soviet Union, El Salvador, China,
Colombia, Mexico and Ghana).

Instead of just monitoring calling pat-
terns, telecommunications engineers
have been working on hardware Þxes
that could block the vast bulk of fraud-
ulent cellular calls. In the fall of 1993
TRW announced a technique for ana-
lyzing the analog transmission Òsigna-
tureÓ of each telephone and storing it
along with the serial number and tele-
phone number. If a unitÕs serial number
and telephone number do not match
the signature, it must be fraudulent. De-
tails of the characteristics that make up
the signature are, of course, supposed
to remain secure to prevent evildoers
from devising countermeasures. 

Such measures are a stopgap. The
major cellular carriers are already pre-
paring to replace the current analog
cellular-phone system with a digital one.
Most proposed digital-cellular standards
incorporate protocols in which a tele-
phone making an outgoing call must
respond to a mathematical challenge
based on its serial number and tele-
phone number, rather than disclosing
the pair directly. Some units can also
encrypt conversations to prevent the
now ubiquitous practice of cellular
eavesdropping; in some countries this
feature has led law-enforcement agen-
cies to oppose their sale.
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TELEPHONE SYSTEMS are vulnerable to a wide range of at-
tacks. ÒFinger hackersÓ can dial into a toll-free remote-access
port of a PBX and use a security code to make fraudulent
calls (blue ), or they can dupe a voice-mail system into trans-
ferring them to an outside line (purple). The voice-mail sys-

tem can be suborned into divulging its contents, transmitting
unauthorized messages or destroying stored data. Attackers
can also dial into a PBXÕs maintenance port and disable secu-
rity on the remote-access port (red ), forward calls to outside
numbers (green ) or otherwise reconÞgure the system.
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During the same years that tele-
phone companies were Þghting the
phone phreaks and cellular-phone
architects were designing an esti-
mated billion-dollar annual fraud
bill for users and providers of ser-
vice, computer scientists were lay-
ing the foundations of the Internet.
Although initial funding came from
the Department of DefenseÕs Ad-
vanced Research Projects Agency,
security was not really a concern, re-
calls ARPAnet veteran David J. Far-
ber, now at the University of Penn-
sylvania. In the early days, only re-
searchers had access to the net, and
they shared a common set of goals
and ethics, points out Eugene H.
SpaÝord of Purdue University.

The very nature of Internet trans-
missions embodies this collegial 
attitude: data packets are forwarded
along network links from one com-
puter to another until they reach
their destination. A packet may take
a dozen hops or more, and any of
the intermediary machines can read
its contents. Indeed, many Internet
packets start their journeys on a lo-
cal-area network (LAN), where pri-
vacy is even less protected. On a typi-
cal LAN, computers broadcast each
message to all the other computers at-
tached to the network. Only a gentle-
manÕs agreement assures the sender
that the recipient and no one else will
read the message.

The Cyber-Neighborhood
Goes Downhill

A lack of security on the ARPAnet did
not bother anyone, because that was
part of the package, according to Dor-
othy E. Denning, a professor of com-
puter science at Georgetown Universi-
ty: ÒThe concerns that are arising now
wouldnÕt have been legitimate in the
beginning.Ó As the Internet grew, how-
ever, the character of its population be-
gan changing, and many of the new-
comers had little idea of the complex
social contractÑand the temperamen-
tal softwareÑguiding the use of their
marvelous new tool.

By 1988, when a rogue program un-
leashed by Robert T. Morris, Jr., a Cor-
nell graduate student, brought most In-
ternet traÛc to a halt for several days,
a clear split had developed between the
ÒknowsÓ and the Òknow-nots.Ó Willis
Ware of Rand, one of the deans of com-
puter security, recalls that Òthere were
two classes of people writing messag-
es. The Þrst understood the jargon,
what had happened and how, and the
second was saying things like, ÔWhat
does that word mean?Õ or ÔI donÕt have

the source code for that program, what
do I do?Õ Ó

Since then, the InternetÕs vulnerabili-
ties have only gotten worse. Peter G.
Neumann of SRI, a security researcher
who edits the RISKS Forum, an on-line
discussion of computer vulnerabilities,
characterizes the situation as Òunbeliev-
ably bad.Ó Anyone who can scrounge
up a computer, a modem and $20 a
month in connection fees can have a
direct link to the Internet and be sub-
ject to break-insÑor launch attacks 
on others. A few years ago the roster
counted established names such as
Òmit.edu,Ó Òstanford.eduÓ or Òibm.comÓ;
today you are as likely to Þnd Òmtv. 
comÓ or even Òpell.chi.il.us,Ó the nom
du net of a battered PC-compatible
with a hardware-store brass handle
screwed into its case for portability.

Moreover, as the Internet becomes a
global entity, U.S. laws become mere lo-
cal ordinances. In European countries
such as the Netherlands, for instance,
computer intrusion is not necessarily a
crime. SpaÝord complainsÑin vain, as
he freely admitsÑof computer science
professors who assign their students
sites on the Internet to break into and
Þles to bring back as proof that they
understand the protocols involved.

Ironically, the more thoroughly com-
puterized and networked an organiza-
tion is, the more risk it may face when
making its initial connections to the
outside world. The internal network of
a high-technology company may look

much like the ARPAnet of oldÑ
dozens or even hundreds of users,
all sharing information freely, mak-
ing use of data stored on a few cen-
tral Þle servers, not even caring
which workstation they use to ac-
cess their Þles.

As long as such an idyllic little
pocket of cyberspace remains isolat-
ed, carefree security practices may
be defensible. System administrators
can safely conÞgure each worksta-
tion on their network to allow con-
nections with any other workstation.
They can even set up their network
Þle system to export widely used Þle
directories to ÒworldÓÑallowing ev-
eryone to read themÑbecause, after
all, the world ends at their corporate
boundaries. Indeed, computer com-
panies have made a practice of ship-
ping their wares preconÞgured so
that each machine automatically
shares resources with all its peers.

It does not take much imagination
to see what can happen when such a
trusting environment opens its digi-
tal doors to the Internet. Sudden-
ly, ÒworldÓ really means the entire
globe, and Òany computer on the

networkÓ means every computer on
any network. Files meant to be acces-
sible to colleagues down the hall or 
in another department can now be
reached from Finland or Fiji. What was
once a private lane is now a highway
open to as much traÛc as it can bear.

Dan Farmer of Sun Microsystems and
Wietse Venema of the Eindhoven Uni-
versity of Technology report that even
some of the most respected domains
on the Internet contain computers that
are eÝectively wide open to all comersÑ
the equivalent of a car left unattended
with the engine running. A recent secu-
rity alert from CERT (the Computer
Emergency Response Team), a clearing-
house for security-related problems
based at Carnegie Mellon University, il-
lustrates the point. The alert disclosed
that all Sun workstations with built-in
microphones had been preset to give
their audio input Òworld-readableÓ sta-
tus. Anyone who could gain network
access to such a workstation could lis-
ten to conversations nearby.

Another alert warned system admin-
istrators that the memory buÝers that
store images displayed on workstation
screens might also be preset to world-
readable status, as might those that
store characters typed on the keyboard.
Patient attackers have watched until
someone logged in to a privileged ac-
count and then simply read the pass-
word out of the computerÕs memory.
Once intruders have gained such ÒrootÓ
access, they can masquerade as any le-
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ÒCrackers are ahead of legiti-
mate administrators; theyÕre

way ahead of everybody else.Ó 
ÑPeter G. Neumann, SRI
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gitimate user and read, alter or delete
any Þles. They can also install pro-
grams to help them invade other com-
puters and even modify system logs to
erase signs of their intrusion.

Even if newcomers to the net try to
secure their systems, they do not al-
ways have an easy time Þnding the in-
formation they need. Computer hard-
ware and software vendors are often
loath to talk about security problems,
Neumann says. And CERT generally is-
sues net-wide advisories only after
manufacturers have developed a deÞn-
itive ÞxÑweeks or months later, or
sometimes never. Most advisories do
not explain the security ßaw in ques-
tion; instead they name the software
and hardware involved and specify the
modiÞcations that should be made to
reduce the chances of intrusion.

This policy keeps potentially useful
information away from those crackers
who are not well connected within the
illicit community. But it also keeps
many novice system administrators in
the dark, Neumann complains: ÒYou
Þnd out by having a buddy whoÕs a sys-
tem administrator somewhere else.Ó
Neumann estimates that between half
and three quarters of the security holes
currently known to hackers have yet to
be openly acknowledged. ÒPeople donÕt
know the risks,Ó SpaÝord comments.
ÒThey know the beneÞts because peo-
ple talk about those.Ó

Many of those beneÞts come from
programs such as Gopher, World-Wide
Web or Mosaic, which help people navi-
gate through cyberspace in search of
information. A single menu selection or
click of a mouse may take a researcher

from a computer in Minnesota to an-
other in Melbourne or Zurich. Files con-
taining U.S. census data, pictures of the
aft plumbing of the space shuttle and
lists of British pubs or of artiÞcial-intel-
ligence software are available free for
the Þnding. Such tools, many of them
just a gleam in researchersÕ eyes a few
years ago, are drawing tens of thou-
sands of people to the Internet.

Yet that rapid evolution may have
leapfrogged steps that could have con-
tributed to security, SpaÝord notes. Cy-
bersurfers are relying on Òthe Þrst or
second versionÓ of programs originally
written to test ideas rather than to pro-
vide industrial-strength services. 

The popular Gopher program, ac-
cording to CERT advisories and other
sources, has security ßaws that make it
possible to access not only public Þles
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Computers attached to the Internet may be taken over
in many different ways. Services such as Gopher, ftp

(file transfer protocol), electronic mail or a network file
system may be used to extract passwords or other vital
files or to plant data that will cause a system to welcome
intruders. A cracker may also employ facilities that allow
one computer on a network to execute programs on an-
other computer—including remote procedure call (rpc),
remote shell (rshell) and remote login (rlogin)—to gain
privileged access directly. Telnet, a tool for interactive
communication with remote computers, or finger, a ser-
vice that provides data about users, can help ferret out
information that may guide other attacks. A would-be in-
truder may telnet to a computer’s mail port, for example,
to find out whether a particularly vulnerable mail pro-
gram is running or to determine whether certain privi-
leged accounts may be easily accessible.
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but private ones as well. (ÒItÕs only
insecure if you conÞgure it wrong,Ó
insists Abene, who will return to his
job as system administrator for an
on-line service in New York City
when he is released from prison.)
Running Gopher initiates a dialogue
between a client program on the
userÕs machine and a Gopher server
somewhere on the Internet. The
server presents the client with a
menu of choices for information,
along with a set of Òmagic cookiesÓÑ
shorthand speciÞcations for the lo-
cation of additional information.

If the user wants to delve deeper
into a particular subject, the client
program sends the server the cookie
corresponding to that piece of infor-
mation. Yet it is relatively easy to
modify the cookie so that it speci-
fies the location of information on
the serverÕs machine that is sup-
posed to be kept private. An unsus-
pecting Gopher server will deliver
those private Þles without checking
whether the cookie it receives match-
es one of the items in the menu it
presented. Although Gopher servers
can readily be conÞned so that they
have access only to public information,
by default they have free rein.

By Bits Deceived

Failure to check the propriety of
commands is a common oversightÑas
Othello with Iago, computers on the In-
ternet trust not wisely but too well. E-
mail, one of the netÕs most basic servic-
es, sets the tone: an electronic letter
consists simply of a text Þle containing
a header specifying the sender, ad-
dressee, subject, date and routing in-
formation, followed by a blank line and
the body of the message. Although mail
programs generally Þll in the header
lines accurately, there is little to pre-
vent a whimsical or malicious person
from inserting whatever information
they please. A message from Òpresident
@whitehouse.govÓ could as easily origi-
nate from a workstation in Amsterdam
as from the Executive OÛce Building in
Washington, D.C. Forging e-mail is Òtriv-
ial,Ó Farber asserts; what makes such
forgeries a problem as the Internet
grows is that the incentive for success-
ful forgeries does so, too, as do the dan-
gers of being taken in. Companies and
individuals have already begun doing
business via e-mail; real money and
goods change hands on the basis of
electronic promises.

Computer scientists have developed
protocols for verifying the source of e-
mail messages, but spoofers are also
improving their techniques. Correspon-

dence on Usenet discussion groups
such as Òcomp.security.miscÓ illustrates
this coevolution: some security-minded
system administrators have advocated
the use of ÒIDENT daemons.Ó If a spoof-
er connects to a mail server and oÝers
a false identiÞcation (the Þrst step in
sending a forged message), the mail
server can query the IDENT daemon on
the spooferÕs machine. 

Others disparage IDENT; they point
out that the name returned by the dae-
mon is only as trustworthy as the com-
puter it runs on. Once hackers have
gained control of a machineÑeither by
breaking in or because they own itÑ
they can conÞgure the IDENT daemon
to respond to queries with whatever
name they please.

Some system administrators are
meeting the threat of such deceptions
by barring connections to their com-
puters from untrustworthy parts of the
Internet. Each range of numbered ad-
dresses on the Internet corresponds to
a particular organization, or domain,
and so it is simple to refuse connec-
tions from computers in a domain be-
lieved to serve as a vehicle for hackers.

Even this step has a countermeasure.
SpaÝord points out that most ma-
chines rely on Òdomain name serversÓ
to translate back and forth between
numbered network addresses and do-
mains such as Òxerox.comÓ or Òumich. 
edu.Ó But the name servers are just or-
dinary computers. They are vulnerable
to deception or intrusion, and so the

road maps they provide can be re-
written to serve deceitful ends. A
cracker can modify the name serv-
erÕs database so that it tells any
computer querying it that the ad-
dress belonging to, say, Òevil.vi-
cious.hackers.orgÓ is instead that of
Òharvard.edu.Ó A computer that ac-
cepts connections from Harvard
University will then allow the hack-
ers in as well. Indeed, SpaÝord la-
ments, it is almost impossible for
any program to know for sure where
the data packets reaching it over the
Internet really come from or where
the packets it sends out are going.

Another class of security prob-
lems comes not from misplaced
trust in domain name servers or
IDENT daemons but rather from the
same versatility that makes net-
worked computers so useful. Per-
haps the best example of this is the
Òsendmail bug,Ó a disastrous loop-
hole that has reappeared time after
time in the history of the net.

The bug arises because most mail
programs make it possible to route
messages not only to users but also
directly to particular Þles or pro-

grams. People forward mail, for in-
stance, to a program called vacation,
which sends a reply telling correspon-
dents that the intended recipient is out
of town. Many people also route mail
through Þlter programs that can for-
ward it to any of several locations de-
pending on sender, subject matter or
content.

But this same mechanism can be
subverted to send electronic mail to a
program that is designed to execute
Òshell scripts,Ó which consist of a series
of commands to perform system func-
tions, such as extracting information
from Þles or deleting all Þles older
than a certain date. This program will
then interpret the body of the message
as a script and will execute any com-
mands it contains. Those commands
could cause a copy of the receiving
computerÕs password Þle to be sent to
an intruder for analysis, fashion a sub-
tle back door for later entry or simply
wreak havoc on the recipientÕs stored
data. Mail sent to certain Þles can have
similar eÝects.

Some Þxes for the latest incarnation
of the sendmail bug have been pub-
lished on the Internet and presumably
have been implemented by most sys-
tem administrators who saw them, but
many systems remain vulnerable. Fur-
thermore, other programs that process
electronic mail contain analogous holes. 

Even more ominous is the fact that e-
mail is by no means the sole way to
plant uncontrolled data in a victimÕs
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ÒPeople are attacking individu-
al systems, not the net per se.Ó

ÑDorothy E. Denning, 
Georgetown University

Copyright 1994 Scientific American, Inc.



100 SCIENTIFIC AMERICAN March 1994

computer. Steven M. Bellovin, a re-
searcher at Bell Labs, points out that
Gopher and other information-retrieval
programs also transfer large, potential-
ly ill-identiÞed Þles. A hacker would
have to go to some trouble to set up a
corrupt Gopher server and would even
have to stock it with useful informa-
tion to entice people into making con-
nections to it. ÒI wonÕt be surprised
when it starts happening,Ó Bellovin says. 

Walls in Cyberspace

If the Internet, storehouse of won-
ders, is also a no-computerÕs-land of in-
visible perils, how should newcomers
to cyberspace protect themselves? Se-
curity experts agree that the Þrst layer
of defense is educating users and sys-
tem administrators to avoid the partic-
ularly stupid mistakes. People still tape
passwords to their keyboards or use
no password at all for privileged com-
puter accounts. One graduate student,
pressed into service as administrator
for a cluster of workstations at the Uni-
versity of Michigan, found that a sim-
ple password-guessing program could
compromise a quarter of her usersÕ 
accounts. Five of 80 users had chosen
their names as passwords. Some admin-
istrators have installed programs that

reject passwords based on dictionary
words or obvious personal identiÞers,
but their use is far from widespread.

The next level of defense is the so-
called Þre wall, a computer that pro-
tects internal networks from intrusion.
Most major companies have long since
installed Þre walls, and many universi-
ties are adopting them as well. Fire
walls examine all the packets entering
and leaving a domain to limit the kinds
of connections that can be made from
the Internet at large. They may also 
restrict the information that can be
passed across those connections. ÒAny-
one who would connect a corporate
network directly to the Internet should
be Þred,Ó Farber asserts.

Proposing a Þre wall and construct-
ing it are two diÝerent matters. Users
would like to have access to all possi-
ble Internet services. But that desire en-
counters a harsh reality: ÒSome things
you canÕt do securely,Ó maintains Mar-
cus J. Ranum of Trusted Information
Systems. Ranum, who helped to install
the Þre wall for Òwhitehouse.gov,Ó
names Gopher and Mosaic as two pro-
grams whose trusting nature deÞes the
attempts of a Þre wall design to provide
safety. In such cases, he argues, securi-
ty experts must be content to minimize
risk rather than eliminate it entirely.

At a bare minimum, a Þre wall must
pass mail, according to Bellovin (even
though mailers may be demonstrably
insecure). After that, users want to be
able to log in to machines elsewhere on
the Internet and to retrieve Þles from
public archive sites or from the directo-
ries of colleagues at other institutions.

To perform these functions, AT&T
built a Þre wall consisting of two dedi-
cated computers: one connected to the
Internet and the other connected to the
corporationÕs own network. The exter-
nal machine examines all incoming traf-
fic and forwards only the ÒsafeÓ pack-
ets to its internal counterpart. In addi-
tion, it will accept outgoing traÛc only
from the internal gateway machine, so
an attacker attempting to transfer in-
formation illicitly out of AT&TÕs domain
would be unable to do so without sub-
verting the internal gateway. The inter-
nal gateway, meanwhile, accepts in-
coming traÛc only from the external
one, so that if unauthorized packets do
somehow Þnd their way to it, they can-
not pass.

Other services are more problematic.
Workers would like to be able to log in
to their oÛce computers from any-
where on the Internet, for instance. Any
intermediate computer relaying traÛc
over the Internet might have been com-

NETWORK FIRE WALL prevents malicious data packets from
wreaking havoc on trusting computers. In some cases, the
Þre wall may allow access only from trusted locations on the
Internet to particular machines inside the Þre wall. Or it may
allow only demonstrably ÒsafeÓ information to pass (perhaps
permitting users to read the e-mail from remote locations but

not to run privileged programs). In other cases, it is impossi-
ble to distinguish safe use of a particular network service
from unsafe use, and so all requests must be blocked. The
Þre wall may also provide a substitute for some network ser-
vices (such as Þnger, telnet or ftp) that performs most of the
same functions but is not as vulnerable to penetration.
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promised, however, and could be
reading packets ( including those
containing passwords) as they go
by. In fact, in two separate incidents
in October 1993, hackers gained ac-
cess to Panix, a public-access Inter-
net site in New York City, and to
BARRNet, an Internet carrier in Cali-
fornia, and installed Òpacket snif-
fers.Ó These programs watched all
the data going by and recorded user
names and passwords as people
logged in to (at least) hundreds of
other computer systems, according
to system administrators at Panix.

Such attacks render conventional
passwords Òobsolete,Ó Ranum as-
serts. Instead safe connections to
machines inside a Þre wall require a
diÝerent kind of authentication
mechanism, one that cannot be
recorded by a sniÝer and then re-
played to gain unauthorized access.
Two methods are already in limited
use: the Òone-timeÓ password and
Òchallenge-response.Ó

To use one-time passwords, a
worker simply carries a list of them.
Reuse indicates that an intrusion at-
tempt is in progress. Challenge-re-
sponse systems have no list of pass-
words; instead they require an answer
to a random query before allowing ac-
cess. Most often the query consists of a
number that must be mathematically
transformed by a secret key known
only to authorized users. Most people
cannot multiply 100-digit numbers in
their heads, so commercial challenge-
response equipment usually employs a
Òcryptographic calculator,Ó primed with
the key and activated by a shorter se-
quence that a person can remember.

Encryption Is Key

If passwords should traverse the 
Internet only in encrypted form, what
about other sensitive information?
Standardization eÝorts for Òprivacy-en-
hancedÓ e-mail have been under way for
more than Þve years, but widespread
adoption lies well in the future. ÒThe
interoperability problem is nasty,Ó Ware
says, unless everyone has software that
can handle encrypted messages, it is of
little use to anyone.

Encryption could provide not only
privacy but authentication as well: mes-
sages encoded using so-called public-
key ciphers can uniquely identify both
recipient and sender. But encryption
software in general remains at the cen-
ter of a storm of political and legal con-
troversy. The U.S. government bars easy
export of powerful encoding software
even though the same codes are freely
available overseas.

Within the U.S., patent rights to pub-
lic-key encryption are jealously guard-
ed by RSA Data Security, a private Þrm
that licensed the patents from their in-
ventors. Although software employing
public-key algorithms has been widely
published, most people outside the U.S.
government cannot use it without risk-
ing an infringement suit.

To complicate matters even further,
the government has proposed a diÝer-
ent encryption standard, one whose al-
gorithm is secret and whose keys would
be held in escrow by law-enforcement
agencies. Although many civil libertari-
ans and computer scientists oppose the
measure, some industry Þgures have
come out in favor of it. ÒYou canÕt have
absolute privacy,Ó Parker says. ÒA de-
mocracy just canÕt operate that way.Ó

The question is not whether cyber-
space will be subjected to legislation
but rather Òhow and when law and or-
der will be imposed,Ó Parker says. He
predicts that the current state of aÝairs
will get much worse before the govern-
ment steps in Òto assure privacy and to
protect the rights people do have.Ó 

Others do not have ParkerÕs conÞ-
dence in government intervention. Ra-
num foresees an Internet made up
mostly of private enclaves behind Þre
walls that he and his colleagues have
built. ÒThere are those who say that Þre
walls are evil, that theyÕre balkanizing
the Internet,Ó he notes, Òbut brotherly
love falls on its face when millions of
dollars are involved.Ó

Denning counts herself among the
optimists. She lends her support to
local security measures, but ÒI donÕt
lose any sleep over security,Ó she
says. Farber, also cautiously optimis-
tic, sees two possible directions for
the Internet in the next few years:
rapid expansion of existing servic-
es, or fundamental reengineering to
provide a secure base for the future.
He leaves no doubt as to which
course he favors. SpaÝord is like-
minded but gloomier. ÒItÕs a catch-
22,Ó he remarks. ÒEveryone wants to
operate with what exists, but the ex-
isting standards are rotten. TheyÕre
not what youÕd want to build on.Ó

Even if computer scientists do
redesign the Internet, he points out,
putting new standards in place may
be impossible because of the enor-
mous investment in old hardware
and software. So much of the Inter-
net rests on voluntary cooperation,
he observes, that making sweeping
changes is almost impossible.

Then again, Ware counters, per-
haps piecemeal evolution may be
the only possibility. No single orga-
nization understands the idea of a

national information infrastructure well
enough to be put in charge, he con-
tends: ÒThereÕs no place to go and say,
ÔHereÕs the money, work out the prob-
lems.Õ There arenÕt even three places,
and IÕm not sure there should be.Ó

In the meantime, the network grows,
and people and businesses entrust to it
their knowledge, their money and their
good names.

ÒAt the civil level, constraints.
At the criminal level, con-

straints. At the technological
level, constraints.Ó
ÑDonn B. Parker, SRI
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SCIENCE AND BUSINESS

Making Money
Desktop counterfeiting may 
keep the feds hopping

T
he era of the desktop counter-
feiter is coming. By 1995 the abil-
ity to manipulate and print col-

or images on personal computerÐbased
publishing systems that cost less than
$5,000 could mean that someone who
is pinched for cash might forgo a trip
to the nearest automatic teller. True
professionals may lament this growing
trend toward amateurism. In past years
illicit money manufacture required a
craftsman with skills at executing lith-
ographic reproduction. That care was
needed to convey the right nuances of
highlight and detail so that a salesclerk
wouldnÕt give Andrew JacksonÕs mug a
second glance.

The U.S. Secret Service joins in the
lament. It has found that the fastest-
growing means of making illegal ten-
der is by ink-jet printer. A computer at-
tached to the printer can be equipped
with an electronic scanner to capture

the image of a note, which can then be
enhanced with software. The value of
such bills discovered by the Secret Ser-
vice was a piddling $66,000 or so from
October 1992 to the end of June 1993.
But these notes, all of low denomina-
tions, turned up at 205 places through-
out the country. One forgery apparent-
ly had nothing to do with another. ÒThe
low number and value of the notes indi-
cate that most of them can be attribut-
ed to casual counterfeiters,Ó observed a
recent National Research Council re-
port that recommends changes in cur-
rency to combat counterfeiting.

The document, Counterfeit Deterrent
Features for the Next-Generation Cur-

rency Design, also ponders the disturb-
ing prospect that, left unchecked, the
growth of funny money made on both
color copiers and computer printers
could continue to double every year, as
it has since 1989. Notes from these
sources accounted for only $6 million
to $8 million in 1992. But such growth
would mean bills with a total value of
$1.6 billion to $2 billion could be in-
fused into the economy during the year
2000. That amount would overshadow

the roughly $160 million of U.S. counter-
feit bills estimated to have been minted
during the 1993 federal budget year.

All these sums are paltry compared
with the more than $300 billion in cash
that now circulates. But a billion-dollar
crop of counterfeit bills produced by
thousands of hobbyists making money
in their spare time could paralyze en-
forcement eÝorts by the Secret Service.
The agency currently removes about
$25 to $70 million a year before it ever
reaches circulation. That task would be-
come more arduous should the agency
be confronted with ßocks of weekend
counterfeiters instead of a few illicit
mints cranking out stacks of bills.

The U.S. already incorporates a num-
ber of features to discourage counter-
feiters. Special paper, engraving tech-
niques and printing methods distin-
guish real bank notes from fake ones.
Since 1990 the treasury has also incor-
porated a Òsecurity thread,Ó a 1.5-milli-
meter-wide metallized polyester thread
on which is printed the letters ÒUSAÓ
and the denomination of the bill. Still,
U.S. currency has not undergone a fun-
damental redesign since 1929.
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C NOTE PROTECTION is aÝorded by a variety of design fea-
tures for this denomination as well as other notes. Because of
the prospect of a wave of ÒcasualÓ counterfeiting done on col-

or copiers and desktop publishing systems (similar to the one
used to produce this likeness of a bill), the treasury department
may have to consider further steps to combat funny money.

MICROPRINTING –
"The United States of
America" is printed
repeatedly on the sides
of the portrait (arrow).
Letters are too small to
read without magni-
fication and become
indistinct when they
are photocopied.

FEDERAL RESERVE
SEAL – This code let-
ter is the same as the
first letter in the two
serial numbers.

DENOMINATION –
The value on the
corners of the note 
is the same as that
over the treasury
seal.

BORDER – The fine
lines and lacy, web-
like design of the bor-
der should be distinct
and unbroken.

TREASURY SEAL –
Sawtooth points are
distinct and unbroken.
The seal is in the
same color as the two
serial numbers.

PORTRAIT – Lifelike
portrait is distinct
from fine, screenlike
background.

SERIAL NUMBERS –
Both serial numbers
have distinctive styling
and even spacing be-
tween numbers. No
two notes of the same
series and denomina-
tion have the same
serial number.

FIBERS – Minus-
cule red-and-blue
fibers are embed-
ded in the paper.
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The NRC panel concluded that the
threat from color printers and copying
machines warrants a new round of
copy-protection measures: the use of a
pattern that would produce a series of
wavy lines (a moir�) when copied or
inks whose color changes on the origi-
nal when viewed from diÝerent angles
(the color on a copy would remain un-
changed). At the same time, a law might
be considered that would require copi-

er manufacturers to place an identify-
ing number in any image reproduced.
( In fact, legislation ßoating around the
House Banking Committee suggests
that the government give priority to re-
designing the dollar.)

The NRC report examines further
measures, ranging from holograms and
laminated papers to insertion of small
metal particles that would reßect a ra-
dar beam. The treasury might also talk

to some foreign central bankers. Dutch
currency now has bar codes. Australia
prints bills on a plastic substrate and
plans to employ diÝractive optical ele-
ments called kinegrams.

Even after careful study, a good de-
terrent will be hard to ÞndÑas it has
been for centuries. Fear of death is not
enough to thwart the eÝorts of an in-
trepid moneymaker. 

As the NRC report noted, counterfeit-
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Doctors like to look inside things. So do scientists and en-
gineers. Yet the computer graphics many rely on to

make sense of the ever growing mountains of data spewed
from their instruments and simulations have been annoying-
ly superficial. Despite tremendous increases over the past
decade in speed and realism, nearly all graphics software
can still draw only geometric surfaces—fine for designing a
turbine blade but inadequate for peering inside a three-
dimensional ultrasound image of a fetus. One solution, a
technique known as volume rendering, is finally wending its
way out of academia and into the marketplace.

Volume rendering enables researchers to view three-di-
mensional data sets in ways that would choke even the most
powerful supercomputer running surface-rendering soft-
ware. A computed tomographic (CT) scan of a patient’s head,
for example, produces a stack of two-dimensional images
that are then melded together to form a digital 3-D model.
Surface graphics programs would wrap contour lines around
the model and connect them to create a detailed but empty
shell composed of thousands of polygons.

Volume graphics software, such as that developed by Ad-
vanced Visual Systems (AVS) in Waltham, Mass., works like a
fluoroscope to reveal inner detail. It stores the entire model
in memory as a collection of “voxels” (volume elements akin
to pixels), then draws a screen image by casting imaginary
rays from behind the model. Each ray accumulates data from
every voxel it passes through and then splats on the screen
in the appropriate color. The software lets the user change

the angle of view, strip away certain parts—the skull, say—or
cut away a section and look inside.

“Volume rendering is relatively new to the market,” says
Hambleton D. Lord, AVS’s director of product marketing. Uni-
versity researchers have used the technique for several years,
however. Jeanne B. Lawrence, a cell biologist at the Universi-
ty of Massachusetts Medical Center, made the cover of Sci-
ence last year when she used volume visualization with im-
ages of cell nuclei to discover that RNA is collected into a few
dozen “hot spots” within the nucleus. Thomas R. Nelson, a
physicist-turned-radiologist at the University of California at
San Diego, has been working with T. Todd Elvins of the San
Diego Supercomputer Center (which has developed volume
graphics software for Unix machines that it distributes free
of charge over the Internet) on a system to produce useful 
3-D ultrasound images.

Lord sees several potentially lucrative markets for com-
mercial volume-rendering packages. “The medical imaging
market is growing very rapidly,” he says, as 3-D diagnostic
techniques like CT scanning, magnetic resonance imaging
and positron emission tomography grow ever more com-
monplace. “Another heavy user is the oil and gas exploration
market. They take their thumper trucks out into the field or
use towed sonar arrays to collect massive amounts of seis-
mic data.” Extracting and rendering the surfaces of such large
data sets is unfeasible.

AVS is competing with some of the giants in the computer
industry, notably IBM and Silicon Graphics, for these estab-

Inside Story

VOLUME GRAPHICS builds computer models out of 3-D ÒvoxelsÓ
rather than 2-D surfaces. Viewers can then dissect complex vol-

umetric data, such as this 3-D ultrasound image (right) of an 18-
week-old fetus. Doctors could compare such images with a 3-D
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ing was a capital oÝense in England
from 1697 to 1832. More than 300 En-
glish counterfeiters died at the end of a
rope, and many others were remanded
to penal service in Australia. Yet forgery
continued. The law relaxed only under
the pressure of public indignation pro-
voked by the Bank of EnglandÕs failure
to get on with the work of devising a
bank note resistant to counterfeiting.
Take note, Lloyd Bentsen. ÑGary Stix
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The Last Frontier
Researchers explore
ÞberÕs outer reaches

I
f the much heralded multimedia
revolution ever comes to pass, the
telecommunications infrastructure

needed to carry Jurassic Park on de-
mand, along with the image of a Har-
vard history professor lecturing to chil-
dren in a Harlem high school, could
quickly be overwhelmed. The capacity
required for digital video services is 25
to more than 5,000 times that required
for voice conversations routinely chan-
neled through telephone lines.

For this reason, a few researchers at
places like AT&T Bell Laboratories con-
tinue to work on problems other than
devising hardware and software that will
let a teenager in Miami take on pimply
counterparts all over the country at
real-time games of Sonic the Hedgehog. 

One of the highest rates of optical
transmission over a single Þber on a
commercial network is 3.4 gigabits a
second. That rate, achieved on AT&TÕs
trunk-line transmission links, is less
than 1 percent of the theoretical capac-
ity of 20 or more trillion bits per sec-
ond. Squeezing more bits into each in-
dividual Þber remains one of the grand
challenges of telecommunications. It is
also one that is being approached with
caution: if no one wants multimedia,
there will be no need for a multibillion-
bit optical pipe.

Bell Labs is still involved in develop-
ing advanced Þber-optic networks. But
it is also hedging its bet by seeking the
shelter of a government-funded con-
sortium for research on sending infor-
mation at blinding speeds of 100 giga-
bits or more each second over a single
Þber. ÒIn the new climate, this far-term
research is not going to be heavi-
ly supported by any company, even
AT&T,Ó says Vincent W. S. Chan, a re-
searcher at the Massachusetts Institute
of Technology, who directs the consor-
tium in which AT&T participates. It is
one of several consortia in optical com-
munications that are funded by the Ad-
vanced Research Projects Agency.

Besides AT&T, the collaboration also
includes M.I.T. and Digital Equipment
Corporation. The group, funded at $32
million, is exploring the boundary at
which electronic communications must
give way to networks through which
traÛc not only moves but also is pro-
cessed in the form of light. Today Þber
is essentially a passive medium. Elec-
tronic signals are transferred to an op-
tical format for transfer over a net-
work. But each time a signal goes on or

oÝ a fiber, it has to be processed elec-
tronically. Many of the individual opto-
electronic transmission and receiving
components will probably wink out at
rates around 50 gigabits per second.

Some all-optical technologies for har-
nessing light waves are being deployed
by telecommunications companies. Last
summer AT&T began commercial use
of optical ampliÞers doped with the rare-
earth element erbium on a short 150-
mile link in California. The ampliÞers re-
vivify an optical signal without convert-
ing it to an electronic one and are ca-
pable of boosting higher-speed data sig-
nals than electronic systems can handle.

Erbium ampliÞers will be essential to
the high-speed networking research un-
dertaken within the ARPA-funded colla-
borations. They will help the consortia
grapple with the problem of how to get
more capacity from a Þber by apportion-
ing streams of video, voice or data onto
many diÝerent wavelengths of an opti-
cal signal, a technique called wavelength
division multiplexing (WDM).

An erbium ampliÞer can boost diÝer-
ent wavelengths simultaneously. The
consortium in which AT&T has been 
involved is also helping to develop a
semiconductor laser that can rapidly 
be tuned to diÝerent wavelengths and 
a device for switching data from one
wavelength to another. 

The use of diÝerent wavelengths is 
a form of parallel transmission. WDM
assembles separate wavelengths into a
high-capacity signal. The arrangement
is analogous to a bundle of wires in a
sheath: each wavelength carries a lower
number of bits than does the aggregat-
ed signal. Communications equipment
at a telephone companyÕs switching of-
fice need handle only the lower carry-
ing capacity of each wavelength, not the
entire bandwidth of the whole bundle. 

A number of laboratories are also de-
veloping a kind of network that uses
the full capacity of any signal that may
be racing along at tens or hundreds of
gigabits per second. Instead of WDMÕs
parallel transmission, this time-division
multiplexed network operates in a seri-
al fashion. Each modulated pulse fol-
lows the other, forming a string of tiny
photonic boxcars. One boxcar may trans-
port video; another may carry comput-
er data. A pulse, corresponding to a bit
of information, must be pulled on and
oÝ this fast-moving freight train (mul-
tiplexed or demultiplexed) at intervals
of perhaps 10 trillionths of a second. In
September, Nippon Telegraph and Tele-
phone (NTT) announced that it had de-
multiplexed a 100-gigabit-per-second
signal that traveled across 50 kilome-
ters into 16 channels, each carrying 6.3
gigabits per second.

anatomical atlas (left and center) assembled by
researchers at the University of Hamburg.
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lished customers even as new markets
emerge. Environmental analysis will be
one. The U.S. Geological Survey has pur-
chased software from AVS to help it
build a three-dimensional computer
model of the flow from a 14-kilometer-
long tunnel designed to carry Boston’s
sewage to the sea. Nondestructive struc-
tural testing could be another. Failure
Analysis Associates in Menlo Park, Calif.,
has used volume visualization to look
for flaws in everything from coffeemak-
ers and valve assemblies to the solid
rocket boosters of Minuteman missiles.
And voxel-based imaging is practically
a prerequisite for laser scan confocal
microscopes, instruments that let biolo-
gists peer into living cells in a manner
analogous to the way CT lets doctors
scan the interior of patients.

“By the end of this century, volume-
rendering engines will be as popu-
lar as surface-based engines,” predicts
Arie Kaufman, a computer scientist at
the State University of New York at
Stony Brook, who helped pioneer vol-
ume graphics. “In the next century,
they’ll beat them.” —W. Wayt Gibbs
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King Cotton
W. R. Grace now controls all
transgenic cotton in the U.S.

When chemicals giant W. R.
Grace & Co. took control in
1990 of Agracetus, a small,

money-losing agricultural biotechnolo-
gy company just west of Madison, Wis.,
it might have seemed foolish to lay out
cash for a Þrm that, despite nine years
of research, still had no products. But
two years later the purchase paid oÝ.
On October 27, 1992, the U.S. Patent
and Trademark OÛce awarded Agrace-
tus the rights to all genetically engi-
neered cotton produced in the U.S. by
any means, of any variety, in any form,

until April 2, 2008. Thanks to its timely
acquisition, Grace is now entitled to a
royalty on every American cotton seed
or plant that carries a foreign gene, re-
gardless of how the gene was put there.

The patentÕs broad scope, unparal-
leled in plant biology, eÝectively gives
Grace control over much of the research
and development on the nationÕs fourth-
largest crop. After nearly a year during
which the patent went mostly unno-
ticed, news of its breadth has spread
and begun to worry some researchers
and lawyers, who believe it may have
set a dangerous precedent.

ÒIt certainly seems to me to be much
too broad a claim,Ó says John H. Barton,
a professor of patent law at Stanford
University School of Law. ÒIt may be a

hindrance to research.Ó Jerry Quisen-
berry, director of the U.S. Department 
of AgricultureÕs Cropping Systems Re-
search Laboratory in Lubbock, Tex.,
shares that fear. ÒWe always had free-
dom in the public sector to develop a
better variety and release it to a seed
company for production,Ó he explains.
ÒAll of a sudden thatÕs restricted.Ó

Quisenberry also complains that
AgracetusÕs reward is disproportionate
to the innovation it actually published.
Agracetus perfected the technique of
using a microorganism, Agrobacterium

tumefaciens, to carry a foreign gene
into cotton cells and insert it into the
genome in such a way that the trans-
formed cells can be identiÞed and cul-
tured into full-grown plants.

But, Quisenberry asserts, ÒUSDA re-
searchers already knew that Agrobac-

terium was going to infect cotton, we
knew how to load the bacterium with
particular genes and we knew how to
regenerate cotton plantsÓ from just a
few cells. It was just a matter of put-
ting it altogether, he grumbles.

ÒThatÕs patent law,Ó responds Ken-
neth A. Barton, vice president for re-
search and development at Agracetus.
Their experiment, he maintains, Òwas
the Þrst time that anyone ever showed
convincingly that you could make trans-
genic cotton. ThatÕs why those claims
were issued by the patent oÛce.Ó

Grace has promised that it will do
nothing to impede public research on
transgenic cotton. ÒWe will provide free
licenses to any academic or govern-
ment researcher,Ó Barton pledges. That
generous licensing policy makes good
business sense. ÒIf Agracetus tried to
circle the wagons and not grant licens-
es, then it would be ripe for attack,Ó
says John L. Callahan, senior vice pres-
ident for cotton at Calgene, a biotech
Þrm in Davis, Calif. Indeed, John Barton
of Stanford doubts that AgracetusÕs
patent would stand up in court against
cotton transformed using techniques
other than the Agrobacterium method.

Agracetus has so far managed to
avoid legal conßict over its patent. ÒNo-
body is going to take them to court so
long as they are reasonable about li-
censing it,Ó Liz Lassen says. She evi-
dently believes they are: as chief patent
counsel for Calgene, Lassen made the
decision to license AgracetusÕs patent
so that Calgene can introduce a trans-
genic cotton variety of its own construc-
tion later this year. Monsanto has also
purchased a license, and both compa-
nies will pay royalties to Agracetus on
every transgenic cottonseed they sell.

Currently that is exactly zero. But
with those two licenses, Agracetus al-
ready has a strong foothold in the fu-
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NTT used an interferometer, called a
nonlinear optical loop mirror. In it, light
pulses interfere constructively in a loop
of Þber to emit a pulse that corresponds
to a demultiplexed 6.3-gigabit signal. 

Researchers at British Telecom Labo-
ratories last year handled another piece
of the all-optical signal-processing prob-
lem. They demonstrated how the pul-
sations of a 40-gigabit-per-second opti-
cal stream of data transmitted over a
fiber could be synchronized with the
pulsing of a laser at a receiving point
through the interactions of the two light
beams. This laser, turning on and oÝ at
a few trillionths of a second, could then
serve as a timing source, or clock, to
control the optical circuitry required
for demultiplexing the data.

Much more work is needed. For opti-

cal networks to match their electronic
cousins, the receiving equipment must
determine the destination, or address,
for which the digital information is in-
tended. It must ascertain whether in-
coming information should be plucked
from the network or routed along to a
subsequent receiving point. Moham-
med N. Islam, a professor at the Uni-
versity of Michigan, has devised a rudi-
mentary optical processing device that
uses solitons to read an address. Soli-
tons are light pulses that do not be-
come distorted when transmitted even
over great distances. They may form a
key part of networks that will let the
participants in the Sonic Hedgehog game
compete through the rapid-Þre oscilla-
tions of their foreÞngers on a video-
game controller. ÑGary Stix

U.S. PATENT ON ALL TRANSGENIC COTTON was awarded to Paul F. Umbeck of
Agracetus, a W. R. Grace subsidiary. UmbeckÕs broad patent eÝectively allows Grace
to control genetic research on the nationÕs fourth-largest crop.
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ture: of 50 applications for Þeld tests
of genetically engineered cotton sub-
mitted to the USDA from 1988 to 1993,
42 came from Monsanto and Calgene,
according to Hope Shand of Rural Ad-
vancement Foundation International.
Those corporations also happen to
own all or part of the two biggest cot-
tonseed companies in the world, giving
them control over 61 percent of the
U.S. cottonseed market.

Monsanto and Calgene are anxious to
replace much of the natural seed sold
in that market with more expensive
transgenic seed that oÝers built-in her-
bicide, insect or fungus resistance. Cal-
geneÕs BXN cotton, which the company
plans to plant on 4,000 acres this spring,
is resistant to bromoxynil, a weed kil-
ler produced by Rh�ne-Poulenc. Cal-
gene and Monsanto are both testing
cotton that has been given a gene for a
toxin found in Bacillus thuringiensis, a
bacterium that kills pests like the boll-
worm while sparing helpful insects.

AgracetusÕs scientists are more inter-
ested in tinkering with the genes that
code for the cotton Þber itself. ÒBy in-
creasing the strength of the individual
Þbers, we can increase spinning speeds,
and that improves production econom-
ics,Ó vice president Barton explains. The
company also hopes to develop cotton
that holds dye more easily.

Here AgracetusÕs benevolence runs
out. ÒFor the time being, weÕve decided
not to license the patent for Þber mod-
iÞcations in order to give us a competi-
tive advantage,Ó Barton says, although
he adds that Òanything is negotiable.Ó
That decision feeds the fear of those
who worry that more monopolistic
companies might gain similarly broad
patents on other important crops.

Whether the patent oÛce intends to
approve such claims is unclear. Some
patents Þled during the mid-1980s and
still under consideration Òapplied for
broad claims similar to those we re-
ceived on cotton,Ó Kenneth Barton re-

ports. But recently granted patents sug-
gest that the strength of AgracetusÕs
precedent should not be overestimated.
Calgene, according to Lassen, set its
sights as high as Agracetus did when it
applied for claims on all transgenic Bras-

sica, a genus that includes rape, broc-
coli, caulißower, cabbage and brussels
sprouts. But the patent oÛce denied
the broadest claims and awarded the
company rights only to Brassica cells
transformed using CalgeneÕs method.

Of course, patents, even broad ones,
tend to become obsolete before they
expire. Someone inventing a way to
control the precise location at which a
foreign gene is inserted into the cot-
ton genome would have Òa very good
chance,Ó predicts John Barton, of get-
ting a patent that bumps GraceÕs oÝ
the map. Callahan of Calgene evidently
has thought along the same lines. ÒAgra-
cetus thinks its patent covers every-
thing,Ó he muses. ÒThat premise may
have to be tested.Ó ÑW. Wayt Gibbs
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When the going gets tough, the tough turn to biology.
That is what a number of chemists are doing in an ef-

fort to solve some extremely difficult problems in chemi-
cal synthesis. In at least a few laboratories, the disease-
fighting proteins called antibodies are starting to moon-
light as catalysts, and they are sometimes succeeding
where more conventional agents have failed. In particular,
researchers in California have recently shown that catalyt-
ic antibodies have a knack for making the cyclic molecules
that are the basis of many plastics, synthetic rubbers, in-
secticides and other materials.

Industrial chemists often need to synthesize organic
compounds that contain rings of carbon. In 1928 Otto P. H.
Diels and Kurt Alder found that a pair of reactants, known
as a diene and a dienophile, would spontaneously com-
bine into rings; that discovery brought them a Nobel Prize
in 1950. But from a practical standpoint, the Diels-Alder
reaction has some shortcomings.

One is that it can proceed along either an endo pathway
or an exo pathway. Each pathway produces a stereoisomer,
or mirror image, of the molecule made by the other, and
those stereoisomers have different chemical properties.
Thermodynamic constraints favor the endo pathway be-
cause in the exo pathway the reactants must assume a
more energetic transition state. Making exo products by
the Diels-Alder reaction is therefore inefficient at best and
nearly impossible at worst.

Enzymes and other catalysts can sometimes help chem-
ists sidestep such problems, but nature has not provided
any catalysts for the Diels-Alder reaction. “The exo reac-
tion has been rather intractable,” explains Richard A. Lern-
er of the Scripps Research Institute. So he and his colleagues
at Scripps and at the University of California at Los Ange-
les harnessed antibodies for the job.

As catalysts, antibodies have several advantages. If they
bind to a transition state, they lend it energy (about 20
kilocalories per mole), which is often more than enough to

overcome thermodynamic obstacles. “Antibodies can also
control multiple features of the reaction simultaneously,”
Lerner explains. “So they can catalyze it, direct it down a
disfavored pathway and control the stereochemistry all at
once.” Moreover, the fantastic versatility of the mammalian
immune system allows it to manufacture antibodies
against virtually any molecule. In effect, biochemists can
ask the immune system to invent antibodies with the de-
sired catalytic features simply by injecting mice with mole-
cules that resemble a particular transition state.

Last October in Science, the researchers announced that
they had created a pair of antibodies that could steer the
Diels-Alder reaction along either pathway. In theory, syn-
thetic chemists could use one antibody to make the ener-
getically disfavored exo products and the other to make
cleaner batches of the endo products. Lerner believes the
antibody approach should be applicable to many other
types of reactions that are not normally favored to occur.
“A lot of chemistry never happens but for the want of a
few kilocalories,” he quips.

In the past, industry has not raced to adopt catalytic an-
tibodies (including some previous antibodies for the endo
Diels-Alder reaction) because of uncertainty about whether
they could produce materials in bulk. That may be about
to change. According to Lerner, a forthcoming paper will
soon show that antibodies can catalyze the formation of
products in gram quantities—not much by industrial stan-
dards but a good start, Lerner thinks.

The antibodies that control the exo and endo Diels-Alder
pathways are also just a start. The work is still at “the
show-and-tell stage,” Lerner notes. His group is now work-
ing on antibodies that will afford more control over the re-
action so that it yields a single type of molecule rather
than just a set of exo or endo isomers. The team is also try-
ing to make catalytic antibodies for a difficult reaction called
a cationic cyclization, which Lerner hopes will be helpful
for making steroid drugs inexpensively. —John Rennie

Biocatalysts Turn Rings around the Competition
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Prosthetic Vision
Workers resume the quest 
for a seeing-eye device

T
he cochlear implant provides
hearing for deaf people by direct-
ly stimulating the auditory nerve.

Scientists feel a similar prosthesis may
one day enable blind individuals to see.
Teams of researchers across the coun-
try are investigating the prospect of de-
veloping implants that could deliver
electrical signals to neurons at various
points along the visual pathway or even
to the visual cortex itself. Assisted by
such instruments, enthusiasts hope, a
blind person could acquire limited,
though useful, vision.

The idea has a long, controversial his-
tory. In the 1960s Giles S. Brindley of
the University of Cambridge conduct-
ed a series of highly publicized experi-
ments. Brindley placed 80 electrodes
on the surface of a sightless volunteerÕs
brain. He wired the electrodes to 80
miniature radio receivers and sewed
the entire apparatus under the patientÕs
scalp. When he transmitted signals to
the device, the subject reported perceiv-
ing points of light, known as phos-
phenes. Similar trials were conducted
elsewhere until mounting skepticism
concerning safety and usefulness end-
ed them. 

After a lull of more than 20 years, the
experiments have resumed. ÒTimes have
deÞnitely changed,Ó says David J. Edell,
who works with Joseph F. Rizzo on an

artiÞcial-vision project at the Massa-
chusetts Institute of Technology and
Harvard University. ÒPeople are a little
more cautious about stepping oÝ into
the unknown with someone elseÕs body
than Brindley was.Ó Edell reasons that
scientists have a much better under-
standing of the nervous system now,
an awareness that instills respect for
how diÛcult the task of creating a vi-
sual prosthesis is. ÒThe idea is concep-
tually very simple,Ó Edell notes. ÒBut to
do it in a way thatÕs compatible with
the biological system is inordinately
diÛcult.Ó

Nevertheless, careful research has
led to some real, if modest, success. In
1992 a blind volunteer, who had elec-
trodes implanted in her visual cortex
by surgeons at the National Institute of
Neurological Disorders and Stroke, rec-
ognized phosphene letters. Furthermore,
the NIH team observed that mere micro-
amps of current could evoke phos-
phenes. ArtiÞcial-vision researchers give
credit for their achievements to new
materials, developed primarily for con-
sumer and military electronics. Modern
electrodes, such as those made from
silicon, are less than one hundredth
the size of those used by Brindley, the
workers say. Because they are so small,
they can penetrate the visual cortex
and excite a highly localized popula-
tion of neurons.

Unfortunately, our visual world does
not consist of discrete points of light.
ÒIt has yet to be shown that patterned
stimulation via a large number of elec-
trodes will evoke a complex perception

rather than just a diÝuse blob of light,Ó
says Richard A. Normann, who heads
the visual prosthetics project at the Uni-
versity of Utah. To answer that question,
NormannÕs group has built a three-di-
mensional array of 100 electrodes in-
tended to stimulate the visual cortex.
To date, only subunits of 10 electrodes
have been tested at a time.

If patterned stimulation does indeed
generate adequate images, then what
could the blind expect to see? Kenneth
W. Horch of the Utah team has shown
that a small number of electrodes might
produce a diminished, but valuable, vi-
sual sense. In simulation experiments,
Horch blocked volunteer studentsÕ vi-
sion using perforated masks. The par-
ticipants saw 625 points distributed
over a 1.7-degree angle, a span roughly
the size of your thumbnail at armÕs
length. Under these conditions, the stu-
dents were able to read text from a
computer screen at two thirds the rate
they normally could.

Teams at M.I.T. and Harvard and at
Duke University are designing artiÞcial-
vision systems to stimulate the retina.
Such an aid could capitalize on the nat-
ural image-forming processes of the
eye. Still, the resolution delivered from
a retinal implant would be far from
ideal, and this intervention would work
only for those patients who had not sus-
tained severe damage to the retina or
to the optic nerve. All the same, some
patients could avoid the risk of brain
surgery.

The designs for retinal implants, like
their cortical cousins, are challenged by
a host of problems, among them the is-
sue of how to attach an instrument to
the retina itself. ÒAnything thatÕs placed
against the eye will tend to ßail around
when the eye moves,Ó Normann notes.
Because the eye moves very quickly, an
object of any real mass could cause 
serious damage. ÒThe retina is like wet
tissue paper,Ó Edell explains. ÒThe
slightest tear can cause a retinal de-
tachment.Ó To avoid such an outcome,
the M.I.T.-Harvard team hopes to de-
vise a silicon implant no more than 20
microns thick. The researchers would
communicate with the device via a laser
diode mounted on an eyeglass frame
attached to a video camera.

ÒIÕm not willing to say weÕre home-
free with artiÞcial vision at all,Ó Nor-
mann says. ÒBut the technologies we
have developed recently will begin to
allow us to ask whether it could be-
come practical or not.Ó Normann sug-
gests that clinical testing of cortical im-
plants may be possible within the next
Þve years and that commercial artiÞcial
vision systems could be a reality in the
21st century. ÑKristin Leutwyler
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SILICON ELECTRODE ARRAY, built at the University of Utah, may one day be used
to stimulate neurons in the visual cortex. The three-dimensional array contains 100
electrodes, each 1.5 millimeters long and 0.08 millimeter wide at the base. 
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THE ANALYTICAL ECONOMIST

B
uried somewhere in every basic
economics text lies a sleepy sec-
tion on economies of scale. The

titans of economic theoryÑfrom Marx
to Smith to SchumpeterÑgravitated to-
ward one conclusion: capitalism inex-
orably leads to mass production by big
enterprises. More than a century of anal-
ysis has served only to contrast MarxÕs
maxim ÒThe larger capitals beat the
smallerÓ to textbook mogul Paul Samuel-
sonÕs adage ÒLarge size breeds success.Ó

Discussions of economies of scale of-
ten focus on the role of technology and
how it makes vast production runs pos-
sible. On a graph the cost per widget
drops as the quantity produced rises.
Economists, in fact, borrow an example
of scale economies from engineers who
design gas pipelines. The cost of a pipe-
line is roughly proportional to its circum-
ference, which determines the amounts
of steel needed to build it, but its gas-
carrying capacity is equivalent to its
area. Wider pipelines have dispropor-
tionately increased capacity and thus
lower unit costs.

The invention of the microchip sug-
gests to some modern pundits the pos-
sibility that the classic relationship can
be inverted. As the circuitry shrinks,
smaller computers can handle the same
amount of work that had been assigned
to a hulking cybernetic ancestor. Unlike
the gas pipeline, the eÛciencies come
from dramatic reductions in the size of
the means of production. ÒTechnologies
are less lumpy than they used to be,Ó
says Harvard University economist Dale
Jorgenson. ÒThe economies associated
with a mainframe are mimicked by a lo-
cal-area network [LAN]. But the LAN is
less indivisible. You can add or subtract
units.Ó 

Such a concept becomes particularly
potent when markets demand increas-
ing customization. The management and
control eÛciencies that computers make
possible mean that capitalists can de-
ploy many assembly lines, each turning
out a different variant of the same good,
instead of one huge line stamping out
identical products. Henry Ford has been
preempted: you can now get a widget
of any color you want, including black.

In burgeoning service industries,
meanwhile, the new technology mini-
mizes Òtransaction costs.Ó A computer

network, for example, makes it possible
to enter a piece of information such as
an airplane reservation just once. The
goal is not to pump an ever increasing
amount of bits through an electronic
pipeline but rather to make the most
use of each bit.

A more speculative notion is whether
the smaller means of production alter
the scale of the organizations that use
them. In other words, do companies
scale down along with the size of the
wire widths in their computers? If they
do, then relatively small Þrms might
sometimes compete with larger ones on
equal terms (or at least until the more
substantial rival responds by institut-
ing its own eÛciencies).

Is production of fewer numbers of
more specialized products better car-
ried out by a small company? Erik Bryn-
jolfsson and Thomas W. Malone of the
Massachusetts Institute of Technolo-
gy have found evidence that suggests
smaller companies may be better at
producing short runs of specialized

products than are their oversized cous-
ins. The two led a study that correlated
a 20 percent decline in the number of
employees in industrial Þrms with a
tripling in the investment in informa-
tion technology over the decade of the
1980s.

This trend, Brynjolfsson says, cannot
for the most part be explained by the
prevailing idea that machines replace
people. Instead the investment in com-
puters and networks often makes it
cheaper to farm out work to low-cost
specialists rather than to retain the rigid
organizational structure needed to man-
age the entire process under one roof.
Small automotive-parts companies grow,
and General Motors lays oÝ workers.
ÒThere is a silent majority of very small
enterprises hiring as fast as big Þrms
are laying oÝ,Ó Brynjolfsson says.

Other economists look at the statis-
tics and draw a nearly opposite conclu-
sion. ÒThe small-Þrm myth is not true.
ItÕs a myth thatÕs partly ideology and
partly wishful thinking,Ó says Bennett

Harrison, a professor of political econ-
omy at Carnegie Mellon University. 
ÒAfter adjusting for ups and downs of
the business cycle, the share of jobs 
attributed to small and medium-size
Þrms has stayed almost exactly ßat
since 1960.Ó

True, large companies have slimmed
down, but they still account for a dis-
proportionate share of economic activ-
ity, Harrison argues. The notion that di-
minishing costs lower the break-even
point for investing in a new technology
is often valid at the level of the individ-
ual computer-controlled machine but
not at the scale of a business. A big
company will have the resources and
capital to invest in using the equip-
ment most eÝectively. And as for ßexi-
bility, Òthe technology can produce cus-
tomized small lots, but that can be done
in the corner of a Ford Motor Company
plant as easily as in a small business,Ó
he contends.

Attempts to settle the argument in
favor of either big or small Þrms may
ultimately be futile. Instead of trying to
determine an optimal Þrm size in a
vacuum, some academics are looking at
the relationships among small Þrms,
large Þrms and the political and eco-
nomic environment around them.

These studies are often as much the
discipline of the geographer as they 
are of the economist. At the University 
of California at Los AngelesÕs Lewis
Center for Regional Policy Studies, re-
searchers are studying the means by
which industrial districts such as Sil-
icon Valley, the southern California aero-
space industry or the agglomeration of
textile Þrms near Florence (known as
the Third Italy) achieve ÒexternalÓ econ-
omies of scale. Once a regional indus-
try has begun to grow, it attracts a
skilled labor force and a supporting in-
frastructure of city streets, expressways
and airports. Small specialty Þrms then
may coexist with giant production hous-
es. The scale factors can involve hun-
dreds of thousands of workers spread
over a few square miles rather than sin-
gle plants or pipelines.

The simple cost-curve portrayal of
traditional economies of scale may grad-
ually fade from future texts. Perhaps
the only certainty in the big versus
small debate is that to capture the sub-
tleties of these arguments the text-
books themselves are bound to grow in
size. ÑGary Stix and Paul Wallich

Is Bigger Still Better?

Economists ponder the 
notion that a firmÕs size
may shrink along with the
circuits in its computers.
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MATHEMATICAL RECREATIONS  by Ian Stewart

Let him that hath understanding count
the number of the beast: for it is the
number of a man; and his number is Six
hundred threescore and six. 

ÑRevelation of St. John the Divine
13:18

T
he ßames of hellÞre ßickered
amid towering pillars of smoke,
scorching the leaden sky. In the

distance the iron walls of Dis glowed a
Þery red. A green demon in a sweat-
shirt was lounging beside a lake of
boiling oil, idly tossing a brown oval
object from claw to claw. The shirt
bore the number 666 on the front, and
when he swiveled around for a practice
throw the name ÒTHE BEASTÓ became
visible on the back.

A second demon, which was a rather

attractive shade of pastel blue, tapped
him on the shoulder. ÒUhÑexcuse me,
Mr. Beast, sir.Ó

ÒWho are you?Ó The Beast turned
around and looked at the blue demonÕs
sweatshirt. ÒWhat pansy kind of a num-
ber is Ð847 1/2?Ó

ÒItÕs what they gave me when I took
the job you advertised, sir. It was the
only shirt that Þt me.Ó

ÒJob? WhatÑoh, I remember. Turn
around.Ó The back of the blue demonÕs
shirt bore the words ÒJUNIOR SOULS
ASSISTANT.Ó ÒOkay, Junior, letÕs see how
good you are. Go out for a run, and IÕll
throw you a pass.Ó The Junior Souls As-
sistant set oÝ at a gallop along the
shoreline. The Beast drew back a bony
arm and Þred one of the oval objects at
JuniorÕs head. Junior made a grab for it,
missed and watched it bounce past into
the lake. The oval object screamed as it
hit, then mercifully sank from view.

ÒSorry, I got some sulfur in my eye,Ó
Junior said, looking at the ripples
spreading across the burning lake.
ÒWas it a good one?Ó Then he caught

himself. ÒSilly ques-
tion. We donÕt get
the good ones down
here.Ó

ÒIt wasnÕt even a
bad one,Ó the Beast
remarked. ÒOnly a
cheap rubber soul,
not even leather.
But you donÕt need
to worry about los-
ing itÑthere are al-
ways plenty of con-
demned souls to

kick around.Ó He picked up anoth-
er from a huge pile and scrutinized
it. ÒOh, her,Ó said the Beast dis-
missively. ÒYes, she was bound to 
end up here all right. But at least,Ó
he added, pointing to the name
stamped on the soul in uneven
gothic lettering, Òshe knows who
the Heaven she is. Unlike me.Ó His
eyes suddenly welled up.

Junior went a paler shade of blue.
Everybody knew that the Beast was
going through a mid-death identity
crisis. Without warning, the huge
green demon leaped to his feet and
began kicking things. ÒWHO AM I?Ó
he roared. ÒThousands of years,

and nobody ever tells me who I am!Ó
Then he burst into tears.

ÒI heard that in AramaicÑthe origi-
nal language of the Book of Revela-
tionÑthe symbols for 666 spell ÔNero.Õ
Do you think you might be Nero?Ó

Ò ÔNero Þddled while Rome burned... .Õ
I donÕt mind the burning bit, but IÕm
not a very good Þddler, you know.Ó

ÒWell, the Jesuit Father Bongus de-
coded your number as ÔMartin Luther,Õ Ó
the Junior Souls Assistant ventured,
patting the Beast sympathetically be-
tween his horns. ÒHe used the system
known as gematria, in which A = 1,
B = 2,. . . up to Z = 26.Ó

ÒI know all about that. But, on the
other claw, Michael StifelÑa German
mathematicianÑÔprovedÕ I was Pope
Leo X,Ó the Beast sniveled. ÒHe started
with ÔLeo DecimusÕ and threw away ev-
erything except LDCIMV.Ó

ÒWhy?Ó
ÒThose are the letters that corre-

spond to Roman
numerals. They
add up to 1,656,
so he added an-
other X because it
was Leo X and de-
ducted M because
it was the initial
letter of Ômystery.Õ Ó The Beast gri-
maced. ÒDid you ever hear of such a
dumb argument?Ó

ÒNever,Ó Junior said. ÒObviously con-
trived to get the desired result.Ó

ÒPrecisely. EverybodyÕs got an ax to
grind. And what makes it worse,Ó the
Beast went on, Òis that they all have dif-
ferent systems for assigning numerical
values to letters. Nobody asks whether
thereÕs some sensible method that
doesnÕt depend on alphabetical order
or other arbitrary choices.Ó

ÒFunny you should mention that. IÕve
just been reading the February 1990 is-
sue of Word Ways.Ó

ÒWhat the angel is that?Ó
ÒWell, itÕs a journal of recreational

linguistics.Ó
ÒWeÕre in trouble then,Ó the Beast

said. ÒThis is a mathematical recrea-
tions column.Ó

ÒAh, but that particular issue had an
article that combined both mathemati-
cal and linguistic recreations. It was by
Lee Sallows, an expert in numerical
wordplay, and it was called Ôthe new
merology.Õ He noted that Ôthe time-hon-

The New Merology of Beastly Numbers
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oured practice of linking each letter to
its position number is an expendableÑ
because proÞtlessÑconvention. New
merology takes this as its starting
point.Õ Ó

ÒI donÕt follow you,Ó the Beast inter-
rupted testily. 

ÒWell, take, for instance, the English
word Ôone.Õ With the usual alphabetical
ordering in that language, its numerical
valueÑor gematric constantÑis 15 +
14 + 5 = 34. But if numerology has any
intrinsic meaning, then the gematric
constant clearly ought to be the num-
ber that the word denotes, namely, 1.
But itÕs not.Ó

ÒDo any number-words have totals
that equal their gematric constant?Ó

ÒAccording to Dave Morice, noÑnot
in English, at least. Unless you count
phrases like ÔThis is a Beastly text : nu-
merological constant of six-six-six.Õ Ó

ÒSo what does this Sallows person
propose to do about it?Ó

ÒAssign numbers for each letter that
arenÕt given by the position in the al-
phabet. Say a number-word is perfect
if, using those assignments, its gema-
tric constant equals its numerical val-
ue. Then try to make as many as possi-
ble of the number-words ONE, TWO
and so on be perfect. He restricts atten-
tion to whole number values and im-
poses the rule that diÝerent letters
must be given diÝerent values.Ó

The Beast blew his nose loudly. ÒTo
what eÝect?Ó he sniÝed.

ÒWell, you get a whole pile of equa-
tions like

O + N + E = 1
T + W + O = 2
T + H + R + E + E = 3

in algebraic unknowns O, N, E, T, W, H,
R . . . . You see how many of those equa-

tions can be solved, and then you ad-
just your answers so that they satisfy
any other criteria you want to impose.
For instance, you can see from the
equation O + N + E = 1 that some of
the numbers have to be negative. Then,
because N and E both occur in NINE
and TEN, it makes sense to assume
that N and E have been assigned values
and see what happens. So O, for in-
stance, must satisfy O = 1 Ð N Ð E.
From NINE and TEN, you get I = 9 Ð
2N Ð E, T = 10 Ð N Ð E. Next, because
we want T + W + O = 2, we Þnd that
W = 2 Ð O Ð T = 2 Ð (1 Ð N Ð E ) Ð (10 Ð
N Ð E ) = Ð9 + 2N + 2E.

ÒYou have to watch out, though. Sup-
pose you decide to start
with E = 4, N = 2. Then T
works out as 4, tooÑthe
same as E. Because thatÕs
not allowed, you have to
choose diÝerent values
for E and N.Ó

The Beast perked up.
ÒI get it! Suppose you try
E = 1, N = 2. Then you
have to have I = 4, T = 7,
O = Ð2 and W = Ð3. What
if we want THREE to be
perfect, too? Well, thatÕs two new let-
ters, H and R. If I guess that H = 3 and
use the fact that T + H + R + E + E = 3,
then R has to be Ð9. And then FOUR
gives two more new letters, F and U. If I
choose F = 5, then F + O + U + R = 4
leads to U = 10. WeÕre making good
progress, Junior.Ó

ÒRight. Then F + I + V+ E = 5 leads to
V = Ð5. Because SIX contains two new
letters, letÕs try SEVEN Þrst and Þx the
value of S. If S + E + V + E + N = 7, then
S = 8. And then we can Þll in X from
S + I + X = 6, getting X = Ð6. Then look-
ing at the equation for EIGHT, we get
G = Ð7.Ó

ÒSo now all the number-names from
ONE through TEN are perfect. Can we
go further?Ó the Beast asked.

ÒMaybe. The only extra letter in
ELEVEN and TWELVE is L. It would be
quite a coincidence if it could be cho-
sen to make them both perfect.Ó

ÒYes, but in fact L = 11 does make
them both perfect.Ó

ÒAmazing. Now T + H + I + R + T +
E + E + N = 7 + 3 + 4 + (Ð9) + 7 + 1 +
1 + 2, which is 16. Oh, salvation take it!Ó

ÒI suppose we might get further by
making diÝerent choices earlier,Ó Junior
observed. ÒSeveral of the values were
just arbitrary guesses.Ó

ÒIÕm not sure it helps,Ó the Beast
countered. ÒLook, if you take the fol-
lowing equation

THREE + TEN = THIRTEEN

and cancel a letter if it occurs on each
side, then you end up with E = I. And
that violates the rule that diÝerent let-
ters get diÝerent values.Ó

The Junior Souls Assistant nodded.
ÒI remember now, Sallows discovered
that argument. He says itÕs a new mero-
logical proof that 13 is unlucky.Ó 

ÒWe could still go backward. LetÕs
see: if Z + E + R + O = 0, then Z = 10.Ó

ÒThatÕs the same as U. Bother.Ó
ÒYes, but we made a lot of assump-

tions about the values of letters. Maybe
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E = 3
F = 9
G = 6
H = 1

Assign the values

Perfect Number-Words in Englishý

Then
Z + E + R + O = 0

O + N + E = 1

T + W + O = 2

T + H + R + E + E = 3

F + O + U + R = 4

I = –4
L = 0
N = 5
O = –7

R = –6
S = –1
T = 2
U = 8

V = –3
W = 7
X = 11
Z = 10

N + I + N + E = 9

T + E + N = 10

E + L + E + V + E + N = 11

T + W + E + L + V + E = 12

F + I + V + E = 5

S + I + X = 6

S + E + V + E + N = 7

E + I + G + H + T = 8



we can Þx things up by changing them.Ó
And they discovered they could [see

box on preceding page].
ÒSallows describes several magic

tricks based on similar ideas,Ó Junior
oÝered. For instance, if you use a
diÝerent assignment,

then ZERO through TWELVE are per-
fect, and so are FOURTEEN, SIXTEEN,
SEVENTEEN and NINETEEN. The idea is
to make a set of cards, each having a
letter and the corresponding number
written on it. Make three cards with
E/0, two with N/4 and one each for the
rest, a total of 19 cards. Ask someone
in the audience to spell out a number-
word. Add up the numbers on the
cards, and lo and behold it is the same
value. Except for signÑit could be pos-
itive or negative.Ó

ÒAnd what if some smart aleck spells
out THIRTEEN or FIFTEEN?Ó the Beast
inquired.

ÒCanÕt be done. ThereÕs only one T
and only one F in the pack.Ó

ÒDevilishly clever. That Sallows guy
would Þt in well down here.Ó

ÒTrue. He invented a similar trick that
involves a 4 × 4 chessboard [see illus-

tration above]. Choose any number on
the board. Spell out its name, and add
up the numbers associated with its let-
ters, counting them as positive on white
squares but negative on black. Again,
the result is the number selected.Ó

The Beast laughed, a horrible sound.

Joyously, he booted a dozen con-
demned souls out of sight over the
horizon and bounced a 13th up and
down to the accompaniment of muted
howls whenever it hit the ground. Then
the demonÕs face fell.

ÒWhatÕs the matter, Mr. Beast?Ó
ÒItÕs all very well using English

names. Mais en Fran�ais, par exemple?Ó
ÒAh, yes. That opens up an entirely

new range of questions. In French the
number-words are UN, DEUX, TROIS,
QUATRE, CINQ, SIX, SEPT, HUIT, NEUF,
DIX, ONZE, DOUZE, TREIZE, QUA-
TORZE and so on. Now, you can get as
far as 13 but not 14. Because canceling
common letters on both sides of QUA-
TRE + ONZE = UN + QUATORZE leads
to E = U, which is forbidden since dif-
ferent letters must get diÝerent num-
bers. The whole game is remarkably
rigid in French. If you tackle the num-
ber-words in the right order from
ZERO to TREIZE, you will Þnd that 11
letters are all determined by the value
of N and that the only other free choice
is A. That is, you are forced to have

You get diÝerent (and small) values for
all the letters if you take A = 20, N = 7.
You end up with the assignments

Every number-name from ZERO to
TREIZE is then perfect.Ó

ÒUnd auf Deutsch?Ó
ÒOops. Sallows didnÕt mention Ger-

man in his article. I guess weÕd better
work that out for ourselves.Ó

ÒMe Þrst. Omitting zeroÑbecause I
have a hunch it will be better that wayÑ
the number-words go EINS, ZWEI, DREI,
VIER, F�NF, SECHS, SIEBEN, ACHT,
NEUN, ZEHN, ELF, ZWOLF, DREIZEHN,
VIERZEHN, F�NFZEHN, SECHSZEHN,
SIEBZEHN, ACHTZEHN, NEUNZEHN,
ZWANZIG. I suppose weÕd better con-
sider � to be the same as ordinary U.Ó

ÒIf you say so, Mr. Beast. Hey, I think
weÕre on to something here. Look, be-
cause of the way German deals with
the teens, if you get the number-names
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NUMERICAL SPELL of Lee Sallows. Se-
lect any number on the board. Spell it
out, letter by letter. Add together the cor-
responding numbers (subtracting those
on black squares, adding those on white
squares). The result will always be plus
or minus the number you choose.

E = 0
F = Ð10
G = 9
H = Ð8

I = 1
L = Ð7
N = 4
O = Ð3

R = 5
S = Ð11
T = 6
U = 12

V = 14
W = Ð1
X = 16
Z = Ð2

A = 20
C = Ð19
D = 14
E = 16
F = Ð8

H = 17
I = 18
N = 7
O = 0
P = 2

Q = Ð1
R = Ð4
S = 10
T = Ð21
U = Ð6

X = Ð22
Z = Ð12.

A = *
C = A Ð 5N Ð 4
D = 2N
E = 3N Ð 5
F = 13 Ð 3N
H = 4N Ð 11
I = 2N + 4
N = *
O = 0

P = 2
Q = 2N + 5 Ð A
R = N Ð 11
S = 2N Ð 4
T = 14 Ð 5N
U = 1 Ð N
X = 6 Ð 4N
Z = 16 Ð 4N.

E I N S

L F T R

W U G O

V X Y H

4 17 2 16

24 9 20 6

25 12 22 7

1 27 11 3
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up to ZEHN working, then DREIZEHN
up to NEUNZEHN are automatic.Ó

ÒExcept from SIEBZEHN, which isnÕt
SIEBENZEHN.Ó

ÒRight. But that tells us that because
SIEBEN + ZEHN = SIEBZEHN, then, can-
celing, we must have E + N = 0. Then
E + I + N + S = 1 dictates that I + S = 1.
Suppose we let E and I have any values
we like. Then we must have

E = *
I = *
N = ÐE
S = 1 Ð I.

Continuing with ZWEI, we can make Z
arbitrary and deduce that

Z = *
W = 2 Ð E Ð I Ð Z.

And so on. It gets complicated, but I
think if we work through it systemati-
cally we canÑÓ

ÒYes. And IÕve just had a thought.
German for Ôtwenty-oneÕ is EINUND-
ZWANZIG and so on. If we make UND
have a total of 0, then we ought to get
the numbers from 21 to 29 for free,
too.Ó

For several hours, Junior and the
Beast scribbled in the sulfur sands of
Hades with their pointed tails. Eventu-
ally they came up with this:

Now all number-names from EINS to
NEUNUNDZWANZIG (29) were perfect.

ÒGood work, Mr. Beast,Ó Junior ex-
claimed. ÒI wonder if we can get DREI-
ZIG (30) working as well? If so, weÕd
get 31Ð39 for free. And what about Ital-
ian, Spanish, Russian, Greek, Japanese,
Pidgin?Ó

ÒBest left for the torment of earthly
souls, I would judge,Ó the Beast snorted.

FURTHER READING

A SHORT HISTORY OF MATHEMATICS.
Vera Sanford. Houghton MiÜin, 1930.

PERFECT NUMBER NAMES IN NEO-ALPHA-
BETS. Dave Morice in his regular column
Kickshaws, in Word Ways, Vol. 22, No.
4, page 238; November 1989.

THE NEW MEROLOGY. Lee Sallows in
Word Ways, Vol. 23, No. 1, pages 12Ð19;
February 1990. [Word Ways is available
from Faith W. Eckler, Spring Valley
Road, Morristown, NJ 07960.]

A = Ð10
B = 7
C = Ð18
D = 9
E = Ð1

F = Ð2
G = 33
H = 17
I = Ð3
L = 14

N = 1
O = Ð6
R = 16
S = 4
T = 19

U = 8
V = Ð8
W = 13
Z = Ð7.
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BOOK REVIEWS by Philip Morrison

What Is Humankind?

THE FIRST HUMANS: HUMAN ORIGINS

AND HISTORY TO 10,000 B.C., by G�ran
Burenhult, general editor. The Illustrat-
ed History of Humankind, Vol. 1. Harp-
erCollins, 1993 ($40).

W
hat we call the Old World 
extends over nearly a hemi-
sphere, an unbroken tract of

land whose far-ßung cornerposts lie
near the present cities of London, Cape-
town, Beijing and Surabaya. It is the in-
disputable relics of our forebears that
deÞne the Old World, the ancestral
home. Scavengers, foragers and hunt-
ers, they spread on foot, probably from
the Rift Valley of Africa, for a million
years and more, until expansion paused
at the barrier of open sea.

The true New World is the other, wa-
tery hemisphere, with three seagirt con-
tinents. ÒAustralia was Homo sapiensÕ

Þrst New World.Ó The best dating sug-
gests the ocean barrier was Þrst broken
at the deep, narrow passage eastward
from Indonesia, by men and women in
outrigger log canoes. Our resourceful
species likely Þrst entered the Ameri-
cas by traveling eastward from Siberian
tundra along the shallow Arctic seas.

A Þne map lists by name some 70
Old World sites where bones and arti-
facts of Òour fossil forebearsÓ have
been found; Þrm evidence of premod-
ern species dots two dozen regions of
Africa, Eurasia and Indonesia. In all the
New World, not one such site oÝers the
bones or tools of any hominids but our
own modern species. The New World
(donÕt forget Australia!) is a world whol-

ly of sapient humankind, conÞdent on
arrival, with Þre, language and widely
varied styles of high craftsmanship. No
site in the New World is anything near
a million years old, an order-of-magni-
tude distinction from many an old site
in the other hemisphere. More precise
dating remains disputable, but that
sharp division by great age and by the
resident human species rests on sure
ground.

Fresh and open design, large pages
with many colorful photographs, dia-
grams and reconstructions, and an ap-
pealing text unafraid of controversy
mark this, the Þrst volume of an ambi-
tious Þve-volume set. The work was
conceived of and produced in Austra-
lia, although the eÝort is cosmopolitan,
with a general editor in Stockholm and
two dozen anthropologist contributors
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AGGRESSIVE BEHAVIOR may be part 
of being human. One way that people
ward oÝ aggression is to threaten to
cease social contact. Here a Yanomami
boy threatens another youngster, who
at Þrst smiles appeasingly. This tactic is
ineÝective, and after being hit, he averts
his gaze, lowers his head and pouts. The
strategy of avoiding contact is much
more eÝective: the aggressor departs.

1 2 3

4 5 6

7 8
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from around the world. There are 10
lively chapters by as many authors to
carry the topic systematically from hu-
man origins on to the archaeology of
the circumpolar Arctic. Within these
narratives, 40 relevant spreads are em-
bedded, each one a specialistÕs concise
account, a bouquet of insights and sur-
prises that includes Neanderthal reli-
gion, Venus Þgurines, thermolumines-
cence-dating techniques and tests of old
spearpoints in elephant hunts today.

A couple of the 300 eye-and-mind-
catching images impel mention. Here
are two grand ßint points made for the
mammoth hunt, beautifully worked in
Washington State some 10,000 years
ago, each one twice the length of a hu-
man hand. Or look at the great auk
masterfully drawn 18,000 years back
on an upper wall of a half-ßooded lime-
stone cave not far from Marseilles. The
image is found 500 feet shoreward
from the submerged cave entrance 120
feet underwater. That unique cave was
found in 1991 by a diver.

While in China, Òimagine a huge cav-
ern. . .existing for hundreds of thou-
sands of years, and consider a few of
the things that would take place.Ó Large
numbers of hyenas, wolves, cave bears,
a few at a time, live and sometimes die
within; owls roost and regurgitate their
pellets of fur and bones. Rocks break
loose and fall from the roof, sand and
dust wash in, plants grow from the
seeds carried in by scurrying rodents.
Finally, people enter, too. Much later
the scholarly excavation is no single co-
herent campaign, but a long struggle of
many directors against time and pen-
ury, often under stress from war out-
side. That is the history of the great
Chinese cavern Zhoukoudian, studied
for two generations.

Many quartz tools and many incom-
plete skeletons of Peking Man have
been found there. But the noise of back-
ground events is loud, the human sig-
nal faint, even though the fossil bones
recovered are Òimmensely important.Ó
About all we can be sure of is that local
groups of Homo erectus lived there, left
some bones and some tools, and made
Þre. They were much rarer occupants
than the hyenas, their Þremarks far
less visible than thick black layers of
owl droppings. This eloquent and real-
istic passage goes a long way to make
clear what we do and do not know
about our ancestors; even more, per-
haps, it clariÞes what we know that
ainÕt so.

For balance and timeliness, for its
rich images and compact lively text,
this is a most welcome book. Of the
four more volumes promised soon are
one on the rest of the Stone Age, one

on the civilizations of the Old World
and one on those of the New (with the
PaciÞc Islands), and a Þnal book in late
1995 on Òtraditional peoples today.Ó
The books to come have here a prepos-
sessing forerunner.

Taming the Gases

HISTORY AND ORIGINS OF CRYOGENICS,
edited by Ralph G. Scurlock. Oxford
University Press, 1992 ($165).

R
ecognition of the material na-
ture of impalpable, invisible gas-
es was no small part of the rev-

olution in chemistry in the days of 
Antoine Lavoisier. A generation later
Michael Faraday began to link gases
fully to the world of matter by turning
them to liquids or solids. All the appa-
ratus artful Faraday needed was a stock
of thick-walled glass tubes a foot or two
long that he could seal. At one end he
placed the reactants he would heat to
form the gas; the other end might be
ice-cooled. His instrumentation was an
internal pressure gaugeÑa drop of
mercury that sealed room air into the
closed end of a length of glass capillary
tubingÑand an external thermometer.
At once he made decisive progress. He
returned to the task much later with
somewhat heavier weapons, even hop-
ing to turn hydrogen into a metal! By
1844 he could report condensation of
a dozen or two gases, including a few
exotics such as cyanogen or ßuosili-
con. Pressures rose to 50 or 100 atmo-
spheres; glass explosions were com-
mon, and masks and goggles became
de rigueur at the Royal Institution.

ÒPermanent gasesÓ remained a tough
challenge. Hydrogen, nitrogen, carbon
monoxide and oxygen refused to lique-
fy, even at the highest pressures. By
the 1870s it became plain both from
theory and from experiment that gases
have a critical temperature. Above that
temperature, gas and liquid have equal
density and form in fact only a single
uniform phase. Once any compressed
gas has been cooled enough to turn it
liquid, the liquid can be evaporated
and thus cooled simply by lowering the
pressure. That colder liquid can be used
to cool a second gas below its own crit-
ical point, and so a cascade of many
cooling steps can be organized using
diÝerent substances. Free expansion
can cool some gases by lowering inter-
nal energy, and gas expansion to do ex-
ternal work against the mechanical
load of piston or turbine wheel cools
even better.

Steam-powered mechanical refriger-
ation, using various compressed and
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expanded ßuids, had begun in mid-cen-
tury. Its purpose was to replace the
winter ice customarily stored in Europe
and America for summertime use and
shipped as far as India. Refrigeration
for brewing lager beer in summer and
for overseas transport of frozen meat
prospered by the 1870s. By then the
thermodynamic lessons had been well
learned in the laboratories, too.

Oxygen was Þrst liqueÞed in 1877. In
Geneva, success came from a cascade
of heat exchange stages, Þrst with liq-
uid sulfur dioxide, then with liquid car-
bon dioxide. The goal was independent-
ly reached at the same time in Paris by
cooling oxygen at high pressure by sur-
rounding it with cold liquid ethylene
and suddenly releasing the pressure.
Both labs made only a transient liquid,
a mist or a small jet of liquid oxygen
that neither could catch or store before
it vaporized. Yet the Þrst permanent
gas had been tamed; cryogenics had
been born.

A ubiquitous resource, atmospheric
oxygen, supports breath itself; a ton of
oxygen is taken up each second by the
breaths of the population of the U.S.,
far less than our Þres use. Industry sep-
arates puriÞed oxygen from American
air at about half the rate we breathe
and puriÞes a ton a second of nitrogen
besides. Those once permanent gases
are distilled in tall columns that enclose
a stack of vertically spaced shallow
trays. LiqueÞed air is fed in halfway up.
Nitrogen-rich vapor bubbles upward
tray by tray while the heavier, oxygen-
rich liquid drips down. For air, howev-
er, all temperatures are well below the
ambient. The cryogenics here is not at
all in the product but in the process.

What is most striking is that this
modern industry goes straight back 
to la belle �poque. Professor Carl von
Linde in Munich was Þrst to produce
liquid air in 1895; inventive young
Georges Claude in Paris was only a few
years behind. Linde used the expansion
of precooled high-pressure air through
a simple valve, depending on internal
work only. Claude instead made a pis-
ton engine to take up gas expansion and
needed much lower pressure. One key
invention was ClaudeÕs use of engine
lubricant that would not freeze; in the
last expansion stage, that was liquid air
itself, an idea, he wrote, Òwhich was by
no means a stroke of genius.Ó The Þrst
large market was oxygen for welding.
Oxyacetylene weldingÑacetylene was
in wide use for lighting at the timeÑ
was a European innovation of 1900.

The original Þrms of Linde and of
Claude still dominate world production.
LÕAir Liquide, the bigger of the two, op-
erates plants in 100 countries. The sep-
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aration process is conceptually un-
changed, though remarkably improved;
plant size has multiplied 200-fold.

In 1877 Sir James Dewar was new-
ly professor at the Royal Institution,
where Faraday had worked all his life.
Within a year Dewar had made a mist
of liqueÞed oxygen in a public lecture
using apparatus from Paris. He was not
Þrst to liquefy hydrogen, however; a
transient hydrogen jet was made in
Krak�w in 1884. But in 1898 he was
the Þrst to hold hydrogen liquid, using
his celebrated silvered vacuum ßasks,
still called dewars. In 1901 Sir James,
now expert with hydrogen, set out to
liquefy the new, very scarce element he-
lium. It was another race, with eager en-
trants in London, Leiden and Krak�w.

James Dewar had always worked
rather alone, even secretively, with a
couple of loyal technicians. But H. Ka-
merlingh OnnesÑprofessor of experi-
mental physics at LeidenÑpioneered
the big lab of the future. His team in-
cluded younger academic peers, includ-
ing engineers and theorists, and drew a
steady procession of lively students.
The entire building full of eager cryo-
genic researchers at Leiden could out-
strip any lone professor and a couple
of assistants at the bench. And it was
in Leiden that helium was Þrst lique-
Þed, stored and put into research use.

Traveling the unending road toward
absolute zero had thrown up the Þrst
great cryogenic surprise, bulk super-
conductivity. By now we understand it
pretty well; after all, in every atom a
few electrons share unending quantum
motion. The even stranger atomic su-
perßows in isotopic liquid helium are
familiar, too, with a wealth of phenom-
ena. The search now is on for ceramics
that will superconduct even without
cryogenics. Thermodynamics led the
cryogenics of the last century; in this
one, it was quantum mechanics that Þ-
nally unlocked the wonders of super-
ßuidity. Cryogenics today imagines its
future around hydrogen and helium,
around useful supercurrents and new
fuels, not in the secure past of liquid air.

Powerful and precise superconduct-
ing magnets are now in place under he-
lium at 1,000 medical imaging sites and
a couple of accelerators (though not in
Texas) and are in late stages of R&D for
levitated trains and ship propulsion.
Maybe one day they will store magnetic
energy in bulk for peak hours of pow-
er demand. Meanwhile myriad smaller
uses of cryogens are signaled by the
dewars we see at every size, from ther-
mos bottles to tank cars.

The cryoengineers have not lagged.
There are many tankers aßoat to carry
liquid methane across the seas beyond

the span of pipelines. Experts dream of
liquid hydrogen to replace the hydro-
carbons as the future fuel of a clean
and sustainable transportation econo-
my whose primary energy is solar or
nuclear. (The learned editor regards liq-
uid hydrogen as too dangerous for au-
tomotive fuel.) Safe professional han-
dling of liquid hydrogen reached large
scale, mainly for rocketry, although
cryogenic rocket fuel is no longer so
dominant over solid propellants. In-
deed, liquid hydrogen as motor fuel
might also give way to hydrogen stored
as metal hydrides.

This expensive volume was prepared
for insiders. But it is full of good gener-
al reading, although it is clearly a col-
lection of opportunity by its many 
expressive authors. They oÝer variety
from complete national histories to
brief narratives of a single important
Þrm or laboratory, in 18 chapters that
tell a story covering Europe east to
Poland, the U.S., China and Japan.

The Joy of Slime Molds

LIFE CYCLES: REFLECTIONS OF AN EVO-
LUTIONARY BIOLOGIST, by John Tyler
Bonner. Princeton University Press,
1993 ($19.95).

I
have devoted my life to slime
molds.Ó So opens this funny, self-
deprecating, charmingly personal

book. It lies between an informal mem-
oir of a life of teaching and fruitful re-
search and an unconventional portrait
of biology, a broad-brushed picture
painted on the easel of evolution.

Bonner found his way to slime molds
as a graduate student. Another stu-
dentÕs thesis led the way. He had pulled
it idly oÝ the shelf in his supervisorÕs
oÛce while Òtalking to the pretty sec-
retary.Ó The cellular slime molds de-
scribed from topsoil worldwide were a
young embryologistÕs dream. Begin
with new spores. Given the needed
substrate, these quicken into scattered
amoebalike cells, scarÞng away at the
rich bacterial lawn they enjoy. After a
few days, the cells have divided might-
ily, and no food is left; the hungry cells
stream together into groups. Each
grouping becomes a translucent mil-
limeter-size sausage of many cells, able
to mimic a tiny sluglike organism, to
ooze slimily about with distinct front
and hind ends. These slugs wander a
while, until one by one they settle in
place and point upward. Their cells
ßow and change about until the slugs
have turned into implanted fruiting
bodies with elegantly tapered stalks a
millimeter or two high. The ripened
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stalks come to bear a small sphere, out
of which are released new spores da
capo. The cycle of life has turned once;
it is the organism over time that is this
bookÕs grand theme.

Every chapter has as title and topic a
way not of being but of becoming. We
read of three ways of becoming larger :
by multicellularity (remarkably diverse
in itself; witness the slime molds); by
development (the diÝerentiation of
cells); and by evolution, now not within
one life cycle but over linked myriads
of them. Adult forms change more sub-
tly. Having become increasingly aware
of the dynamic environment, they can
enlarge in eÝect by lifelong alliances.
Eventually they become social, like the
termites and ourselves, until they come
to bind past with future much more
swiftly, growing cultural as well, which
may entail intelligence.

But back to slime molds. These part-
time multicellulars are aware of one
another. Single cells repel. Cut a slug
into three and plant the parts nearby.
They make stalks that repel againÑthe
stalk of the slug front end forward, the
hind end back, the middle piece verti-
cal. Undergraduates tried shuÜing the
ends, but the result was the same. All
fruiting bodies repel, whatever their
place of origin. By what means? After
nice hints that some gas was involved,
a crucial test was done. A fruiting body
nosedives right into any nearby frag-
ment of activated charcoal. That stuÝ
absorbs and binds most volatiles, so
that its neighborhood is free of vapors.
The clincher was an arrangement that
held a fruiting body sealed in a lidded
plastic dish, one with a tiny hole in the
lid. Put the dish in a chamber that held
clean, moist air, and the fruiting body
would aim straight up for the hole;
sometimes it even went through it. The
case was the same for each of the va-
pors slime cells release, save one. Am-
monia outside, even at a thousandth of
the concentration of the other test gas-
es, induces the fruiting body to ßee the
hole. ÒA moment of slime mold eureka!Ó

If you want to read about Albert Ein-
stein and slime molds, or about nation-
al traditions for preparing culture me-
dia, or any of the deep generalities
touched on, you will Þnd a lot in this
small and friendly space. Nor is sweet,
cheerful John Bonner always in one
mode. He has outgrown idealized Ar-
rowsmith as he welcomed the candor
of Jim Watson, never accused of sweet-
ness. He is stubborn, with good reason,
about evolutionary grand design: forms
get bigger if they can. And try any other
of his eight or nine books; this reviewer
is going to look up The Cellular Slime

Molds, second edition, Princeton, 1967.
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I
t used to be easy to be a professor.
You would read your professional
journals, write your scientiÞc pa-

pers, teach and give seminars. But uni-
versities are in transition and so, there-
fore, are their faculties. More and more
emphasis is being placed on research
rather than on teaching. With the con-
striction of federal research funding
and the inßux of support from private
industry, some see a transformation
from university to research institute to
industrial subsidiary. So when todayÕs
professors hit the big time, they have to
read their professional literature and

Business Week, write scientiÞc papers
and patent applications, teach, give
seminars and sit on the scientiÞc advi-
sory boards of various corporations.

This interaction among scientists,
universities and industry is not new.
But the decrease in government sup-
port for research, combined with the
explosion of new biotechnology prod-
ucts, has intensiÞed the relationship. It
is now more productiveÑand more
complicated.

At present, both the university ad-
ministration and private industry must
play a role in developing the scientiÞc
knowledge that germinates and grows
in the academic environment. The uni-
versity is usually responsible for ob-
taining patents and for licensing the
rights for its professorsÕ inventions.
The biotech company, having licensed
the product, must provide the consid-
erable Þnancial backing required for its
development and marketing.

In the best of all possible worlds, the
inventors, the university administrators
and the biotech executives work as 
a well-oiled machine that creates a ben-
eÞcial product and generates capital 
to support the academic lab, the scien-
tist, the university and the companyÕs
shareholders. In the real world, howev-
er, each of these component parts has
its own agenda. The goals may not en-
tirely overlap; the priorities may be
misaligned.

Nevertheless, advantages accrue to
each of the parties when they come to-
gether. The scientist often receives sig-
niÞcant personal Þnancial rewards as
well as funds for research. Collabora-
tions between academic and industrial
labs serve to extend the capacity and
output of each. The university receives
overhead. The company obtains the

rights for a potentially lucrative prod-
uct. And the product, if it survives the
obstacle course between the lab and
the bedside, will move into clinical use
in a much shorter time. But, a cynic
might recall, there is no such thing as a
free lunch. What price is paid to achieve
these beneÞts? The answer depends on
who responds to the question.

The academic scientist Þnds herself
taking a crash course in business and
law. The demands of negotiating agree-
ments and writing patents drain time
and energy. Some research activities are
redirected from basic science toward
more immediately practical goals. The
promise of continuing industrial sup-
port is seductive but inevitably tied to
commercial products and the bottom
line. The lab may Þnd itself focused on
an agenda set by the company. The ba-
sic research that sparked the initial ef-
fort may lie fallow. The spontaneity of
scientiÞc pursuit, so prized by those
lucky enough to have investigator-initi-
ated government research grants, may
be restricted. The speed with which the
professor can share data or new re-
agents may be slowed. The result, in the
worst scenario, would be deleterious
for the lab, harmful for science, bad for
society.

Happily, such wholesale comman-
deering of academic labs does not oc-
cur if the lab maintains support from
several sources. The decreased avail-
ability of government and foundation
funds, however, makes the worst-case
scenario an ominous possibility.

F
or the university, there are other
concerns. If a university stands to
gain Þnancially from the com-

mercialization of one of its professorÕs
inventions, for example, the institution
may hesitate, out of fear of conßict-of-
interest issues, to participate in clinical
trials of the product. Such a policy,
however, may engender friction and
frustration in the relationship between
university administrators and faculty
members. Distrust can be heightened if
the negotiations with companies are
handled by an oÛcial who represents
the university and not the interests of
the faculty.

Universities themselves have faced
the frustration of licensing their inven-
tions to biotech companies that have
then sublicensed them to larger Þrms

for enormous fees. Because these ÒfeesÓ
can be disguised by a variety of ac-
counting procedures, there is no way
for the university (or the inventor) to
participate in the proÞts of the subli-
censing agreement. Thus, unless the in-
vention becomes a product, the proÞts
made by the biotech companies by
Òßipping the contractÓ are not shared
by the university or the inventor.

Meanwhile the company writes the
checks. Yet, of the three parties in-
volved, it compromises the least in its
time-honored modus operandi. It has
obtained an idea or a product and will
use it to beneÞt itself and the public
good. In the process, of course, it must
contend with the touchy issue of aca-
demic freedom while controlling access
to information about the productÑbut
the Þrm conducts business as usual.

So the scientist, the university and
industry Þnd themselves on a three-
way street where ideas from the aca-
demic laboratory move into the realm
of application. Because the use of this
highway has increased dramatically in
recent years, traÛc jams and collisions
have been unavoidable. And, increasing-
ly, basic research is diverted from its
path. Inevitably, such sidetracking will
slow the movement of basic science
discoveries into biotechnical products. 

Preventing this slowdown requires
some new rules of the road. Increased
government funding for research is
necessary to restore order by redirect-
ing lab eÝorts back toward basic re-
searchÑthe wellspring of all applied
technologies. The scientist and the uni-
versity must cease regarding companies
as intellectual lightweights with deep
pockets and learn from the business
world how economic reality must be in-
tercalated into idealistic goals. And the
company attitude that Òthe scientist has
done the easy workÓ has to give way to
a more inclusive approach that permits
participation by the scientist and the
university in deciding on the best road
to development. Without these accom-
modations on all sides, the ßow of
ideas into products will be slowed, and
all parties, including society at large,
will suÝer from the gridlock.

ESSAY by Susan Zolla-Pazner
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