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Twenty years after it was Þrst identiÞed, this disease is coming under control. Cli-
nicians have identiÞed the pathogen and traced its passage through ticks, rodents
and other mammals. A straightforward, eÝective drug therapy has been found, and
a vaccine is being tested. Investigators have also learned that the illness is global,
and they are beginning to understand the chronic form of the disease.

The demise of the Superconducting Super Collider and the delay of the Large
Hadron Collider do not mean the end of inquiry into the fundamental structure of
matter. A whole range of high-energy particle interactions could leave low-energy
tracesÑand physicists know how and where to look for them. The investigators
will therefore be able to test supersymmetry and other important theories.

The phrase ÒIt made my skin crawlÓ has real biological meaning. By creating exten-
sions of itself into which it can ßow, a cell can move. Cells can do so because the
skeleton of protein Þlaments that holds their shape can dissolve and then re-form
in response to chemical cues. Thanks to their ability to move, cells can repair
breaks in the skin and other tissues, as well as migrate to sites of infection.

64 Solving the Paradox of Deep Earthquakes
Harry W. Green II

At depths below 70 kilometers in trenches along some tectonic margins, rock turns
from a solid into a ßowing plastic. How can such a material create an earthquake?
By simulating deep-earth conditions, geophysicists have discovered that dehydra-
tion and increasing pressure transform the crystal structure of minerals. The
changes cause the material to collapse or slip, which generates seisms.

Billions of these homey agents of good times and bonding in the electronic colise-
um are made every year. Each one is crafted to the Þne tolerances that characterize
airframes and spacecraft. Yet designers and engineers keep reÞning the product.
The primary objective of this technological striving is low cost, achieved by reduc-
ing the amount of aluminum needed.
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For more than 50 years, national security concerns created powerful federal sup-
port for basic and applied research. Since the fall of the Wall, industrial competi-
tiveness has been touted as a more timely goal. Yet policies designed to enhance
competitiveness may even produce more economic harm than good.

When Napoleon invaded Egypt in 1798, he staÝed his army somewhat unusually. In
addition to soldiers, the force included a cadre of scientists. These menÑstranded
for three years because Admiral Nelson destroyed the French ßeetÑcompiled a
dazzling biological, archaeological and sociological inventory of Egypt.

The U.S. economy, and indeed all society, has plunged into cyberspace. Computers
turn up in everything from toasters and aircraft-control systems to the cash regis-
ter at the supermarket checkout. Yet software remains largely the custom product
of a cottage industry. Can it ever be manufactured so that it meets industrial stan-
dards of mass production and reliability?
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THE COVER painting portrays a scene
copied from the tomb of Egyptian pharaoh
Ramses the Third, who reigned from circa
1198 to 1167 B.C. The precise rendering is
one of many illustrations in La Description

de lÕ�gypte, a text compiled by members of
Napoleon BonaparteÕs Commission of Sci-
ence and Arts. These engineers and scien-
tists accompanied the French army when it
invaded and occupied Egypt between 1798
and 1801 (see ÒThe Scientific Importance of
NapoleonÕs Egyptian Campaign,Ó by Charles
C. Gillispie, page 78). 
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Time Travel

In ÒThe Quantum Physics of Time
TravelÓ [SCIENTIFIC AMERICAN, March],
David Deutsch and Michael Lockwood
state that trips into the past do not vio-
late any of the known laws of physics.
They base this statement on the Òmany
universesÓ interpretation of quantum
mechanics.

Nevertheless, a review of their expla-
nation and diagram reveals that in fact
their time traveler violates a number of
conservation laws. In disappearing from
the B-universe and appearing in the A-
universe, the time traveler certainly must
carry the electrons in her body from B
to A, thus violating the conservation of
lepton number in both universes. In ad-
dition, she carries her mass and energy
from B to A, violating the conservation
laws of mass and energy. If she carries
an electric charge, then electric charge
is not conserved either.

Perhaps it could be argued that these
conservation laws are obeyed only when
all the alternative universes are taken
into account. Unfortunately, this leads
to conservation laws that may not be
obeyed in any single universe and are
therefore completely unlike those we
now know.

Publish this letter. Otherwise I shall
send it to you again last year!

ROBERT H. BEEMAN

Coral Springs, Fla.

What about OccamÕs razor? Complex-
ity should not be added without good
reason. Deutsch and Lockwood postu-
late the existence of uncountable paral-
lel universes (a ÒmultiverseÓ). That is
one interpretation of the meaning of
quantum mechanics, but it is not the
only one, and we are not necessarily
forced to accept it. Moreover, it does
not explain anything real: no time-trav-
el paradox has ever been known to oc-
cur, there are no actual indications of
parallel universes and no time loops
have ever been encountered.

A. R. PETERS
Enschede, the Netherlands

The authors attempt to eliminate the
time-travel paradox by allowing travel
only between parallel universes. In oth-
er words, time travel within a single uni-
verse is still prohibited. If one cannot

travel into oneÕs own past, how can it
be said that one is traveling into the
past at all?

LIONEL D. HEWETT

Chairman
Department of Physics
Texas A & M University

Deutsch and Lockwood reply:
Does time travel violate conservation

laws? No. The laws of quantum physics,
including conservation laws, do not in
general determine events in a single uni-
verse but only in the multiverse as a
whole. In our time-travel examples, no
mass, charge or other property is ever
created or destroyed. It merely travels
from one place to another, perhaps in
another universe.

OccamÕs razor properly applies to
concepts, not universes. To say that
there are Òmany universesÓ is no more
than to say that big things obey the
same physical laws that experimental
physicists routinely apply to subatomic
particles, which involve multiple trajec-
tories or histories. What does violate
OccamÕs razor is the introduction of
additional elementsÑsuch as hidden
variables or a collapse of the wave func-
tionÑfor which there is no experimen-
tal or theoretical justiÞcation beyond 
a stubborn attachment to a classical
worldview.

Is what we described really travel into
the past or just travel into another uni-
verse? Call it what you like, but if the
terms ÒpastÓ and ÒfutureÓ are to mean
anything, they should refer to some-
thing physically observable. Therefore,
if yesterday in ÒourÓ universe qualiÞes as
the past, then so must yesterday in a
universe that was physically identical to
ours, even if it subsequently diverged.

Eco-Label Confusion

We appreciate being mentioned in
ÒHow Green is My Label?Ó [ÒThe Analyt-
ical Economist,Ó SCIENTIFIC AMERICAN,
May], but the description of our Envi-
ronmental Report Card by Marguerite
Holloway and Paul Wallich is likely to
leave your readers confused. The Envi-
ronmental Report Card is not a seal of
approval, nor is it viewed as one by con-
sumers. In fact, it was developed pre-
cisely to overcome the observed deÞ-
ciencies of the seal programs, through

research and through input from gov-
ernment agencies, industry, and con-
sumer and environmental organizations.
It has earned praise from a wide range
of environmental and scientiÞc experts
and is supported by major retailers.

Unlike seal programs, the Environ-
mental Report Card does not set arbi-
trary standards to deÞne what makes a
product Ògreen.Ó Instead it presents the
environmental burdens of a product in
a straightforward manner. Every prod-
uct, no matter how green, has some en-
vironmental burdens; the less energy
and fewer resources used and the less
pollution and solid waste created, the
better. Companies are free to use any
technology or process to reduce the
burdens associated with their products,
rather than being conÞned to a set of
select technologies. 

LINDA BROWN

Vice President, Communications
ScientiÞc CertiÞcation Systems
Oakland, Calif.

Holloway and Wallich reply:
We did not say that the report card is

a seal of approval, rather that con-
sumers can interpret it as such. Nowhere
does the report card state that it is not

a seal of approval. Brown may not feel
such a disclaimer is necessary. But when
a consumer is faced with two products,
only one of which bears a report card
(in green ink), who could blame him or
her for thinking that the graded prod-
uct is somehow more benign? Further-
more, the label is hardly simple: the
rating system is not based on readily
accessible standards and does not ease
comparisons between products with
disparate environmental impacts.

Letters selected for publication may

be edited for length and clarity. Unso-

licited manuscripts and correspondence

will not be returned or acknowledged
unless accompanied by a stamped, self-

addressed envelope.

ERRATUM
The caption on page 99 of ÒNurturing

NatureÓ [April] misidentiÞes the photo-
graph at the left. It shows a mangrove
wilderness.

Copyright 1994 Scientific American, Inc.
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50 AND 100 YEARS AGO

SEPTEMBER 1944

ÒThe war has led to the construction
of many large ßying Þelds well adapted
to military needs, but has not produced
a coordinated system of airports ade-
quate for the real needs of the United
States. There are now 3000 civil air-
ports. Soon after the war there will be
need for at least 3000 extra Þelds.Ó

ÒIf war-necessitated industrial plant
construction has done nothing else, it
has brought home forcefully the fact
that clean plants, attractively designed,
tastefully landscaped without and dec-
orated within, are worth the slight ex-
tra cost and trouble that these features
entail. Community pride is developed
thereby and workers are happier.Ó

ÒWhite-hot sheet steel moving 20 miles
an hour as it emerges from a rolling
mill can have its thickness accurately
measured by x-rays. This new develop-
ment is described as follows by Dr. Wil-
liam D. Coolidge, General Electric Vice-
President in charge of research: ÔX-rays
may be used as a gauge without making
mechanical contact with the work. With
an x-ray outÞt below and an x-ray inten-
sity measuring device above the sheet,
it becomes possible to have a constant
indication of thickness and, if desired,
to have the x-rays themselves control
the mill so as to maintain automatically
a constant thickness of the steel sheet.Õ Ó

ÒA series of studies have led A. R.

Lauer, associate professor of psycholo-
gy at Iowa State College, to conclude
that unrestricted driver licenses should
be given only to those having Ôat least
20/40 vision in both eyes, or 20/30 vi-
sion in one eye. When vision reaches
20/80 or 20/100 it may be best to limit
the applicant to daylight driving or to
speeds below 30 miles an hour.Õ Ó

SEPTEMBER 1894

ÒThe French War OÛce seems to be
the target for all inventors, intelligent
and otherwise. One invention takes the
form of a captive shell, made to explode
over fortresses, etc., and containing a
small camera attached to a parachute.
The enemyÕs fortiÞcations would be
photographed instantaneously, the ap-
paratus hauled down like a kite, and
the only remaining operation would be
to develop the plates. Another inventor
thinks that explosive bullets Þlled with
pepper would have the twofold result
of blinding the enemy and fostering
French trade with its colonies.Ó

ÒAs the result of elaborate investiga-
tion, Dr. J. S. Haldane arrived at the con-
clusion that in colliery explosions the
deaths from suÝocation were due, not,
as generally supposed, to carbonic acid
gas, but to the preponderance of nitro-
gen and the deÞciency of oxygen. Life

could be saved if the colliers could be
supplied with oxygen for an hour or so;
and he has devised and exhibited an ap-
paratus for enabling a man to breathe
oxygen, of which 60 liters were com-
pressed into a one-half liter bottle, with
tube and regulating taps.Ó

ÒIn the department of dentistry the
Chinese have anticipated by centuries
the profession in Europe and America
in the insertion of artiÞcial teeth. A sec-
tion sawed from the femur of an ox is
utilized to Þll the vacant space in the
mouth. Through holes drilled in each
end, copper wires are passed to fasten
the bone to the adjoining teeth.Ó

ÒOn Tuesday, July 31, for the Þrst time
in the history of the world, a ßying ma-
chine actually left the ground, fully
equipped with engines, boiler, fuel, wa-
ter and a crew of three persons. Its in-
ventor, Mr. Hiram Maxim, had the proud
consciousness of feeling that he had ac-
complished a feat which scores of able
mechanics had stated to be impossible.
Unfortunately, he had scarcely time to
realize his triumph before fate inter-
posed to dash his hopes. In a moment
the machine lay stretched on the ground
like a wounded bird with torn plumage
and broken wings. Its very success was
the cause of its failure, for not only did
it rise, but it tore itself out of the guides
placed to limit its ßight, and for one
short moment it was free. But the wreck
of the timber rails became entangled
with the sails, and brought it down.Ó

The Maxim ßying machine

Copyright 1994 Scientific American, Inc.



Super Loops
Strange, delicate rings of light
frame a recent supernova

N
ature has an astonishing ability
to create grace out of devasta-
tion. The latest case in point is

supernova 1987A, a blue giant star
that dramatically obliterated itself sev-
en years ago. A new view from the Hub-

ble Space Telescope reveals three deli-
cate, well-formed rings that have ap-
peared around the exploded star. The
image has both delighted and baÜed
astronomers. ÒItÕs beautifulÑI even
have it on a T-shirt!Ó exclaims Richard
McCray of the Joint Institute for Labo-
ratory Astrophysics in Boulder, Colo.
But how could those rings have formed?
ÒIÕm stumped,Ó he confesses. ÒThere is
nothing else like it in the sky.Ó

Hints of the supernovaÕs loopy nature
began to emerge in 1989, when ground-
based telescopes detected a bright ring.
At Þrst, researchers thought they had a
good explanation for that celestial hula
hoop, notes Christopher Burrows of the
Space Telescope Science Institute, who
conducted the latest Hubble observa-
tion. Some 30,000 years before its de-
mise, the star expanded into a red gi-
ant star that puÝed oÝ a thick cloud of
gas concentrated along its equator. Sev-
eral thousand years ago that red giant
evolved into a smaller, hotter blue star
that emitted a wind of high-velocity gas.
The blue-giant wind overtook the older,
denser material and compressed it into
a thin, hourglass-shaped shell. The bril-
liant ßash of the supernova illuminated
the dense waist of that shell, which ap-
pears as a ring.

McCray and his colleague Douglas 
N. C. Lin of the University of California
at Santa Cruz now question that model,
primarily because it is hard to under-
stand why astronomers clearly see a
narrow ring but Þnd no hint of the oth-
er parts of the shell. Also, the ring is
expanding far more slowly than one
would expect from the above scenario.
McCray and Lin propose instead that
the ring is the inner edge of the ßat-
tened disk of gas from which the star
formed several million years ago. If so,
then astronomers are seeing, in a sin-
gle snapshot, traces of the starÕs birth
as well as its death.

The origin of the faint outer loops
around the supernova is even more ob-
scure. Burrows oÝers a tentative expla-
nation. He proposes that an unseen
neutron star or black hole lies close to
the supernova remnant. That star could
shoot out twin, opposing jets of materi-
al that compressed two circular parts of
the shell around the supernova; those
circular parts, when struck by radiation
from the exploded star, light up, pro-
ducing the dual outer loops. McCray ob-
jects that BurrowsÕs model violates Òthe
tooth fairy ruleÓÑa credible theory can
invoke a mysterious, unknown agent
(Òtooth fairyÓ) only once. But he agrees
with Burrows that, for now, there is no
better explanation.

Fortunately for scientists, supernova
1987A is not standing still. Debris from
the explosion is racing outward; some-
time around 1999 it will collide with the
inner ring, giving rise to some spectac-
ular millennial Þreworks. The duration
of those Þreworks will reveal whether
the ring is part of a thin shell or the in-

ner rim of an extended disk, as McCray
and Lin suggest. Furthermore, a spread-
ing ellipse of illumination from the en-
ergized inner ring will gradually expose
the outer rings and other currently in-
visible features in the region. The result-
ing three-dimensional picture of the 
supernovaÕs surroundings will unfold
Òlike a movie,Ó McCray explains. Given
the coming attractions, this looks like a
show not to miss. ÑCorey S. Powell

Gone with a Bang
Supernova explosions create
a gang of stellar runaways

P
ulsars are among the strangest
stars in the Milky Way. They are
as massive as the sun but mea-

sure only about 10 kilometers across.
They spin up to hundreds of times each
second; during each turn, a pulsarÕs
magnetic Þeld whips up a pulse of ra-

SCIENCE AND THE CITIZEN
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RINGS OF GLOWING GAS around supernova 1987A defy easy explanation. The
large rings lie in front of and behind the bright inner ring, implying that these fea-
tures are part of a tilted, hourglass-shaped structure.
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diation that sweeps by the earth (hence
its name). Now Andrew G. Lyne and 
D. R. Lorimer of the University of Man-
chester Þnd that unlike normal stars,
pulsars often do not even remain in
the galaxy where they originated.

For more than two decades research-
ers have known that pulsars move fast-
er than normal stars. New observations
reveal the disparity to be much greater
than workers realized, however. Last
year a group headed by James M. Cordes
of Cornell University observed the glow-
ing trail of a runaway pulsar plowing
through a gas cloud. CordesÕs team es-
timates the pulsar travels at least 800
kilometers each secondÑso fast that it
will break free of the Milky WayÕs gravi-
tational clutches.

The study by Lyne and Lorimer dem-
onstrates that such runaway pulsars
are the rule, not the exception. The two
workers examined a number of im-
proved surveys of the apparent motion
of pulsars across the sky. They also took
into account recent work by Cordes and
Joseph H. Taylor of Princeton Universi-
ty, which indicates that pulsars are sys-
tematically more distant than previous-
ly thought (which in turn implies that
old estimates of pulsarsÕ rate of motion
were too low). In the end, Lyne and Lor-
imer concluded that the average pulsar

is born traveling at a rate of about 450
kilometers a second, so fast that Òabout
half of the neutron stars probably es-
cape the Milky Way,Ó Lyne says.

Earlier surveys had tended to over-
look the fastest pulsars because their
paths carry them out of the galaxy and
away from the viewer, making them rel-
atively faint and hard to detect. Those
wayward stars form a giant halo around
the bright spiral disk of the Milky Way.
Many of the stars in that halo continue
outward into intergalactic space, sur-
rounding our galaxy with a vastly dis-
tended mist of neutron stars. Likewise,
some of the old neutron stars now in
the Milky Way may have originated in
other galaxies, Lyne points out.

The discovery of runaway pulsars has
inevitably raised the question of what
accelerates these stars to such tremen-
dous velocities. Most astronomers infer
that a slight asymmetry in the initial
supernova explosion sends the neutron
star shooting away like a pinched wa-
termelon seed. But at present, theorists
cannot generate anything more than
Òhand-waving argumentsÓ to explain
how such asymmetries might come
about, Lyne notes. (Theoretical model-
ing of supernovae has been suÛcient-
ly crude that, until recently, computer
simulations routinely produced duds

that collapsed instead of exploding.)
Uneven emission of neutrinos or ejec-

tion of gas during a supernova explo-
sion could give pulsars the ÒkickÓ that
explains their high velocities, reports
Adam Burrows of the University of Ari-
zona. Indeed, increasingly elaborate
computer codes indicate that some such
irregularities must occur during the ex-
plosion. Current models produce pul-
sar velocities that are considerably too
low, however. ÒWe havenÕt been able to
put everything together yet,Ó Burrows
says. ÒThe data show that thereÕs a lot
more violence than weÕve been able to
simulate.Ó

If the core of the exploding star re-
ceives a mighty shove in one direction,
the supernova should also produce a
lopsided cloud of debris. Robert A. Fes-
en and Kurt S. Gunderson of Dart-
mouth College may have detected such
a feature in Cassiopeia A, the remnant
of a supernova that occurred just 300
years ago. The two astronomers see a
jet of gas racing away from the center
of the explosion at 12,000 kilometers
per second, twice the speed of the other
parts of the remnant. ÒIn at least one
section, it was a very asymmetric ex-
plosion,Ó Fesen concludes.

Even here, alas, the supernova story
is far from clear. Observers cannot Þnd
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Sick, Sick, Sick
Neurotic? Probably,
says DSM-IV

D
o you use grammar and punc-
tuation poorly? Is your spelling
horrendous, and penmanship

bad, too? You may be mentally illÑthat
is, if your diagnostician believes you
are truly impaired and adheres strictly
to the guidelines laid out in the latest
edition of the Diagnostic and Statistical

Manual of Mental Disorders IV (DSM-

IV ), published by the American Psychi-
atric Association. The manual lists these
indications under Code 315.2, the ÒDis-
order of Written Expression.Ó

The DSM, or Òthe psychiatristÕs bible,Ó
catalogues the behavioral traits associ-
ated with some 290 diÝerent psychoses

and neuroses. The newest version is the
third update published in the past 15
years, and critics charge that it shares a
problem with its predecessors. ÒThe
criteria open a wide bag, and a lot of
healthy people fall in,Ó explains Herb
Kutchins,,  a professor of social work at
the California State University at Sacra-
mento. Kutchins notes that tomboys
could be diagnosed with gender-related
personality disorders, or college stu-
dents as alcoholics.

Kutchins and his colleague Stuart A.
Kirk of the University of California at
Los Angeles claim the book serves pri-
marily as a guide to Þlling out insur-
ance forms. ÒMost counselors use it for
Þling only, not for treatment planning
or understanding clients better,Ó Kirk
says. To reach this conclusion, the two
have polled social workers in the U.S.
about how they use the DSM.

Allen Frances, chair of the psychiatry
department at Duke University and
chief author of DSM-IV, disagrees with
Kutchins and Kirk. ÒThey trivialize the
very important role DSM-IV plays in
clinical communication, treatment se-
lection and facilitating research,Ó he
says. ÒThose of us who have worked on
it for a very long time realize its limita-
tions but also its enormous value.Ó

Frances concedes that the guidelines

do leave room for diÝerences in clini-
cal judgment. He points out, however,
that no set of criteria could be strictly
objective. ÒCriticism of the DSM system
comes from people who consciously or
unconsciously reify it,Ó he says. ÒItÕs
only when the criteria are taken too se-
riously or applied too literally that prob-
lems arise.Ó

Such as Þnding that a large number
of Americans are, well, a little oÝ? Sad-
ly, Frances thinks not. A recent survey
done at the University of Michigan
found that half of all Americans suÝer
during their lifetime from one or an-
other of the illnesses in the DSM; a
third are so aÜicted in any given year.
ÒThe criteria are fairly common occur-
rences, and so a large number of the
population will exhibit some of them,Ó
Kirk says. ÒWhat qualiÞes as a mental
disorder is a complex question.Ó

The 27-member revision committee
behind DSM-IV tried to Þnd an answer
by conducting 150 research reviews, re-
analyzing 45 data sets and performing
12 Þeld trials. In the end, it weeded out
all but eight new entries. Inhalant-in-
duced anxiety disorder made the grade;
minor depression did not. ÒThere was
not enough information to warrant its
inclusion,Ó Frances says. ÒWe were con-
cerned that simple and ordinary aches

SCIENTIFIC AMERICAN September 1994       17

a pulsar connected with Cassiopeia A,
and Fesen notes that there may be mul-
tiple jets pointing in various directions.
Such features would further complicate
the picture of what happens in super-
nova explosions. ÒThis is not quite the
smoking gun youÕre looking for,Ó Fesen
cautions. ÒThe thing is smoking, but
itÕs a bit cloudy.Ó ÑCorey S. Powell
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and pains would be overdiagnosed.Ó
Some preexisting categories were re-

tested but none removed. In the past,
gay activists lobbied to have homosex-
uality erased from the DSM register;
feminists likewise had PMS banished to
the appendix, awaiting further research.
ÒMost diagnostic categories donÕt have
opponents who demand that the APA
scrutinize the evidence,Ó Kirk says. ÒThe
arbitrary line of what gets included is
drawn with some political sensitivity.Ó

Still, the DSMÕs contents must corre-
spond to those found in the Interna-

tional ClassiÞcation of Diseases (ICD),
published by the World Health Organi-
zation. By treaty, the U.S. must base
surveys of mental health on ICD stan-
dards. In some cases, more than one
DSM-IV disorder falls under the same
ICD-IX heading. And the ICD-IX num-
bers are diÝerent from those used in
the ICD-X, which debuted last year. A
DSM appendix explains how to cross-
reference ICD-IX and ICD-X codes.

So why does DSM-IV use codes from
an earlier version of ICD? ÒIt may take
another seven years before ICD-X stan-
dards are adopted in this country,Ó
Frances explains. By then, Kutchins ven-
tures a guess that a new DSM, sure to
be a publishing success, may be on the
way. ÑKristin Leutwyler
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Hot Air
U.S. CO2 emissions may put 
reduction goal beyond reach

O
n April 21, 1993ÑEarth DayÑ
President Bill Clinton announced
that the U.S. would reduce its

emissions of greenhouse gases to their
1990 levels by the year 2000. The pledge
was intended to show that the U.S. took
seriously the Framework Convention on
Climate Change that had been agreed
on at the Earth Summit in Rio de Janeiro
in 1992. Other industrialized countries
made the same promise. The adminis-
tration followed through in October of
last year by publishing its Òclimate
change action plan,Ó which speciÞed
how the target would be met.

Less than a year later the action plan
isÑif not quite in tattersÑunder severe
strain. The document allows for an in-
crease of 3 percent in U.S. carbon diox-
ide output by 2000 because emissions
of other greenhouse gases are expected
to fall, leaving a level total. But calcu-
lations completed in July by Howard
Geller and Skip Laitner of the American
Council for an Energy-EÛcient Econo-
my indicate that carbon emissions in
the U.S. had by last year already climbed

to 2.3 percent above the 1990 level, to
1,369 million metric tons.

The governmentÕs own carbon emis-
sion numbers will be published later
this year, but oÛcials say they are un-
likely to diÝer signiÞcantly from Geller
and LaitnerÕs Þgures. Geller and Laitner
used the Department of EnergyÕs most
recent estimates of 1993 fuel consump-
tion. The calculation methods are stan-
dard. In other words, emissions have
increased enough in three years to take
up three quarters of the allotment for
the whole decade. The U.S.Õs commit-
ment to return to the levels of 1990 
by 2000 appears out of reach, unless
strong new steps are taken to curb fur-
ther growth in emissions.

Geller says the upturn in 1993 results
largely from a 4.9 percent gain in eco-
nomic activity since 1990. He and his
colleagues as well as workers at the Nat-
ural Resources Defense Council have
proposed several eÛciency initiatives
that they say could bring the target back
in reach. The proposals include further
improvements in automobile fuel eÛ-
ciency and laws to require the use of
recycled material in aluminum and plas-
tic production. GellerÕs group would
also like states to reform the regulation
of utilities so that investments in ener-
gy eÛciency will become at least as
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profitable as those in energy supply.
If the U.S. fails to honor its commit-

ment, which is not legally binding, it
will be unable to say that it was not
warned. The World Energy Council, an
industry organization, stated in a report
called Energy for TomorrowÕs World,

which was published last year, that
there was Òno realistic possibilityÓ that
under current policies developed coun-
tries could meet the goal of returning
to 1990 emission levels by the year
2000 [see ÒTurning Green,Ó page 96].

Looking at the world as a whole, esti-
mated carbon dioxide emissions from
fossil fuels have decreased slightly since
1991, according to estimates by the
Worldwatch Institute in Washington,
D.C. But analysts agree that the expla-
nation for the fall lies in the recession
and, especially, the economic chaos in
Russia and eastern Europe. The 1991
oil Þres in Kuwait may also have con-
tributed. So the downswing is unlikely
to be permanent.

It is tempting to see a link between

the slight fall in carbon dioxide emis-
sions resulting from human economic
activity and a slowdown in the rate of
accumulation of atmospheric carbon
dioxide from all sources between 1991
and 1993. But the link is tenuous, say
Charles D. Keeling and Timothy Whorf
of the Scripps Institution of Oceanogra-
phy in La Jolla, Calif., who monitor car-
bon dioxide levels at stations at the

South Pole and on Mauna Loa in Ha-
waii. They think natural processes, in-
cluding the eruption of Mount Pinatu-
bo in the Philippines in 1991, are large-
ly responsible for the slower buildup of
the gas between 1991 and 1993.

An ÒEl Ni�o,Ó a periodic global climat-
ic disturbance, persisted during those
years, and that anomaly may temporar-
ily increase the oceanÕs uptake of car-
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U.S. EMISSIONS of carbon dioxide seem
to be headed higher than those called
for in the climate change action plan
and higher than the baseline projection,
which assumed no special controls.
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BackÞre
Could Prozac and Elavil 
promote tumor growth?

S
ome oncologists have begun to
contemplate the disturbing pros-
pect that two of their favorite

agents, Prozac and Elavil, might be med-
ical boomerangs. Episodes of severe
depression occur three times more fre-
quently in cancer patients than in the
general population, and women are vic-
tims of depression more often than
men. Prozac and Elavil can alleviate the
depression that often accompanies
breast cancer and other malignancies.
Now there is disturbing evidence that
the popular antidepressants may accel-
erate tumor growth.

Concern emerged two years ago when
a group of Canadian scientists report-
ed that rodents that were given Prozac
and Elavil experienced an increase in
the rate of growth of breast cancers and
increases in the weight of other tumors.
Recent work with antihistamines deep-
ens the concern. The research team, led
by Lorne J. Brandes, an oncologist at the
University of Manitoba, has revealed a
possible mechanism by which antihis-
tamines and antidepressants may en-
courage tumor growth.

Antidepressants and antihistamines
are closely related in function. Both
block chemical messengers that are re-
leased by white blood cells known as
mast cells. Antihistamines counteract
histamine, which triggers allergic re-
sponses. Antidepressants generally
function by blocking the reuptake of
serotonin, a neurotransmitter that is
important in the regulation of emotions.
Because the chemical structure of sero-
tonin is similar to that of histamine,
antidepressants can also interfere with
histamine by binding to its receptor
sites.

Brandes and his colleagues have dis-
covered a new receptor site in the fam-
ily of enzymes known as cytochrome-
P450. Cytochrome-P450 is involved in
regulating cell metabolism, detoxiÞca-
tion of the intracellular environment
and cell growth. Brandes believes that
both the antidepressants and antihis-
tamines bind to the cytochrome-P450
receptor sites. The result, he suspects,
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bon dioxide. Pinatubo threw dust into
the stratosphere that caused cooling
below and, possibly, increased precipi-
tation. Keeling and Whorf speculate that
those eÝects spur plants to take more
carbon dioxide out of the atmosphere.

In any event, the go-slow was only
temporary: this year the rate of carbon
dioxide buildup measured at Mauna Loa
picked up again and is at the high end
of predictions based on known human
emissions. The great experimentÑhow
life will change in a highÐcarbon dioxide
atmosphereÑseems to be getting un-
der way. ÑTim Beardsley

LORNE J. BRANDES studied the progression of cancer in rodents that received an-
tidepressant or antihistamine drugs in doses equivalent to those for humans. He
observed accelerated tumor growth.

ON SALE
SEPTEMBER 27

LIFE
IN THE UNIVERSE

Steven Weinberg

ORIGINS
OF THE EARTH

Robert P. Kirshner

THE EVOLUTION
OF LIFE

ON EARTH
Stephen Jay Gould

THE EMERGENCE
OF INTELLIGENCE

William H. Calvin

SUSTAINING LIFE
ON EARTH
Robert W. Kates

WILL ROBOTS
INHERIT THE EARTH?

Marvin Minsky

THE SEARCH FOR
EXTRATERRESTRIAL LIFE

Carl Sagan

COMING
IN THE

OCTOBER
ISSUE...
THE 1994

SINGLE-TOPIC
ISSUE

LIFE IN THE UNIVERSE

G
E

R
A

R
D

 K
W

IA
T

K
O

W
S

K
I

Copyright 1994 Scientific American, Inc.



is the tumor cell growth that his group
observed.

Brandes also points out that the
chemical structures of Prozac and Ela-
vil are similar to those of tamoxifen and
its derivative known as DPPE. Although
these compounds are used to treat cer-
tain forms of cancer (tamoxifen has
been standard breast cancer therapy
since the 1970s), both have been con-
nected to tumor growth. Tamoxifen can
promote uterine cancer in some women,
and DPPE has been observed to cause
tumor ßares in some patients.

What shifts the drugs from cancer
therapy to cancer threat? ÒPromotion
of cancer growth does not occur at all
dosages,Ó Brandes states. ÒIn the case
of DPPE, high dosages are used for tu-
mor prevention. Low dosages, however,
seem to accelerate tumor growth.Ó

Brandes describes this unusual pat-
tern of response as a Òbell-shaped curveÓ
in which promotion of tumor growth
occurs most signiÞcantly in the low- to
mid-dose ranges rather than at the high-
est or lowest amounts. This pattern of
cancer promotion at moderate dosages
is of particular concern to Brandes.
ÒToxicologists have assumed for years
that high doses of a drug cause cancer,
and if they donÕt see a problem at the
highest dosage, they donÕt look at low-
er ones.Ó Brandes studied the low- to
mid-dose range of antidepressant drugs.
For example, the rodents received the
equivalent of a human dose of one to
four Prozac pills a day.

Critics point out that the experiments
involved mice that had been given a
carcinogenic substance known as DMBA
or had been injected with active tumor
cells. Douglas L. Weed, chief of preven-
tive oncology at the National Cancer In-
stitute, feels the study might not be
readily applicable to humans because,
he notes, people do not have their tu-
mors injected. Determining what accel-
erates tumor growth in humans is
more diÛcult than it is in animals be-
cause control conditions are harder to
monitor in humans.

But Brandes sees an apparent double
standard. ÒDrugs are screened in ani-
mals for their safety for human use.
When drugs decrease cancer in rats,
people are excited. Now weÕre showing
that, at certain doses, these drugs ac-
celerate tumor growth in rodents, and
people say weÕd better wait and see.
You canÕt have it both ways.Ó

Until the debate is resolved, what
should users of antidepressant drugs
do? Jimmie Holland, chief of the psy-
chiatry service at Memorial Sloan-Ket-
tering Cancer Center in New York City,
oÝers words of caution. ÒDepression is
a problem that needs aggressive treat-

ment. Many breast cancer patients who
should be recognized as depressed re-
main untreated. This issue may com-
pound the problem by making people
afraid to take medication that they
need.Ó

Brandes agrees that for some people
there is no choice except to take these
types of medication. ÒThereÕs no ques-
tion that Prozac is an excellent antide-
pressant drug. But I am worried about
the use of these substances in cancer
patients.Ó ÑSasha Nemecek

Lonesome Cowpokes
U.S. particle physicists are
seeking distant venues

C
ongressÕs cancellation last fall of
the Superconducting Super Col-
lider (SSC) was, as David B. Cline

of the University of California at Los
Angeles puts it, Òa gut-wrenching expe-
rience.Ó The nationÕs particle physicists
had pinned all their hopes on the giant
machine, which would have carried the
search for fundamental particles far
into an uncharted realm. The only com-
petitor, the Large Hadron Collider (LHC)
at CERN, the European laboratory for
particle physics near Geneva, will be
much inferior in its ability to unveil ex-
otic new objects.

But it has an undeniable advantage:
it will be built. So after months of agony
and discouragement American particle
physicists have come out of mourning
to put forward a sober and conciliatory
program for participating in their sci-
ence. A major part of the recent plan,
drafted by a panel headed by Sidney D.
Drell of the Stanford Linear Accelerator
Center (SLAC), would call for Ameri-
cans to overcome their instinct to go it
alone and to join the LHC.

But the LHC will probably not be com-
pleted before 2005. For the interim, the
panel asks for a ÒbumpÓ of $150 million
over three years to complete more mod-
est but interesting domestic projects
that the SSC had shoved out of the lime-
light. Judging from the response, Con-
gress is ready to apply some balm.
ÒThere seems to be a perception that
high-energy physics has borne more
than its share of deÞcit reduction,Ó an
observer notes. Representative Sher-
wood Boehlert of New York, an impla-
cable foe of the SSC, is one of three
congressmen who introduced a bill in
late June to authorize much of what
the Drell panel recommended. But he
staunchly denies any change of heart.
At a projected $11 billion, he says, Òthe
SSC was way over budget, way behind
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schedule and eating into the base pro-
gram. I have received hundreds of let-
ters from the science community ap-
plauding my success [in killing it].Ó

Still, the ghost of the SSC continues
to lurk, even as the Department of En-
ergy (which oversees the aÝairs of par-
ticle physics) prepares to negotiate with
CERN about U.S. participation in the
LHC. One issue is the reliability of U.S.
support. ÒWeÕve never had a project
canceled,Ó says Christopher Llewellyn
Smith, director general of CERN. ÒOur
member nations take their commit-
ments seriously.Ó Americans and Euro-
peans alike question whether the U.S.
can be a reliable partner.

CERN, in which 19 nations participate,
is currently negotiating the funding of
a long-term plan through 2005, with
detailed provisions through 1998. Fer-
milab, on the other hand, will not know
its budget for 1995 until the House and
the Senate pass the Energy and Water
Appropriations Bill and it is then signed
by the presidentÑa process that could
carry over well into Þscal year 1995.

About 500 Americans already work
on experiments at CERN and have free
use of the facilities. ÒLike other labora-
tories, we have an open-door policy,Ó
Llewellyn Smith says. The expectation
was that Europeans would likewise
work at U.S. laboratories; with the SSC
being canceled, there is little hope that

the favor can be returned. ÒWe feel like
interlopers,Ó Cline comments. ÒWe donÕt
pay our bills.Ó

To participate in any major way, the
U.S. will have to contribute an amount
commensurate with the number of sci-
entists involved. How much, Llewellyn
Smith will not say. Nor will Boehlert re-
veal what the U.S. is willing to put up:
ÒYou donÕt show your hand before you
start the poker game.Ó But the $400
million mentioned by the Drell panel is
Òcertainly doable,Ó he adds. ÒNothing
compared to the SSC.Ó

Most of the Americans who were de-
veloping detectors for the SSC at uni-
versities and laboratories are already
working on the LHC detectors. Although
CERN has been very welcoming of the
Americans and their expertise, some
small cultural adjustments are appar-
ently in order. At a recent conference,
one European urged his Yankee col-
leagues to Òleave their cowboy boots
behind.Ó As few U.S. physicists at CERN
wear this native gear, it would appear
that the reference is to the tendency of
the uninhibited inheritors of Lawrence,
Richter, Feynman, Gell-Mann and Wilson
to speak up so often that they dominate
the discussions.

Yet unless their participation in the
LHC is placed on a Þrm legal and Þnan-
cial basis, it is hard to see how the
Americans can other than tiptoe. Cur-

rently they are funded by
a mixture of money allot-
ted for the SSCÕs funeral
and some scraped togeth-
er from their home insti-
tutions. According to
Frederick J. Gilman of
SLAC, a third of the 198
physicists who were at the
SSC site have already left
high-energy physics. The
worst is not over. Most 
of the SSC funeral money
will be spent by the end
of 1994, and the Drell
panel bump will not kick
in ( if it does) until 1996.
Ò1995 will be tough,Ó
Drell admits.

In this climate, high-en-
ergy physicists are being
forced to redeÞne their
goals. ÒThe SSC had creat-
ed a mood of very high
expectations,Ó says James
D. Bjorken of SLAC. Ex-
perimenters are reconcil-
ing themselves to Þlling
in details of the Standard
Model of particle physics.
ÒWe now have the most
beautiful set of data,Ó says
Melissa Franklin of Har-

vard University, who belongs to a group
at Fermilab that recently saw evidence
of the top quark. But few physicists be-
lieve that the data hide any surprises.
An upgrade planned for the end of the
century should allow Fermilab to pin
down the properties of the top quark
and the mass of the W boson. Experi-
ments on charge-parity violation at the
future B meson factory at SLAC do,
however, hold out some hope of the
unexpected.

Franklin plans eventually to move on
to the LHC and to one of several new
cosmic-ray experiments. Many particle
physicists are trying to continue excit-
ing research by looking for high-energy
particles in cosmic rays or for neutrino
masses or proton decay in low-energy
experiments. Others are gravitating
back to realms that they had left be-
hind, such as quantum chromodynam-
ics, a turf since occupied by nuclear
physicists.

If the experimenters are despondent,
theorists are even more so. ÒWithout ex-
perimental data, we cannot make prog-
ress,Ó says Yoichiro Nambu of the Uni-
versity of Chicago. ÒWe need a break-
through.Ó There are few fresh ideas in
the Þeld; both technicolor and super-
symmetry, the two candidates for ex-
tending the Standard Model, have their
problems. Without experimental guid-
ance, there is no way to extricate or re-
place them. ÒEverything I can think of
to calculate has already been beaten to
death,Ó sighs a young researcher.

What will the next century bring? A
hitherto unimagined particle? Current-
ly the Higgs (Òa three-billion-Swiss-franc
particle,Ó Cline quips) is the only entity
the LHC expects to discover. But if sci-
entists knew exactly what they would
Þnd (as funding agencies require them
to), there would be no point in Þnding
it, Bjorken notes. The thrill is that one
never knows what might be out there.

Research has already started on a
next-generation linear collider that
would smash together electrons and
positrons rather than the protons of the
LHC. The collisions between the light
particles should be cleaner and easier
to tease apart. Innovative mechanisms
to accelerate these particles have been
proposed; much research will be need-
ed to make them viable.

Japanese physicists are eager to build
the collider, but such a venture will al-
most certainly be international. ÒI have
a fantasy,Ó Bjorken chuckles, Òthat the
next machine will be set in the Aus-
tralian outback, funded by rich South
Asian nations of the 21st century.Ó
Wherever it is, the future for the Amer-
ican physicists will surely be a long
commute. ÑMadhusree Mukerjee
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STANFORD LINEAR ACCELERATOR, where the B me-
son factory is to be built, is one of the last sites where
experimental particle physics can be done in the U.S.
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Borrowed Savagery
Interloping viral genes may
cause lethal strep infections

U
ntil a few months ago, a painful
throat and fever were the worst
that most people expected of

streptococcal infections. Today strep-

tococci have become the Òßesh-eating
bacteriaÓ immortalized in lurid head-
lines like ÒKILLER BUG ATE MY FACE,Ó
courtesy of the Daily Star, a British
tabloid. All sensationalism aside, how-
ever, many medical researchers and
microbiologists are pondering whether
some group A streptococci, after 40 or
50 years of relative clemency, are be-
coming more virulent.

ÒIf you look at strep infection a cen-
tury ago, it was a lethal disease,Ó reßects
Vincent A. Fischetti, a strep researcher
at the Rockefeller University. ÒWhether
the ones we are seeing now are similar
organisms, new organisms or ones that
were sequestered somewhere and are
now coming back isnÕt clear.Ó

Group A streptococci are diverse: they
constitute more than 80 strains, and
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When asked about the effects of alcohol on erotic sen-
sibility, the porter in Macbeth replies, “It [drink] pro-

vokes and unprovokes. It provokes the desire, but it takes
away the performance.” The first point, at least, is a given
in the popular mind-set (and the second, spoken only in
hushed tones).

Now comes a Finnish-Japanese study sure to reinforce
an amorous male’s hope that liquor is the quicker pick-her-
upper. A group of investigators from Alko, Ltd., the
Finnish state alcohol monopoly, the Abo Akademi Univer-
sity and the Shiga University of Medical Science did the
work. Their research, published in Nature, indicates that
the ordinarily low testosterone levels in women rise dra-
matically one to two hours after imbibing spiked lingon-
berry juice. That finding generated some tabloid excite-
ment because increases in testosterone and other andro-
gens are thought to increase sexual interest in both men
and women.

The team found that testosterone concentration in the
blood plasma of the female subjects vaulted most sharply
among those who were ovulating. In these individuals
testosterone increased by about one third. Women taking
oral contraceptives demonstrated an even bigger jump.
They experienced up to a fourfold rise (because they be-

gan the experiment with a lower baseline: the pill increas-
es the level of estrogen and progesterone and thereby re-
duces the relative concentration of testosterone). In con-
trast, male subjects and women taking a placebo showed
no elevation in their levels of testosterone.

“It was a surprise finding,” says one of the investigators,
C. J. Peter Eriksson, a biomedical researcher at Alko. “We
were interested in the metabolism of alcohol and looking
at hormonal effects, and this just came out.” The workers
do not know the precise cause of the rise but suspect the
reason may lurk in the way women and men metabolize
alcohol.

But with respect to why women (and men) report a
stronger interest in an erotic encounter after a couple of
shots, the study may constitute much ado about nothing.
The researchers never investigated sexual response per
se. “The thing to do is to measure behavior, to see if those
changes coincide with hormone changes,” points out Bar-
bara B. Sherwin of McGill University, a psychologist who
examines the interactions between hormones and behav-
ior. She also questions the way testosterone levels were
determined. “What is unfortunate is that they measured
total testosterone,” Sherwin says—unfortunate because
little of the testosterone in the female body is active. Es-

trogen helps to create a protein that
binds testosterone, so only a small
percentage of the hormone actually
circulates freely. “Unless it affects be-
havior, so what?” Sherwin remarks.

“It’s unlikely that the magnitude of
the testosterone change observed
would have a major effect, given that
sexual arousal is determined by so
many different factors,” says Jack G.
Modell, a psychiatrist at the Universi-
ty of Alabama at Birmingham. Modell
specializes in the behavioral effects
of alcohol. He cites studies showing
that people respond to alcohol ac-
cording to their expectations about
what the compound is supposed to
do: if one believes it arouses, then it
usually does.

Modell also observes that alcohol
tends to be consumed in settings
that lead to sexual encounters. Per-
haps most obviously, alcohol can
break down inhibitions. “Intoxication
can be a convenient excuse to do
what you want to do,” Modell opines.
At least until circumstances invite
performance. —Philip Yam

Can I Buy You a Drink?

COME HERE OFTEN? A recent study Þnds that a couple of drinks raises the level
of testosterone in women. The hormone is thought to be responsible for the libido.
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each strain may have several clonal
types. Of the 20 to 30 million cases of
strep estimated to occur in the U.S. ev-
ery year, fewer than 15,000 fall into the
serious category of invasive infections.
These can manifest themselves in a va-
riety of life-threatening ways, including
a devastating pneumonia and a syn-
drome resembling toxic shock. 

About 10 percent of the invasive in-
fections result in the Òßesh-eatingÓ con-
dition called necrotizing fasciitis, which
starts when aggressive strep bacteria
colonize a break in the skin. The strep-
tococci and the toxins they make can
gradually spread throughout the body,
destroying the surrounding ßesh at the
rate of an inch an hour. Approximately
30 percent of those people who devel-
op the fasciitisÑbetween 300 and 500
people in the U.S. annuallyÑdie, usual-
ly because they do not seek medical at-
tention quickly enough.

Most physicians and researchers be-
came aware of the fasciitis and the oth-
er invasive forms of the disease only
within the past decade or so. ÒI was at
a meeting about 10 years ago when a
physician from South America told me
he was seeing people with lethal strep
infections who were dying within four
or Þve days,Ó Fischetti recalls. ÒHe asked
me whether IÕd ever heard about such
cases, and I said no.Ó Clusters of similar
infections were later reported in Swe-
den, Finland, Czechoslovakia, New Zea-
land, Canada, Great Britain and else-
where, including the U.S.

Experts disagree about whether inva-
sive infections are new and on the rise.
Infectious diseases do routinely wax
and wane, for reasons that are not al-
ways clear. For example, scarlet fever
was formerly a fairly common and
deadly outcome of strep infections. An-
tibiotics have certainly contributed to
its near disappearance, but as epide-
miologists have noticed, the incidence
and the severity of scarlet fever were
declining years before antibiotics were
introduced.

Reliable epidemiologic data are some-
times hard to obtain because physicians
in the U.S. are not required to report
cases of strep to the Centers for Disease
Control and Prevention (CDC). Never-
theless, statistics from local health au-
thorities and some multistate studies
do suggest that the incidence of strep
has been creeping up. ÒThat has led us
to some very serious discussion here
about whether we should begin a pro-
gram of aggressive monitoring for strep
in this country,Ó remarks Bob Howard,
a spokesman for the CDC.

If the invasive infections are a recent
phenomenon, what might explain strepÕs
sudden virulence? One guess is that the

organisms have acquired new genetic
informationÑand new characteristicsÑ
from viruses. As Fischetti says, ÒItÕs
common for bacteria to pick up genes
by being infected by a bacteriophage,Ó
a type of virus that can incorporate its
DNA into that of a bacterial host.

P. Patrick Cleary, a microbiologist at
the University of Minnesota, has found
evidence supporting that hypothesis. He
and his colleagues at the World Health
OrganizationÕs strep reference labora-
tory have determined that some clones
of the M1 strain of group A strep, which
is associated with about 40 percent of
the recent invasive infections, seem to
have recently acquired genetic material
from a phage. In that material is a gene
that encodes a toxin called a superanti-
gen, which according to Cleary is wide-
ly believed to be the cause of the strep-
related toxic-shock syndrome.

Cleary also has another study, now
in press with the Proceedings of the Na-

tional Academy of Sciences, which shows
that group A strep organisms can some-
times invade human epithelial cells.
Even more exciting, he says, is that the
virulent form of M1 strep is particular-
ly adept at this intracellular trespass-
ing. The clinical signiÞcance of this abil-
ity is still unknown, but it is a charac-
teristic of many bacteria that can cause

blood infections, such as salmonella
and plague bacilli. Cleary doubts that
the superantigen could be helping the
streptococci enter cells, so the phage
may carry a second gene that confers
this ability.

Investigators are also still trying to
determine whether the virulent strains
of strep produce unusual quantities of
enzymes such as proteases, which di-
gest proteins, and hyaluronidases,
which dissolve the substance that holds
tissues together. Such molecules could
be at work in necrotizing fasciitis. Phag-
es sometimes carry genes for such en-
zymes, Cleary notes, adding that Òthis
phage could be like a pistol loaded with
many shots.Ó

Whatever the cause and origin of the
virulent strep infections, the prospects
for treating and preventing them re-
main excellent. When used early in an
infection, Howard says, penicillin is still
Òexquisitely eÝectiveÓ against strep;
there is no evidence that strep organ-
isms are building up any resistance to
it. Fischetti is also developing an oral
vaccine that might oÝer protection
against all strains of group A strep; he
hopes to enter clinical trials in a year or
two. For the moment, if you feel a strep
throat coming on, swallow hard and be
grateful thatÕs all it is. ÑJohn Rennie
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I
n his 1959 book, The Two Cultures

and the ScientiÞc Revolution, C. P.
Snow deplored the cleaving of the

humanities and the sciences into sepa-
rate, antagonistic ways of intellectual
and moral life. The marriage between
Jeremiah P. Ostriker and Alicia Suskin
Ostriker that same year argues that the
breach is more apparent than real. Jer-
emiah is chairman of the
department of astronomy
and astrophysics at Prince-
ton University and an in-
ßuential cosmologist. Ali-
cia is professor of English
literature at Rutgers Uni-
versity and a noted poet
and essayist.

ÒSnow had it wrong,Ó
Jeremiah reßects. ÒI think
the two cultures he de-
scribed are much more like
one another than the ones
that he ranked in between.Ó
Alicia agrees, noting the
similar ways that ideas are
created and tested. ÒFirst
you know something intu-
itively and then you try to
prove it,Ó she says. ÒIf it
turns out you canÕt prove
it, then itÕs wrong. Writing
a poem is much the same;
you try to Þnd the right
words, and if you canÕt,
you didnÕt really know the
poem.Ó

She also hails the practi-
cal advantages of their lit-
eral marriage of science
and art. ÒPeople often ask,
ÔIsnÕt it a strange combina-
tion of professions?Õ My
answer is always: one, it 
is not uncommon, and, two, it makes 
perfectly good sense to be married to
someone creative who is not in your
Þeld and therefore with whom you are
not directly competing. There are poets
married to other poets. I donÕt know
how they do it. If I were married to an-
other poet, IÕd be dead!Ó Alicia laughs.

The Ostrikers have always lived in
close yet distinct worlds. They both
grew up in ManhattanÑhe on the Up-
per West Side, home to much of the

New York intelligentsia, she in housing
projects at the islandÕs north end. They
met in high school and dated while they
attended college in Boston (Jeremiah
was at Harvard, Alicia at Brandeis); they
married during their senior year. Jere-
miah performed graduate work on the
stability of rotating stars at the Univer-
sity of Chicago under the famed astro-

physicist Subrahmanyan Chandrase-
khar, who helped to bolster his perfec-
tionist tendencies. Alicia, meanwhile,
continued her work in literature at the
University of Wisconsin, where she
raced through her Ph.D. in three years,
Òa record, I think.Ó

In 1964, after completing graduate
school, both Ostrikers applied for posi-
tions at a variety of universities, includ-
ing Princeton. Alicia received a rude life
lesson in the form of a letter telling her

that Òas a glance at our catalogue might
have informed you, our faculty here at
Princeton is entirely male, therefore my
reply to your query must be in the neg-
ative.Ó Fortunately, she received an oÝer
from Rutgers, where she has remained
as a professor of English. Princeton did
oÝer a position to Jeremiah; he accept-
ed, joining one of the nationÕs most
prestigious astrophysics departments.
He, too, has stayed put ever since.

During his time at Princeton, Jeremi-
ah has steadily expanded
the physical scope of his
research, from stars to gal-
axies to the universe as a
whole. In the early 1970s
he began to consider the
dynamics of a rotating gal-
axy. Drawing on his grad-
uate work, he recognized
that a ßat, rotating spiral
galaxy, like a rapidly rotat-
ing star, could not remain
stable, Òso I realized that
galaxies canÕt be like that.Ó
Ostriker teamed up with his
Princeton colleague P. J. E.
Peebles to make computer
simulations of galaxies.
They found that the galax-
ies remained stable only if
they were surrounded by 
a spherical halo of unseen
material, commonly known
as dark matter.

The resulting 1974 paper
was a landmark in estab-
lishing the now convention-
al view that the visible uni-
verse represents only a
small fraction of what is
really out there. It also dem-
onstrated OstrikerÕs ability
to look past the common
wisdom. ÒIn young scien-
tiÞc Þelds, if you say all the

accepted positions are wrong, youÕll
seldom be wrong,Ó he oÝers as a kind
of motto.

That attitude continues to guide his
current work, much of which centers
on developing and testing models that
explain the origin of cosmic structureÑ
galaxies, clusters of galaxies and the
ever larger conglomerations that un-
fold in the latest maps of the universe.
ÒThere is no doubt that there was a big
bang and that it was a hot big bang. But

PROFILE: JEREMIAH AND ALICIA OSTRIKER

A Marriage of Science and Art

28 SCIENTIFIC AMERICAN September 1994
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do we understand the origin of struc-
ture within the big bang? I think the an-
swer is no. My own guess is that none
of the models we are looking at now is
correct,Ó Ostriker concludes.

He is particularly skeptical of the stan-
dard models of inßationary cosmology,
an aesthetically appealing and popular
elaboration of the big bang. Those mod-
els require that the universe contain a
great deal more matter than observers
can see or can deduce from the motions
of galaxies. Furthermore, for theoreti-
cal reasons, that additional mass must
consist of particles that do not interact
with light or with ordinary matter. Un-
like the dark halos surrounding galax-
ies, there is no direct evidence that the
additional, exotic dark matter invoked
in most inßationary models truly exists.
ÒThis is material for which there is no
measurement but you wish there were,Ó
Ostriker says heatedly. ÒThere is no rea-
son other than ideology to have this.Ó

So he and Peebles have been explor-
ing cosmological models that do away
with exotic dark matter. Ostriker has
also continued to investigate the impli-
cations of cosmic strings, a cosmologi-
cal constant, and other woolly astro-
physical hypotheticals. ÒThe way I think
about them is that they are toys. My in-
clination is to play with them, insofar as
thereÕs some science in it, and I can use
them to make sense out of some things
that I couldnÕt otherwise. Who knows?
One of them might be right,Ó he says.

Alicia Ostriker sees eye-to-eye with
her spouse on this issue. New ideas in
literature are much like new ideas in as-
trophysics, she argues. ÒYou test them
against reality as you perceive it, and
your work is a quest for truth.Ó Drawing
on that principle, she has evolved a lit-
erary voice as distinctive and freewheel-
ing as her husbandÕs style of research.
In her Þrst year of graduate school, a
visiting professor lightly dismissed her
poetry with the comment, ÒYou women
poets are very graphic, arenÕt you?Ó She
credits that remark with goading her
into thinking about what it means to
be a woman poet. In her seven volumes
of published poetry, Ostriker probes
into many facets of that identity: sexu-
ality, mortality and, above all, the phys-
ical experiences of the body.

After her second pregnancy, Ostriker
began a lengthy poem on the experi-
ence of carrying and birthing a child. It
appeared in 1970 under the title ÒOnce
More Out of Darkness.Ó She was startled
when a group of militant feminist stu-
dents objected to her endorsement of
motherhood. Undaunted, she wrote an
essay in which she praised child rearing

for putting the artist in touch with the
factual world and issued a hope that
mothering might one day enjoy a prom-
inence in literature equal to that of sex
and war.

As a critic, Ostriker began by writing
a book on the radical British poet Wil-
liam Blake and editing a volume of his
collected poems, an outgrowth of her
graduate work. Then, during the 1970s,
she turned to examining the nature of
the female voice in modern literature
in essays and collections, including
Writing Like a Woman and Stealing the

Language. In 1986 OstrikerÕs writing
changed direction again because Òmy in-
terests shifted, and I spent a lot of time
reading the Bible.Ó A new book, which
she describes as Òa feminist reading of
the Bible, a real page-turner,Ó will be
published by Rutgers this fall.

Ostriker asserts that science is im-
portant in her work, even if her poems
are never explicitly about a scientiÞc

topic. ÒMy mind is shaped by what I
know of science and my awareness of
the scientiÞc outlook on reality, and I of-
ten use scientiÞc metaphors,Ó she says.
There is also a link between her writing
style and her husbandÕs research style,
she thinks. ÒItÕs kind of similar: heÕs a
cosmologist without a school, and I
write as a feminist poet and critic with-
out toeing any ideological line or dog-
ma. It is probably the proximity to a
scientiÞc point of view, along with my
own skepticism and sense of material
reality, that keeps me from taking dog-
matic positions.Ó

Jeremiah Ostriker likewise appreci-
ates the importance of a literary ap-
proach in his intellectual life. He looks
back to a class taught by the poet Arch-
ibald MacLeish. Each week MacLeish
would pick out a poem and ask the stu-
dents to analyze it in any way that they
found interesting. The secret to produc-
ing a good paper was to pick out an in-
teresting line of attack. ÒIt struck me
that this kind of teaching was much
more helpful to me as a budding scien-
tist than most of my science courses,
which were basically like solving cross-
word puzzles for which you can look
up the answer in the back of the book.
I felt then, and I feel now, that when the

answer isnÕt in the back of the book, the
people who are good at science are the
people who pick interesting problems
and who Þgure out the right things to
look at. ItÕs a totally diÝerent set of
skills, donÕt you think?Ó

His appreciation for nonideological
thinking and his wifeÕs experiences in
academia have led Jeremiah Ostriker to
reßect on the role of women in astro-
physics. ÒIÕve been inclined for some
time to write a book saying that a large
fraction of the most important contri-
butions to postwar astrophysics have
been made by women precisely because
they are outsiders,Ó he relates. He points
to several examples, including Beatrice
TinsleyÕs recognition of galactic evolu-
tion, Vera C. RubinÕs evidence for dark
matter in galaxies and Neta A. BahcallÕs
discovery of the clumping of widely
separated galaxy clusters. In each case,
Òpeople who understood things ÔknewÕ
that this was impossible,Ó he says. ÒBut
the women didnÕt know.Ó

The Ostrikers describe another, less
welcome similarity between poetry and
astrophysics: both Þelds sound intimi-
dating to the layperson. Weary of the
response to his actual vocation, Jeremi-
ah used to tell people at parties, ÒI make
bombs.Ó Alicia describes the reactions
when she meets strangers on an air-
plane and tells them her profession:
ÒThey go into instant paralysis and say
something like, ÔI donÕt even know how
to spell,Õ or ÔMy wife likes to read.Õ Ó

Why do so many people Þnd the sci-
entiÞc and literary worldview so alien
and incomprehensible? Jeremiah traces
the diÛculty back to Euclid and the
mathematical language of science. ÒThat
is what always seems to me the most
remarkable thingÑthat the physical
world obeys mathematics. The fact that
mathematics works is extremely myste-
rious. ThereÕs something uncanny about
it that is very disturbing to most people
who are not used to it.Ó

Alicia concurs that the problem dates
back to the very origins of scientiÞc
thought but points a Þnger at Plato. ÒI
think Plato was responsible not only
for science but for the hatred of science,
in that he invented dualism, the notion
that ideally we should experience our
selves, our souls, our essences, as sepa-
rate from nature. Many scientists and
humanists want to see human beings
and the human mind as separate from
the rest of the universe. But insofar as
real poetry and real science get done,
they get done by people who, conscious-
ly or otherwise, are operating as part 
of the universe rather than separate
from it.Ó ÑCorey S. Powell
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I
nvestigators Þrst became aware of
Lyme disease almost two decades
ago. In rather short order, they iden-

tiÞed the cause (a tick-borne microbe),
showed that antibiotic therapy cures
most cases and delineated the typical
course of untreated disease. Recently
the research has taken yet another
heartening turn: a vaccine has been de-
veloped and is being tested in a large
number of patients. At the same time, a
diÛcult problem has moved to the fore-

front: Why does the disorder, which
generally is self-limited, become chron-
ic and occasionally debilitating in some
patients? As the research enters a new
stage, now seems an appropriate mo-
ment to summarize the insights gleaned
during the Þrst 20 years of study, to
explain how the vaccine was developed
and to highlight some of the latest think-
ing about the cause of chronic suÝering.

Lyme disease was Þrst recognized in
Lyme, Conn. In 1975 two mothers were

told their children had juvenile rheuma-
toid arthritisÑa disabling condition in
which joints become swollen and pain-
ful. The women soon learned that their
children were not the only ones aÝect-
ed; many other children and adults in
the region had been diagnosed with
rheumatoid arthritis. This condition
does not commonly occur in clusters,
and so the mothers, in search of an ex-
planation for the outbreak, contacted
investigators at Yale University.
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Disarming Lyme Disease
Antibiotics are usually curative. A vaccine is 

in clinical trials. Next on the research agenda: how 
to help people su›ering from chronic symptoms

by Fred S. Kantor
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By the late 1970s Allen C. Steere and
Stephen E. Malawista of Yale found that
many of the patients they studied were
aÝlicted with a mysterious disease that
could produce a variety of symptoms,
including but not limited to joint swell-
ing. The cause was apparently a micro-
organism transmitted by at least one
species of tick, Ixodes scapularis (then
called I. dammini ), prevalent in grassy
areas and woods in and around Lyme.
In 1982 Willy Burgdorfer of Rocky Moun-
tain Laboratories in Hamilton, Mont.,
identiÞed the microbe as a spiral-shaped
bacterial species that now bears his
name: Borrelia burgdorferi.

With the disease-causing agent in
hand, researchers soon conÞrmed grow-
ing suspicions that certain skin con-
ditions and neurological syndromes
known in Europe were in fact manifes-
tations of Lyme disease. Since that time,
workers have identiÞed the disease in
many parts of the world, including Aus-
tralia, Africa and Asia. In the U.S. it ap-
pears in almost every state but is espe-
cially prevalent in the Northeast, in Min-
nesota and in northern California (where
the tick at fault is I. paciÞcus). Last year
an estimated 8,000 cases were report-
ed nationally.

The potentially disabling character of
Lyme disease certainly justiÞes concern
and vigilance. Yet it seems to me that
media attention has been excessive and
that the public is inordinately fright-
ened. Most of the time, Lyme disease is

easily treated and does not progress to
the chronic stage. Indeed, it probably
causes severe long-term eÝects in less
than 10 percent of untreated patients.
Recent studies have shown that many
people who think they have chronic
Lyme disease actually suÝer from oth-
er maladies.

P
eople who contract Lyme disease
do so after an infected tick at-
taches itself to the skin. As the

tick starts to take in a meal of blood, B.

burgdorferi spirochetes in its midgut
begin to multiply. They then cross into
the tickÕs circulation, migrate to the sal-
ivary glands and pass with saliva into
the hostÕs skin. Luckily for potential vic-
tims, a tick has to be attached to a hu-
man host for 36 to 48 hours before an
infectious dose of B. burgdorferi will be
transmitted. This fact is comforting to
those of us in areas where Lyme disease
is endemic; we can establish a strong
Þrst-line defense just by checking our-
selves assiduously for ticks every day.

Most people who do become infect-
ed will ultimately display one or more
symptoms. Early on, perhaps 60 per-
cent of patients will notice a roundish
rash called erythema chronicum mi-
grans (ECM). Three days to a month af-
ter spirochetes enter the skin, these in-
dividuals will see redness at or near
the site of the tick bite. The reddened
area, which neither itches nor hurts, ex-
pands over time and may grow to mea-
sure several inches across. It also typi-
cally clears in the center as it enlarges,
so that it comes to resemble a target.
Some other patients probably acquire
this Òtarget,Ó or ÒbullÕs-eye,Ó rash yet fail
to see it, especially when they are bitten
on the back or in the crease between
the upper thigh and the buttocks. In the
absence of antibiotic therapy, the lesion
usually disappears within several weeks
but sometimes fades within days.

Days or weeks after a tick has intro-
duced B. burgdorferi organisms into
the skin, a variety of other fairly early
symptoms, aÝecting many diÝerent ar-
eas of the body, may begin to emerge.
These disorders are thought to stem
from dissemination of the spirochetes

to many tissues via the bloodstream.
Flulike symptomsÑchills, fever, fatigue,
joint and muscle pains, and loss of ap-
petiteÑarise frequently.

Early neurological problems appear
often as well, in about 20 percent of un-
treated patients. In one such manifes-
tation, called BellÕs palsy, one or both
sides of the face may become paralyzed
for weeks or months before regaining
full activity. Other early neurological
symptoms can include meningitis (her-
alded by headache, stiÝ neck and sen-
sitivity to light), encephalitis (which
may cause sleepiness, memory loss and
mood changes) and radiculoneuropa-
thy. In this last condition, the roots of
nerves that extend from the spinal cord
to the periphery at some level of the
body become irritated. Then the regions
controlled by those nerves become
painful and may tingle or go numb.

The heart is another organ that may
be aÝected in the Þrst weeks. The most
common cardiac problem, evident in
some 5 to 10 percent of infected indi-
viduals who go untreated, is atrioven-
tricular block, a disruption in the heart
rhythm. Most people will not be aware
of this disturbance unless a physician
detects it, although some patients will
notice a decline in their ability to exer-
cise. Fortunately, this condition tends
to persist only for a week to 10 days
and almost never requires insertion of
a pacemaker.

Initial symptoms can also include
mild musculoskeletal disturbances. Pa-
tients may have vague, migrating pain
(but no swelling) in muscles, tendons
or joints. Many people Þnd that the
temporomandibular joint is aÝected.
Those symptoms generally diminish on
their own over weeks or months. Never-
theless, about six months after the on-
set of infection approximately half of
all individuals who have received no
antibiotics suÝer an episode of frank
arthritis (marked by weeks of swelling
and discomfort) in one or a few joints,
particularly the knee.

In the U.S. an estimated 10 percent of
untreated patients who suÝer tempo-
rary arthritic symptoms of Lyme disease
go on to acquire chronic Lyme arthritis.

SCIENTIFIC AMERICAN September 1994       35

MICROBE THAT CAUSES LYME DISEASE, the bacterial spirochete Borrelia burgdor-
feri, is shown intact (left ) and in schematic cross section (right ). Current research
into vaccines is focused on inducing the human immune system to produce anti-
bodies against a proteinÑouter surface protein AÑin the outer coat.

FRED S. KANTOR is Paul B. Beeson Professor of Medicine at Yale University. Before
turning his attention to a vaccine for Lyme disease, he spent many years studying aner-
gy, allergy, autoimmunity and the genetic basis of the immune response. Kantor is also
a pilot; he has been ßying small aircraft since 1957.
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Patients with chronic arthritis may Þnd
that one or more joints repeatedly swell
for months at a time or that certain
joints remain enlarged and achy for a
year or more. In contrast to many forms
of arthritis ( including rheumatoid ar-
thritis), in which matching joints on
each side of the body are aÝected, Lyme
arthritis typically is not symmetrical.

In Europe, chronic arthritis is quite
rare, but long-term neurological com-
plications, such as cognitive deÞcits
and dementia, have been documented
in many patients. Moreover, up to 10
percent of untreated Europeans also
suÝer for years or decades with a dis-
order called acrodermatitis chronica at-
rophicans. In patients with this condi-
tion, aÝected areas of the skin become
reddened and so thin and wrinkled that
they resemble cigarette paper. In the
U.S. these manifestations are rare. Vari-
ance in the frequency of certain symp-
toms presumably stems from diÝer-
ences in the strains of B. burgdorferi

active in diÝerent areas of the world.
Sadly, cases of Lyme disease diag-

nosed late in the course of the illness
may prove resistant to antibiotic thera-
py. Physicians sometimes prescribe re-
peated long courses of antibiotic thera-
py for patients with chronic disease.
The value of this approach, which can
have serious side eÝects (such as in-
ducing the formation of gallstones), re-
mains unproved, however.

A range of additional symptoms can
appear at some point. SuÛce it to say
that dissemination of B. burgdorferi in
the body can lead to disorders in prac-
tically every organ system, although the
skin, heart, joints and nervous system
are particularly targeted.

The exact molecular events leading
to the symptoms of B. burgdorferi in-
fection remain to be elucidated. Some
evidence suggests they are caused by
the bodyÕs own inßammatory response
to microbes that have colonized target
sites. During an inßammatory response,
molecules and cells of the immune sys-
tem (such as antibody molecules and
macrophages) collect in infected tissue
and attempt to eradicate any invaders.
The inßammatory process can lead to

swelling, redness and, at times, system-
ic eÝects, such as fever.

No matter what causes the manifes-
tations of Lyme disease, the key to
avoiding serious eÝects is prompt diag-
nosis and treatment of the underlying
disorder. Regrettably, making a deÞni-
tive diagnosis of Lyme disease during
the early stages can be diÛcult, espe-
cially when the characteristic rash is
not evident. The problem arises be-
cause various other symptoms, such as
ßulike complaints, can be caused by
many other factors. Moreover, available
blood tests for diagnosing Lyme disease
detect antibodies that, in most cases,
do not appear in the bloodstream until
several weeks or months after the on-
set of infection. This property makes
the tests unreliable for early diagnosis. 

Investigators are working to develop
alternative tests. Meanwhile many au-
thorities recommend that no treatment
be given for a tick bite alone. Physicians
have to rely on their own judgment to
determine whether Lyme disease is the
probable cause of a patientÕs complaints.

M
ost people who become symp-
tomatic do so in spring, sum-
mer or early fall. This pattern

is now known to reßect peculiarities in
the life cycle of Ixodes ticks. That cycle
involves taking one blood meal (over
the course of days) in each of three stag-
es of development. Ixodes ticks have fa-
vorite hosts in every stage, but a range
of animals, including humans, may be
selected. In the case of I. scapularis,

which accounts for most of the Lyme
disease in the U.S., the larval form
emerges in the summer from eggs de-
posited during the spring. It then at-
taches to a small vertebrate, typically
the white-footed mouse (Peromyscus
leucopus), and imbibes meal number
one. If the host is infected with B. burg-

dorferi spirochetes, the larva that feeds
on it can become infected as well.

Sometime after eating, the larva molts
into a nymph. During the next spring
and summer (mid-May through July),
the nymph takes meal number two. If
the larva was infected, the nymph will
be infected and will thus be capable of

transmitting infection to its host. The
nymph, which before feeding is about
the size of a poppy seed, accounts for
most human infection. But it favors the
white-footed mouse again, or other
small vertebrates, as its food source.

By October the nymph molts into an
adult the size of an apple seed. At that
point, or sometimes in winter or spring,
adults feed and mate to generate fertil-
ized eggs and thereby initiate the cycle
anew. Adults of I. scapularis often per-
form these activities on white-tailed
deer (Odocoileus virginianus )Ñwhich
explains why I. scapularis is often re-
ferred to as the deer tick. Deer do not
themselves support colonies of B. burg-

dorferi, but they do carry ticks to areas
where people live and play.

In the northeastern U.S., between 15
and 30 percent of all I. scapularis ticks,
and some 50 percent of the adults, are
infected. (Adult ticks are more likely to
be infectious than nymphs because they
have had an extra opportunity to feed
on an infected hostÑonce as a larva
and again as a nymph.) In some places,
such as Block Island and Nantucket Is-
land, the Þgures are even higher. Even
so, in most sections of the Northeast,
only an estimated 1 to 3 percent of
people bitten by I. scapularis contract
Lyme disease.

The tick that transmits Lyme disease
in California relies for its Þrst or sec-
ond meal on lizards or other hosts that
are fairly resistant to infection by B.

burgdorferi. Consequently, the rate at
which ticks, and thus humans, are in-
fected is much lower than it is in the
northeastern U.S. The same is true of
the species that transmit Lyme disease
in certain regions of Europe and Asia.

About Þve years ago several of us at
Yale began to wonder if we could de-
vise a vaccine that would protect peo-
ple from acquiring Lyme disease. Aside
from me, the primary members of our
group were John F. Anderson, Stephen
W. Barthold, Erol Fikrig, Richard A. Fla-
vell and Stephen Malawista. At the out-
set, we needed to satisfy ourselves that
the human body could be induced to
guard against colonization by B. burg-

dorferi. We took some encouragement
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IXODES SCAPULARIS, the tick that most
often transmits B. burgdorferi spiro-
chetes to humans in the U.S., is shown
in its larval, nymphal and adult stages
in the photograph (left to right ). The
adult depicted in the photograph is a fe-
male. Actual sizes of the unfed larva,
nymph and male and female adult are
indicated in the box (top to bottom).
Ticks can become several times larger
when they feed on the blood of a host.
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from the experience of people living in
or near Montauk, N.Y., on the outer tip
of Long Island. Before Lyme disease was
recognized as an entity, people in the
area frequently turned up with a condi-
tion dubbed Montauk knee. In what we
now know is a manifestation of Lyme
disease, one knee would swell and re-
main enlarged for many weeks before
returning to normal. Anecdotal reports
indicated that, once the condition went
away, it did not recur. The lack of re-
currence implied that the Þrst infection
induced the immune system to ward
oÝ new attacks.

Some animal work also suggested im-
munization was possible. Notably, Rus-
sell C. Johnson of the University of Min-
nesota injected hamsters with inactive
B. burgdorferi organisms in the hope of
inducing the immune system to react
strongly against the foreign spirochetes.
He then demonstrated that the ham-
sters could indeed Þght oÝ infection 
by living B. burgdorferi spirochetes

that were injected into the animals later.
We began our experimental work by

trying to determine which components
on the spirochete best elicit a protec-
tive immune response. We paid special
attention to proteins on the outer sur-
face of the spirochetes, partly because
surface molecules tend to be most ac-
cessible to the hostÕs immune system.

B
y 1989 Alan G. Barbour of the Uni-
versity of Texas Health Science
Center at San Antonio had cloned

the genes for two such proteinsÑouter
surface protein A (Osp A) and outer
surface protein B (Osp B). From the Osp
A gene, we synthesized a supply of Osp
A protein and injected the molecules
into mice. To our delight, the animals
were fully protected against subsequent
challenge by a large dose of B. burgdor-

feri spirochetes. We showed that Osp B
could protect animals as well, although
only if we exposed them to relatively
low numbers of spirochetes. 

Later, with Jonathan Sears, then a
medical student at Yale, we located the
antigenic segment of Osp A, the part
that evokes the immune response. It
resides in the half of the molecule that
is connected to the carboxyl (COOH)
terminal of the protein. The research
also revealed that the immune response
induced by Osp A and Osp B was di-
rected mainly by antibodies able to rec-
ognize and bind to these antigens.

Although the Osp A vaccine proved
successful in our early studies, we had
more work to do before we could con-
sider embarking on human trials. High
on the list was addressing a concern,
expressed mostly by entomologists, that
the immune response elicited by the
vaccine might not provide protection
against spirochetes that were injected
by ticks instead of by syringes. Follow-
up tests with ticks put this fear to restÑ
and gave us an unexpected result. Spiro-
chetes had disappeared from the mid-
gut of ticks that fed on vaccinated
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The two-year life cycle of Ixodes scapularis (thick ar-
rows ) includes three feeding sessions. The cycle be-

gins when females deposit fertilized eggs in the soil (top ).
By summer larvae emerge and imbibe a blood meal from
a small vertebrate, usually the white-footed mouse. By
the following spring or summer, larvae have molted into
nymphs, which feed once more, typically on the mouse
again. By fall, adults emerge and then, or somewhat later,
feed a third time and mate, often on the white-tailed deer.
Males die after mating; females, after depositing the eggs. 

The tick’s early preference for the white-footed mouse

helps to maintain a related cycle (dark arrows at right )—
one ensuring that Borrelia burgdorferi spirochetes (spi-
ral ) persist in the tick population. In this second cycle,
larvae take up spirochetes from infected mice (top right )
and molt into infected nymphs. Nymphs then pass the in-
fection to more mice, which transmit it to larvae again,
and so on. Lyme disease is most often transmitted to hu-
mans by nymphs that step out of this cycle and bite peo-
ple. It can also be transmitted by adult ticks emerging
from nymphs that became infected during their larval or
nymphal stages (dark arrow at left ).

The Life Cycle of the Deer Tick
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rodents. Evidently, when the ticks took
in blood from the treated animals, they
also ingested antiÐOsp A antibodies and
other immunological substances that
led to destruction of the spirochetes.

We immediately perceived that if we
could immunize mice in nature, we
would not have to inoculate people.
Clearing of spirochetes from mice
would quickly reduce the reservoir of
infected animals. Then the number of
infected ticks would drop, and the
threat of Lyme disease might evaporate.
Excited by this prospect and encour-
aged by some preliminary work, we
tried to vaccinate mice by lacing their
food with Osp A. To our disappoint-
ment, the animals did not become im-
mune. Nevertheless, immunization of
mice in the Þeld remains a worthy goal.

We had to confront other concerns as
well. The ideal human vaccine would
protect people against all strains of B.

burgdorferi. Would our vaccine, based
on the Osp A protein derived from a
single strain, be eÝective against other
strains as well? In a large series of stud-
ies, we vaccinated animals and then
challenged them with B. burgdorferi or-
ganisms isolated from ticks obtained
from many parts of the country. No
strains proved able to infect the vacci-
nated animals. This pattern held even
on Nantucket Island, where B. burgdor-

feri isolated from wild ticks showed
some variability in the antigenic region
of Osp A. These Þndings gave us conÞ-
dence that a single Osp A vaccine could
shield people against infection by most
strains of B. burgdorferi they would en-
counter in the U.S. The same vaccine
might not be as eÝective in Europe,
however, because the strains there are
more diverse.

Since these studies were completed,

B. burgdorferi variants that make high-
ly mutated versions of Osp A have
been found in the U.S. Some of these
organisms produce abnormally short
versions of Osp A or make a hybrid
protein in which the antigenic region is
replaced by a region normally found in
an Osp B protein. Nevertheless, such
mutants do not seem to be at all com-
mon in the Þeld.

Osp A is not the only protein being
investigated for its value as a vaccine,
but so far it is the most promising. In
the mid-1980s Thomas G. Schwan of
Rocky Mountain Laboratories suggested
that another protein on the outer sur-
face of B. burgdorferi might be a vac-
cine candidate. This molecule, referred
to simply as the 39-kilodalton protein
(because of its molecular weight), was
appealing because a fairly invariant
version was found in strains of B. burg-

dorferi in diÝerent areas of the world.
If the antibodies it elicited proved pro-
tective in people, a single vaccine
would probably be usable worldwide.
Yet we and others found no evidence
that the molecule induces protective
immunity. 

Another surface protein purported
to vary little from strain to strainÑOsp
CÑalso seems disappointing. An early
suggestion that it could yield protection
has not been conÞrmed. More recently,
investigators have cloned the genes for
three other outer surface proteins: Osp
D, E and F. Unfortunately, none of the
proteins evokes a strong protective re-
sponse in vaccinated animals.

As eÝorts to Þnd useful B. burgdor-

feri antigens continue, so do clinical tri-
als of the Osp A vaccine. Two virtually
identical versions are being evaluated,
each produced by a diÝerent manufac-
turer. If all goes perfectly, at least one

of them could be available in the U.S. by
1996. Patients living in Europe are par-
ticipating in these studies; their experi-
ences should give us an idea of whether
a more diverse vaccine is needed on
that continent.

At one time it was hoped that a vac-
cine capable of inducing a strong anti-
body response could also serve as an
early treatment. Animal work has
scotched that possibility, however. Ani-
mals injected with protective antibod-
ies as soon as two or three days after
exposure to infected ticks proved un-
able to resist the proliferation of B.

burgdorferi spirochetes. Exactly why the
antibodies failed as an after-bite treat-
ment remains to be seen.

E
ven with ready availability of a
vaccine and antibiotic therapy, a
small fraction of people will un-

doubtedly continue to acquire infections
that progress to the chronic stage. To
help these individuals, researchers must
Þrst understand the events that give
rise to the chronic state. One school of
thought proposes that advanced dis-
ease stems from an autoimmune pro-
cess. This view holds that B. burgdor-

feri spirochetes somehow induce the
immune system to perceive one of the
hostÕs own proteins as foreign. Then
the defensive system starts to attack
normal tissue and keeps on attacking
long after the spirochetes have been
eradicated. The evidence in favor of the
autoimmune explanation is not strong.
Nevertheless, the fact that powerful an-
tibiotics (which presumably kill spiro-
chetes) can fail to eliminate symptoms
gives some weight to the idea.

A contrary theory, with more data in
its favor, postulates that chronic symp-
toms arise from the long-term persis-
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SYMPTOMS OF LYME DISEASE can include an expanding,
Òbulls-eyeÓ rash that often clears in the center (left )Ñthe most
characteristic, and usually the earliest, manifestation. Other

common symptoms are BellÕs palsy, in which one side of the
face or both sides may be temporarily paralyzed (center ), and
swelling of one or a few joints, especially a knee (right ).
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tence of spirochetes. In other words, 
a subset of spirochetes continues to
thrive somewhere in the body after
evading normally eÝective immune de-
fenses and, possibly, antibiotics. The
coexistence of infection and a potential-
ly curative immune response is termed
concomitant immunity. The phenome-
non is believed to underlie chronic dis-
ease in many illnesses, including some
forms of cancer and parasitic disease.

If concomitant immunity were oper-
ating, one would expect to Þnd an
abundance of antibodies in the blood
(a sign of an ongoing immune response)
and evidence of spirochetes in the
body (a sign of ongoing infection). As
predicted, we and others have recov-
ered antibodies against B. burgdorferi

from the circulation of patients with
recurrent symptoms. In addition, viable
spirochetes, which are diÛcult to ob-
tain from human tissue, have been iso-
lated from the skin, joints and cerebral
spinal ßuid of some chronically ill pa-
tients who have high levels of circulat-
ing antibodies.

Indirect evidence that spirochetes are
active in chronic disease comes from
application of the polymerase chain re-
action (PCR). This test ampliÞes small
bits of DNA. It has revealed that B.

burgdorferi DNA is present in the in-
ßamed joints of some patients with
chronic Lyme disease who have high
levels of circulating antibodies against
B. burgdorferi. To my mind, this Þnd-
ing suggests whole B. burgdorferi or-
ganisms are also present, because spi-
rochete DNA would be unlikely to per-
sist very long after the spirochetes that
carried it had perished. It is nonethe-
less conceivable that the DNA is merely
a footprint left behind by bacteria that
have long since disappeared. Studies
designed to distinguish between these
two interpretations should resolve this
issue soon.

How could B. burgdorferi spirochetes
evade destruction by antibodies? One
solution would be for the microbes to
alter their own surface in ways that
would make them invisible to the anti-
bodies. They could, for instance, radi-
cally alter the structure of one or more

surface antigens. There is ample prece-
dent for such behavior in the microbial
world, where organisms often revise
the makeup of their coat after Þnding
themselves in an inimical environment
of antibodies. Yet, as noted earlier, B.

burgdorferi does not seem much in-
clined toward making such changes.
Moreover, spirochetes recovered from
animals that have been infected for
months or years are no diÝerent from
the microbes that originally produced
the infectionÑeven in animals that have
mounted a vigorous immune defense.

Still, there are other ways of altering
the coat. Perhaps the organisms shed
surface antigens, enticing host antibod-
ies to interact with the free antigens in-
stead of the pathogens themselves. Or
perhaps the bacteria cover themselves
with a host ßuid or molecule, which the
immune system then ignores.

Instead of disguising their outer sur-
face, B. burgdorferi spirochetes could
hide in places where they would be in-
accessible to antibodies. An obvious ref-
uge would be the inside of cells, where
the cell membrane intervenes between
the pathogen and antibodies. Indeed,
one laboratory has found that B. burg-

dorferi can survive in macrophagesÑ
paradoxically, the very cell type that
normally participates with antibodies
in attacking B. burgdorferi organisms.
During such an attack, macrophages
ingest and degrade antibody-bound mi-
crobes. In the case of concomitant im-
munity, some spirochetes might Þnd
their way to a privileged compartment,
shielded from the molecules that the
cells deploy against ingested Òprey.Ó

Singly, neither major strategyÑrevi-
sion of the coat or hiding outÑforms a
completely satisfying explanation of
how B. burgdorferi escapes destruction.
Together, though, a combination of

these and other tactics might well en-
able the bacterium to perpetuate itself,
evading both antibodies and antibiotics.
Ongoing studies will eventually reveal
the precise maneuvers employed by the
spirochete and suggest interventions.

I
nterestingly, all this research into
Lyme disease may help improve un-
derstanding of syphilis, which dis-

plays many similarities to Lyme disease.
The microbe that causes this sexually
transmitted disease is another spiro-
cheteÑTreponema pallidum. It, too, is
capable of disseminating to many dif-
ferent kinds of tissues and causing
chronic, antibiotic-resistant disease in
some people. Further, many of the
symptoms of syphilis resemble those
of Lyme disease. Like B. burgdorferi, T.

pallidum can cause skin rashes, cardiac
abnormalities, nerve pain and demen-
tia. Unlike B. burgdorferi, however, T.

pallidum is very diÛcult to grow in the
laboratory. As the molecular bases of
infection by, and immunity to, B. burg-

dorferi emerge, researchers should gain
new ideas for preventing syphilis and
ameliorating its chronic eÝects.

In 1994, then, the emphasis of re-
search into Lyme disease diÝers greatly
from what it was in the 1970s and
1980s. The cause of the disorder and
feasibility of prevention are no longer
pressing questions. The big challenges
are Þnding the optimal vaccine for
each part of the globe, understanding
the processes that perpetuate chronic
Lyme disease and improving treatment
for the late symptoms. With diligence
and luck, perhaps these challenges, too,
will be overcome quickly.
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B. BURGDORFERI spirochetes (yellow)
are visible in this optical section through
macrophages (green) taken from an in-
fected mouse. The macrophages ingest
and destroy B. burgdorferi organisms
during the normal immune response.
Some workers suspect the bacteria may
occasionally settle into compartments
where they are protected from immune
attack. Such protected organisms could
well contribute to chronic Lyme disease. 
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I
n the fall of 1993 Congress canceled
the Superconducting Super Collid-
er, or SSC. The SSC was designed to

search for particles beyond the energy
range of current accelerators. The Large
Hadron Collider at CERN, the European
laboratory for particle physics near Ge-
neva, will probably be built in the Þrst
few years of the 21st century. But its
energy is only about half of that which
the SSC might have achieved. So how
can physicists seek the massive parti-
cles that give logic and symmetry to
theories of the fundamental elements
of matter?

Fortunately, nature has provided a
loophole through which scientists can
look more deeply into its puzzles. With-
in the Standard Model of particle phys-
ics, some types of interactions are con-
ceivable but in practice never seen. For
example, a strange quark is not ob-
served to decay into a down. DiÝerent
means by which the interaction might
occur manage to cancel one another
out. Interactions that are not found to
occur are said to be forbidden.

But it is entirely possible that parti-
cles not yet known to us might be able
to mediate such an interaction by pass-
ing from one (known) particle to anoth-

er. If researchers test ever more pre-
cisely, they may ultimately succeed in
Þnding a faint signal for the process.
Indeed, the detection will be made pos-
sible by the fact that the result one ex-
pects from the Standard Model is zero.
Although it is diÛcult to discern a mi-
nute deviation from a large (and usual-
ly ill-deÞned) quantity, it is relatively
easy to measure a deviation from zero.
Once scientists have observed this so-
called forbidden interaction, they will
have evidence of the presence of a new
particle. They can then add the particle
to the Standard Model, thereby extend-
ing it.

One class of such interactions goes
by the name of ßavor-changing neutral
currents, or FCNCs. Although these in-
teractions had never been observed (un-
til recently), new and exotic particles
would almost inevitably create FCNCs
that could be detectable in extremely
sensitive experiments. Already this win-
dow may have revealed the Þrst signs
of particles that lie beyond the Stan-
dard Model.

T
raditionally physicists have sought
additional characters of the Stan-
dard Model by smashing togeth-

er beams of known particles in acceler-
ators. The mass-energy contained in
these particles is oftentimes channeled
into creating unknown ones. But the
heaviest particles, which require large
inputs of energy, are inaccessible to ac-
celerators. In this realm, too, FCNCs
have an advantage. As a rule, the heav-
ier an exotic particle, the more likely it
is to interact with a known one. Thus,
although heavy particles are hard to
generate in accelerators, they are easier
to detect through their eÝects at low
energies.

Known particles belong to the low-
energy world that human beings nor-
mally live in. One class of particles com-
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DAVID B. CLINE, a professor of phys-
ics and astronomy at the University of
California, Los Angeles, helped to initi-
ate the study of weak neutral currents in
the 1960s. He participated as well in the
discovery of the W and Z bosons in
1983. Weak interactions continue to be a
primary interest. Another current activi-
ty is searching for proton decay at the
Gran Sasso Laboratory in Italy. Cline is
also designing an instrument at U.C.L.A.
to test the sacred CPT theorem of parti-
cle physics, which states that the prod-
uct of charge, parity and time reversal is
conserved in particle interactions.

Low-Energy Ways to Observe
High-Energy Phenomena

By observing interactions that are forbidden
in the Standard Model, physicists can peek 
at supersymmetric and other happenings

by David B. Cline
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prises the leptonsÑelectrons, muons
and tausÑand the elusive ultralight
particles they decay into, the three neu-
trinos. Then there are the quarks.

Quarks seem to come in six types, or
ÒßavorsÓÑup, down, strange, charm,
bottom and, now, top. Each quark is
heavier than the preceding one in the
list; the conservation of mass-energy
allows a heavier quark to decay into
one that is lighter, but not vice versa.

Up and down, strange and charm,
and bottom and top are closely related
to each other and are paired into Òfam-
ilies.Ó Up and down, for instance, are
the two lightest quarks and belong to
the Þrst family. In each family one
quark has an electric charge of 2 Ú 3 (up,

charm and top), and the other has an
electric charge of Ð1 Ú 3 (down, strange
and bottom). (The charge is measured
in units of a protonÕs charge.) For every
quark or lepton there is an antiquark
or antilepton, which is identical except
for having the opposite charge.

Quarks are able to change into one
another by giving oÝ or absorbing heavy
particles. Three particles that transmit
the weak nuclear force between quarks
are the Z0, the W + and the W Ð. (The su-

perscripts indicate electric charges of 0,
+1 and Ð1, respectively.) For instance, 
a down quark can change into an up
quark by a weak process, with the WÐ

particle carrying away the extra charge.
Because the decay involves the passage
of a charged particle (the WÐ), it is said
to be mediated by a charged current.
Alternatively, a quark can interact with
itself by emitting and reabsorbing a Z0,
which gives rise to a weak neutral cur-
rent, or WNC.
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DECAY OF A Z0 PARTICLE is captured by the Aleph detector at CERN. The Z0, which
was Þrst seen in 1983, transmits the weak force between other particles such as
quarks, giving rise to a weak neutral current. Here it breaks up into a quark and an
antiquark, which further splay into more stable particles such as mesons.
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But never do experimenters see, as
mentioned, a strange quark changing
into a down, a process involving a ßa-
vor change. Because both these quarks
have the same charge, such an interac-
tion would have to proceed by a ßavor-
changing neutral current, or FCNC. 

The absence of FCNCs in (almost) all
experiments conducted to date has al-
ready led to the predictionÑand discov-
eryÑof the charm and the top quarks.
When physicists Þrst became aware, in
the late 1960s, that FCNCs did not seem
to occur, they were at a loss to under-
stand their absence. The theory of elec-
troweak interactions had just been in-
vented by Steven Weinberg, now at the
University of Texas at Austin, and Ab-
dus Salam of the International Centre
for Theoretical Physics in Trieste, Italy.

Previously Sheldon L. Glashow of Har-
vard University had described the same
theory. They had Þt the weak and elec-
tromagnetic interactions into the same
framework and predicted the existence
of the Z0, W+ and WÐ particles. These
particles became analogues of the pho-
ton, which transmits electromagnetic
forces.

But the electroweak theory, brilliant-
ly conÞrmed over the next decades, re-
quired the existence of neutral currents,
in which a Z0 is exchanged. Among oth-
er interactions, researchers assumed
that the Z0 might mediate the decay of
the strange quark to the down. An ex-
periment mounted at Lawrence Berke-
ley Laboratory in 1963, which I helped
to initiate, did not Þnd any such decays.
What we did not realize at the time was

that we were looking for a special, for-
bidden process: an FCNC. We simply
concluded, on the basis of our experi-
ments, that no neutral currents existed.

The only quarks known then were
the up, down and the strange. In 1970
Glashow, John Iliopoulos of the �cole
Normale Sup�rieure in Paris and Luci-
ano Maiani of the University of Rome
noticed that if a fourth quark existed, 
it could cancel the interaction of the
strange quark with the down. Thus, the
absence of FCNCs would be accounted
for. Also, weak neutral currents that do
not change ßavor would exist. Because
it would solve a long-standing dilem-
ma, the theorists called their hypothet-
ical fourth quark the Òcharm.Ó

Meanwhile scientists at CERN and at
Fermi National Accelerator Laboratory
(Fermilab) in Batavia, Ill., had been
looking for WNCs in processes involv-
ing neutrinos. Neutrinos interact with
other particles only by weak interac-
tions and with other neutrinos only by
WNCs. For some time, diÝerent and con-
fusing signals for WNCs from one of
the major experiments led the physics
community to claim, tongue in cheek,
that Òalternating neutral currentsÓ had
been discovered.

I
n 1973 both the experiments at
CERN and Fermilab found WNCs
[see ÒThe Detection of Neutral Weak

Currents,Ó by David B. Cline, Alfred K.
Mann and Carlo Rubbia; SCIENTIFIC

AMERICAN, December 1974]. In 1974,
also at Fermilab, a charm quark made a
ßeeting appearance. Furthermore, large
numbers of charm particles were pro-
duced in 1976 at the Stanford Linear
Accelerator Center, thus conÞrming the
theoristsÕ scenario. Their formula for
getting rid of FCNCs, called the GIM
mechanism, has since turned out to
have much broader validity than earlier
envisaged. Within each family, one quark
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UPPER LIMIT to the fraction of kaons decaying into a pion (by emitting a neutrino
and an antineutrino) has gone down steadily over 30 years. Fewer than one kaon
in a billion decays in this way. The absence of this ßavor-changing decay, involv-
ing the transformation of a strange quark into a down quark, led to the discovery
of the charm quark and has restricted several extensions of the Standard Model.
The most recent search is being conducted at Brookhaven National Laboratory.

The History of Weak Interactions

The first inkling of a fourth force came
in 1896, when Henri Becquerel ob-

served that an atomic nucleus could de-
cay by emitting an electron. By the 1930s
it became evident that this “beta decay”
involved the transformation of a neutron
within the nucleus to a proton. In the
1970s physicists realized that a down
quark in the neutron was changing into
an up quark, forming a proton and emit-
ting a W – particle. The latter decayed
into an electron and an antineutrino. The
W – and its relatives, the W+ and the Z0,
mediate the weak force.

Enrico Fermi (left )
first wrote down, in
1933, an interaction
that described beta
decay. Wolfgang Pau-
li (right ) postulated
that a new particle, 
a neutrino, carried
away the extra ener-
gy in beta decay.
Here they relax with
their friend Werner
Heisenberg at Lake
Como in 1927.
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prevents the other from decaying via
an FCNC.

Like the charm, the top quark was
predicted to existÑbecause the bottom
was not seen to decay to a strange or a
down. Because each quark has a famil-
ial pair, FCNCs cannot easily occur with-
in the Standard Model. Only on rare oc-
casions can the heavy quarks violate
the GIM mechanism, which works best
for the light quarks.

The rare FCNC that might be mediat-
ed by known particlesÑand, in fact, all
particle interactionsÑis best illustrated
by a kind of diagram invented by the
late Richard P. Feynman of the Califor-
nia Institute of Technology [see box on

pages 44 and 45 ]. In a Feynman dia-
gram the particles are drawn as leaving
traces, rather like a jet plane leaving a
vapor trail. Thus, when two particles in-
teract, their traces join at a vertex; when
a particle decays, its trace breaks up.

An FCNC can occur if a top quark
mediates the interaction in a way de-
scribed by a complicated Feynman dia-
gram known as a penguin. (The name
has an unusual source. John Ellis of
CERN once lost a game of darts with
Melissa Franklin, now at Harvard. The
penalty was that he had to put the word
ÒpenguinÓ into his next published pa-
perÑin which this diagram Þrst ap-
peared.) This decay, however, takes
place infrequently, if at all. The penguin
diagram has many variations; in most
of them, exotic particles serve to medi-
ate the decay.

Such particles are invariably postu-
lated in theories that address the de-
Þciencies of the Standard Model. One
such problem is the question of why
the fundamental particles have such 
diverse masses. The top quark, for ex-
ample, is some 30,000 times heavier
than the more common up quark, one
of the principal constituents of ordi-
nary matter.

Particles are believed to gain mass by
interacting with the heavy Higgs parti-
cle, which is also predicted by the elec-
troweak theory. Because each quark
has a diÝerent mass, however, it must
couple with the Higgs with a diÝerent
strength. These coupling strengths, or,
alternatively, the quark masses them-
selves, are among the 21 parameters of
the Standard Model that do not emerge
from its fundamental assumptions. The
properties have instead to be deter-
mined by experiment. This large set of
arbitrary numbers is less than appeal-
ingÑat least to those scientists who be-

lieve that at the deepest level of struc-
ture, the universe must be simple.

TheoristsÕ prescriptions for tying up
such untidy edges usually entail the
prediction of yet more exotic and mas-
sive particles. One kind of extension of
the Standard Model, for instance, is
Ògrand uniÞcation.Ó We have good rea-
son to believe that at a very high ener-
gy the strong force (which holds the
nucleus together) becomes uniÞed with
the electroweak. These forces become
equally strong, joining to form a grand
uniÞed force. In that case, leptons be-
come relatives of the quarks, and sev-
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CHARACTERS OF THE STANDARD MODEL are the quarks and leptons, the photon
(which mediates the electromagnetic force), the W+, WÐ and Z0 particles (transmit-
ting the weak force) and gluons (mediating the strong force). Each quark has a dif-
ferent flavor, but quarks and leptons in the same column belong to the same fami-
ly. The numbers to the right indicate the electric charge of all particles in the same
row. For every quark and lepton there is an antiquark or antilepton with the oppo-
site charge. Quarks have another quantum number, called color, that has not been
indicated. There are a total of eight gluons, each with a different combination of
color quantum numbers.

Neutral current inter-
action occurs in a
bubble chamber at
the Argonne National
Laboratory. An un-
seen neutrino, mov-
ing upward, initiates
a chain of reactions
culminating in a spi-
raling electron. This
fundamental process
was Þrst observed at
CERN and Fermilab.

UA1 detector was
built by an interna-
tional collaboration
for observing the
carriers of the weak
force. In 1983 it de-
tected a W particle,
earning a Nobel
Prize for Carlo Rub-
bia, who was re-
cently the chief of
CERN.
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eral parameters relating to the strong
forces become the same as those of the
weak. The overall structure of a grand
uniÞed model is much simpler, and
more rational, than that of the Stan-
dard Model. But it also requires the ex-
istence of ultraheavy particles, called
grand uniÞed particles, that have a mass
of about 1016 GeV (1 GeV, roughly the
mass of a proton, is a billion electron
volts).

Among other interactions, these ultra-
heavy particles allow quarks to change
into leptonsÑand the proton to decay.
Physicists have looked for proton de-
cays for more than a decade, and the
searches are now becoming more de-
Þnitive. With Carlo Rubbia of CERN and

others in Italy, I am working on the
ICARUS proton decay experiment at the
Gran Sasso Laboratory in Italy. Giant
detectors are being constructed at Gran
Sasso and in Japan. 

But there is a problem with the grand
uniÞed model. Its ultraheavy particles,
by interacting with particles of the
known world, would increase the mass-
es of the latter. Quarks and leptons
would then also have masses of about
1016 GeV. In that case, not only would
humans not have observed them, but
also they would not existÑat least in
their current form.

The only solution known to this Òhi-
erarchy problemÓ is supersymmetry, or
SUSY. Supersymmetry postulates that

each known particle is one of a super-
symmetric pair. The superpartner of a
quark, for example, would have a heav-
ier mass and a diÝerent spin, or angu-
lar momentum. It would in eÝect can-
cel the interaction between the heavy
grand uniÞed particles and the quarks
and leptons of the world, solving the
hierarchy problem.

Many theorists are convinced that su-
persymmetric partners must exist. But
none have been found. Maurice Gold-
haber of Brookhaven National Labora-
tory sometimes jokes that the situation
is not that bad: we at least have one
half of all supersymmetric particles in
the universeÑthe quarks and leptons!

One necessary consequence of super-
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A B meson decays at
Fermilab into a pion
(blue), a kaon (red ), 
and a muon and anti-
muon (purple). The
meson, created by a
proton coming from
the left and striking a
silicon wafer (yellow ),
cannot be seen. Copi-
ous sources of B me-
sons are the most
promising locations for
flavor-changing neu-
tral currents. 

Compact Muon Solenoid
may detect muons that
signal a B mesonÕs de-
cay via a flavor-chang-
ing neutral current. This
detector is to be used
with the Large Hadron
Collider at CERN, which
is planned for 2003.

Feynman
Diagrams

If particles could leave trac-
es, their interactions might

look like Feynman diagrams.
Each line in such a diagram
describes the path of a parti-
cle; when a particle breaks
into two, its line divides as
well. A mathematical expres-
sion is associated with each
line and vertex in a Feynman
diagram. The product of these
expressions gives the proba-
bility that the depicted inter-
action occurs. Thus, Feynman
diagrams are invaluable as
calculation tools.

An up quark and an anti-
up quark (u) combine to
produce a Z0 particle, which
decays into an electron and
a positron (e+). This neutral
current interaction is the
process by which the pro-
ton-antiproton collider at
CERN produced the first Z0

particles.

e+

u

e–

u–

Z0

u

e+d

W–

νe–

d

u e–

W–

νe–

1991 2003

MUON CHAMBER

CALORIMETERS

A down quark and
a positron interact
by exchanging a W –

particle in a charged
current interaction.
Thereby the down
quark turns into an 
up quark, giving off
an antineutrino (νe).
Note that the electric
charge entering a ver-
tex equals the charge
going out.

A down quark de-
cays into an up quark
by emitting a W–. The
latter breaks up into
an electron and an
antineutrino. This di-
agram, describing a
beta decay, is mathe-
matically equivalent
to the previous one;
the incoming positron
has simply been re-
placed by an outgoing
electron. Thus, “de-
cays” in particle phys-
ics are synonymous
with “interactions.”
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symmetry is the existence of ßavor-
changing neutral currents. For example,
supersymmetric particles would provide
a pathway for bottom quarks to change
into strange quarks. In fact, the FCNCs
might be so large that they would have
to be suppressed somehow.

The FCNCs mediated by SUSY parti-
cles can be reduced if the partners in a
supersymmetric pair have rather simi-
lar masses. The similarity implies that
SUSY particles have low masses, like
those already known. But because ex-
perimenters have seen none of these
particles in accelerators, their masses
must actually be much heavier. They
are supposed to range from 100 GeV
to 10 TeV (1 TeV is a trillion electron
volts). These contradictory requirements
for the masses have put most versions
of supersymmetry in trouble.

A more straightforward way in which
the Standard Model may be extended is
by additional quarks. Physicists have
speculated on the possibility of a
fourth family of quarks for years [see
ÒBeyond Truth and Beauty: A Fourth
Family of Particles,Ó by David B. Cline;
SCIENTIFIC AMERICAN, August 1988].

Because grand uniÞcation suggests
that the quark families are also related
to leptons, electrons and neutrinos are
cousins of the up and down. If physi-
cists were to Þnd an additional, fourth
neutrino, it would indicate the presence
of a fourth quark family. Data taken at
the Large Electron Positron collider at
CERN indicate that only three light neu-

trinos exist. Still, there may well be a
fourth, massive neutrino.

The massive quark family that would
come along with a massive neutrino
would almost certainly induce ßavor-
changing processes. As noted, GIM
mechanisms, which cancel FCNCs for
low-mass quarks, would not work so
well with the heavier quarks. Flavor-
changing events would take place most
often in reactions involving the third
family, into which the fourth family
would preferentially decay.

Another theory has recently been put
forward by Weinberg and Lawrence J.
Hall of the University of California at
Berkeley, as well as by some other the-
orists. They argue that there is no theo-
retical constraint on the number of
Higgs particles that exist in nature.
Whereas the Standard Model requires
only one Higgs, it does not rule out the
presence of many.

These extra Higgs particles could ex-
ist even at the relatively low mass of
100 GeV. Although hard to detect in
current acceleratorsÑbecause they are
not very reactiveÑthe particles would
almost certainly mediate ßavor-chang-
ing decays. Such decays would be most
pronounced for bottom, and possibly
top, quarks.

Another theory, known by the name
of technicolor, suggests that the Higgs
particle is a composite of two higher
mass particles. This postulate allows
the Higgs mechanismÑby which the W
and Z particles get their massÑto have

a more natural structure. The technicol-
or particles have masses likely above a
trillion electron volts. Technicolor par-
ticles also tend to generate rather large
FCNCs, which are currently unapparent.
ReÞned versions of the theoryÑcalled
running technicolor or walking techni-
colorÑmanage to reduce, but not elim-
inate, ßavor-changing currents.

Thus, theorists predict a plethora of
particles beyond the Standard Model
that could give rise to FCNCs. Experi-
menters have looked for such currents
for some 30 years now, reaching ever
increasing levels of sensitivity.

P
reliminary searches for neutral
currents began, as mentioned, in
the early 1960s. We used a kaon

beam at Lawrence Berkeley Laboratory
for the Þrst deÞnitive search. A kaon
has one strange quark coupled with an
antiup or antidown quark. Alternative-
ly, it may have an antistrange quark
coupled with an up or down. Kaons be-
long to a class of composite particles,
each made of a quark and an anti-
quark, that are called mesons. Whereas
quarks do not exist freely in nature,
mesons doÑalthough they are often
unstable. Hence, experiments often be-
gin with a meson beam.

If the strange quark in a kaon were
to decay into a down, the kaon would
break up into a pionÑa meson that
combines a down with an antiup (or up
with an antidown) quark. The decaying
kaon would emit as well a neutrino and
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A bottom quark changes
into a strange quark by emit-
ting a muon and an antimuon
(µ+). This hypothetical decay,
requiring a flavor-changing
neutral current, could be me-
diated by an exotic Higgs
particle (H0). The UA1 detec-
tor was the first to search for
the decay.

An up and a down quark may interact by
exchanging supersymmetric particles (W
and H3) to become an antistrange quark (s)
and a muon antineutrino (νµ ). Because a
proton contains a down quark and two up
quarks, it might decay in this manner. A
search for this decay is planned at the Gran
Sasso Laboratory in Italy.

A bottom quark and an
antistrange quark, which
make up a B meson, decay
via a penguin diagram into 
a tau lepton and an antitau
(τ+). The two particles in the
loop are a hypothetical heavy
quark (t′ ) and its antiquark
(t′ ). This unobserved flavor-
changing process may also
proceed via a top quark and
an antitop quark or through
exotic new particles.
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an antineutrino. A pion is all too com-
mon; it is made in many nuclear pro-
cesses. But the two neutrinos that would
come along with it are a distinctive sig-
nal of the ßavor-changing process.

Observing the decay in an experiment
is not so easy. The trace of a neutrino,
for example, is never seen in a detector.
Nowadays the extreme sensitivity of this
search [see bottom illustration on page

42 ] has placed severe constraints on
extensions of the Standard Model.

The next quark, the charmÑa heavy
relative of the strangeÑwas until re-
cently thought to be not a sensitive
gauge of exotic physics. This was be-
cause it decays relatively fast, by Stan-
dard Model processes. Now we think it
is interesting, for a diÝerent reason.
The charm is weakly coupled to the top
quark; thus, the top could decay into
the charm, emitting neutrinos of very
high energy. Interactions of neutrinos
with charm quarks could also signal
FCNCs. The latter processes could pos-
sibly be tested in future Fermilab ex-
periments involving neutrino beams.

The most likely particle to reveal ßa-

vor-changing neutral currents is the
bottom quark. Being much heavier than
the strange or the charm, the bottom
quark couples better with the heavy
particles that are predicted by exten-
sions of the Standard Model. Further-
more, bottom quarks are found in B

mesons, which have a relatively long
lifetime of 10Ð12 secondÑ100 times
longer than expected. The stability of B
mesons allows experimenters to pro-
duce them in large numbers and in
beams of high energy.

The bottom quark can decay in sev-
eral ways via FCNCs. Any one of these
decays could signal novel physics be-
yond the Standard Model. Besides be-
ing able to make B meson beams, we
can now also use some extremely sen-
sitive detectors. The B meson travels
only a tenth of a millimeter before it
decays. The latest detectors contain sil-
icon strips in which the mesons and
other particles leave tracks of electron
charge. Even the very short tracks are
clearly visible.

In one process, the bottom quark
could decay to a strange quark by emit-

ting an unknown object, possibly a 
supersymmetric particle or an exotic 
Higgs. The latter decays further, into a
lepton and antilepton pair.

T
he most sensitive search to date
for this decay was carried out by
our group, in the unimaginative-

ly dubbed UA1 (Underground Area 1)
detector, at the CERN proton-antipro-
ton collider. ( In 1983 the UA1 collabo-
ration reported the Þrst observation of
W and Z particles.) We looked for a
muon-antimuon pair with a combined
energy of more than 4 GeV. We found
that fewer than Þve decays in 100,000
were ßavor changing. The result was
used to restrict the masses of techni-
color and Higgs particles. If the parti-
cles interact as strongly as theorists be-
lieve them to, their masses must be
less than 400 GeV.

In a diÝerent decay process, the bot-
tom breaks down again to a strange
quark, but by emitting a photon. The
decay proceeds via a penguin diagram.
In practice, the decaying bottom quark
is contained in a B meson; the latter de-
cays to an excited state of a kaon and
gives oÝ a photon.

In late 1993 such a decay was seen at
the Cornell electron-positron storage
ring. Only a few such events have been
detected so far. Calculating the likeli-
hood of this process is quite diÛcult.
In particular, its presence could be sig-
naling an exotic particle or an interac-
tion involving a top quark. We know
for sure only that it signals a penguin
process. Until the decays take place
frequently enough to be studied sys-
tematically, physicists cannot decide
exactly which particles are mediating
the penguin. At present, the Þnding
serves to whet the appetite.

Another interactionÑfree of many of
the theoretical uncertainties that plague
the formerÑis one in which the B me-
son decays to any particle containing a
strange quark, giving oÝ a photon. The
process includes the earlier one as a
small component but is easier to calcu-
late. Currently experimental limits have
been placed on this process from the
Cornell experiment. Of every 10,000 B
meson decays, fewer than Þve change
ßavor.

There is another exciting possibil-
ity for the decay of a bottom quark. It
involves a ßavor-changing neutral cur-
rent in which a B meson decays, not to
another quark but to a pair of leptons.
In particular, the B could decay to a tau
and an antitau. Grand uniÞcation puts
the tau lepton in the same family as
bottom quarks. Thus, this decay in-
volves only the third family. Besides, it
requires a ßavor-changing neutral cur-
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PENGUIN DECAY of a B meson was observed in June 1993 at the Cornell Electron
Storage Ring. The collider produced a pair of B mesons. One decayed convention-
ally into a positive kaon (green ), a negative pion (purple ) and a photon, seen as a
dark patch (bottom right ). The other decayed via a ßavor-changing neutral current,
the end products of which are a negative kaon (blue), two positive pions (red ), a
negative pion (pink ) and a photon (patch at top left ). The ßavor-changing decay
may signal an exotic particle not within the Standard Model.
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rent. If the decay is relatively profuse,
it would point to the existence of su-
persymmetric particles.

Detecting this decay is a major chal-
lenge to experimental particle physics.
At a recent meeting in Snowmass, Colo.,
a few of us initiated a study of schemes
for its observation. To this end, we are
conducting a series of computer simu-
lations at the University of California at
Los Angeles.

One approach is to detect the muons
into which the tau lepton decays. A key
detector in this search is the just ap-
proved Compact Muon Solenoid. It is
to be used at the Large Hadron Collider
(LHC) at CERN. Our group is part of a
collaboration that designed and, we
hope, will participate in building the
detector. The current head of this ex-
periment is Michel Della Negra of CERN.

In addition to detection schemes re-
searchers also require intense sources
of B particles. One such source might
be derived from the proton-antiproton
beams at Fermilab. When the two beams
collide, they generate a profusion of
particles, including between 109 to 1010

B mesons. Two ÒB factoriesÓ are being
planned as well, at the Stanford Linear
Accelerator Center and at the National
Laboratory for High Energy Physics (bet-
ter known as KEK) in Japan. These proj-
ects should each produce about 108

B mesons.
Colliders to be built in the future will

also be important for such searches.
The European Union is going ahead
with the LHC. This collider will smash

together, head-on, two proton beams,
each with energies of 7 TeV. If all goes
as planned, the LHC will turn on before
the year 2003. It will create some 1012

B mesons in colliding beams. Another
possible means of detecting B decays
at the LHC is the super Þxed target ex-
periment. If a part of the main beam is
extracted and made to hit a stationary
target, up to 1011 B mesons could be
manufactured.

Many teams from the U.S. are now
planning to work at the LHC. A sub-
panel of the High Energy Physics Advi-
sory Panel, chaired by Sidney D. Drell
of the Stanford Linear Accelerator, re-
cently emphasized to the U.S. Depart-
ment of Energy the need to support
such participation. Fortunately for those
of us at U.C.L.A., our early involvement
in the Compact Muon Solenoid guaran-
tees our place in the LHC.

The discovery of the top quark gives
physicists a more accurate tool in eval-
uating decays of the bottom quark.
Now that the mass of the top is known,
theorists can calculate the frequency of
penguin processes involving top quarks.
Knowing the topÕs contribution, they
can more precisely gauge which FCNCs
signal exotic particles.

The top quark could also decay in ex-
otic ways that signal unusual physics.
For instance, it might decay to a charm
and two neutrinos, a decay mediated
by technicolor or multiple Higgs parti-
cles. The high mass of the topÑ174
GeVÑmight be part of a general pat-
tern, indicating that exotic particles are

even heavier than theorists had antici-
pated. They could range from hun-
dreds of GeV to 1 TeV.

The observations of ßavor-changing
decays at Cornell and the limits on ex-
otic particles from UA1 have put scien-
tists in a new era of searches for phe-
nomena beyond the Standard Model.
With the profuse sources of B mesons
experimenters will have in the near fu-
ture, and information about top quarks,
they can consolidate the early sightings
of ßavor-changing processesÑand tease
out the implications.

The story of ßavor-changing neutral
currents illustrates the role that ÒnullÓ
experimentsÑthose that see nothingÑ
have played in guiding the develop-
ment of particle physics. We hope the
30 years of arduous searches will be re-
warded in the not too distant future
with more discoveries. Even before the
Large Hadron Collider comes on line,
physicists may be able to peel partially
yet another layer from the elementary-
particle onion.
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LARGE HADRON COLLIDER is mocked-up at the tunnel cur-
rently housing the Large Electron Positron collider at CERN.
The cylindrical magnets for the LHC have been placed on top
of existing magnets. The LHC is planned to start operating in

2003 and will shoot two beams of protons at each other at
higher energies than have ever been achieved. The resulting
collisions will, it is hoped, create the Higgs particle and pro-
vide evidence for particles beyond the Standard Model.
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M
akers of beer and soft-drink
containers in the U.S. produce
300 million aluminum bever-

age cans a day, 100 billion of them ev-
ery year. The industryÕs output, the
equivalent of one can per American per
day, outstrips even the production of
nails and paper clips. If asked whether
the beverage can requires any more
special care in its manufacture than do
those other homey objects, most of us
would probably answer negatively. In
fact, manufacturers of aluminum cans
exercise the same attention and preci-
sion as do makers of the metal in an
aircraft wing. The engineers who press
the design of cans toward perfection
apply the same analytical methods
used for space vehicles.

As a result of these eÝorts, todayÕs
can weighs about 0.48 ounce, down
from about 0.66 ounce in the 1960s,
when such containers were Þrst con-
structed. The standard American alu-
minum can, which holds 12 ounces of
liquid, is not only light in weight and
rugged but is also about the same
height and diameter as the traditional
drinking tumbler. Such a can, whose
wall surfaces are thinner than two pag-
es from this magazine, withstands more
than 90 pounds of pressure per square

inchÑthree times the pressure in an
automobile tire.

Yet the can industry is not standing
pat on its achievement. Strong econom-
ic incentives motivate it toward further
improvements. Engineers are seeking
ways to maintain the canÕs performance
while continuing to trim the amount of
material needed. Reducing the canÕs
mass by 1 percent will save approxi-
mately $20 million a year in aluminum
(and make still easier and even less
meaningful the macho gesture of crush-
ing an empty can with a bare hand).

Aside from the savings it yields, the
modern manufacturing process imparts
a highly reßective surface to the canÕs
exterior, which acts as a superb base for
decorative printing. This attribute adds
to the enthusiasm for the aluminum can
among those who market beverages.
Indeed, that industry consumes about
a Þfth of all aluminum used in the U.S.
Consequently, beverage cans have
emerged as the single most important
market for aluminum. Until 1985, most
cans held beer, but now two thirds of
them store nonalcoholic drinks.

T
he aluminum beverage can is a
direct descendant of the steel
can. The Þrst of these vessels ap-

peared in 1935, marketed by Kreuger
Brewing Company, then in Richmond,
Va. Similar to food cans, this early bev-
erage container comprised three pieces
of steel : a rolled and seamed cylinder
and two end pieces. Some steel cans
even had conical tops that were sealed
by bottle caps. During World War II, the
government shipped great quantities
of beer in steel cans to servicemen over-
seas. After the war, much of the produc-
tion reverted to bottles. But veterans
retained a fondness for canned beer, so
manufacturers did not completely aban-
don the technology even though the
three-piece cans were more expensive
to produce than the bottles.

The Þrst aluminum beverage can
went on the market in 1958. Developed
by Adolph Coors Company in Golden,

Colo., and introduced to the public by
the Hawaiian brewery Primo, it was
made from two pieces of aluminum. To
produce such cans, Coors employed a
so-called impact-extrusion process. The
method begins with a circular slug that
has a diameter equal to that of the can.
A punch driven into the slug forces ma-
terial to ßow backward around it, form-
ing the can. The process thus made the
side walls and the bottom from one
piece. The top was added after Þlling.

This early technique proved inade-
quate for mass manufacturing. Produc-
tion was slow, and tooling problems
plagued the process. Moreover, the re-
sulting product could hold only seven
ounces and was not eÛcient structural-
ly : the base could not be made thinner
than 0.03 inch, which was much thick-
er than it needed to be to withstand
the internal forces.

Nevertheless, the popularity of the
product encouraged Coors and other
companies to look for a better way to
make the cans. A few years later Rey-
nolds Metals pioneered the contempor-
ary method of production, fabricating
the Þrst commercial 12-ounce alumi-
num can in 1963. Coors, in conjunction
with Kaiser Aluminum & Chemical Cor-
poration, soon followed. But pressure
from large can companies, which also
purchased steel from Kaiser for three-
piece cans, is said to have obliged Kai-
ser to withdraw temporarily from alu-
minum-can development. Apparently,
these steel-can makers feared the com-
petition of a new breed of container.
Hamms Brewery in St. Paul, Minn., be-
gan to sell beer in 12-ounce aluminum
cans in 1964. By 1967 Coca-Cola and
PepsiCo were using these cans.

Today aluminum has virtually dis-
placed steel in all beverage containers.
The production of steel three-piece cans,
which are now rarely made, reached its
peak of 30 billion cans in 1973. The
number of two-piece steel cans topped
out at 10 billion in the late 1970s. This
design now accounts for less than 1 per-
cent of the cans in the U.S. market (they
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The Aluminum Beverage Can
Produced by the hundreds of millions every day, the modern can—

robust enough to support the weight of an average adult—
is a tribute to precision design and engineering

by William F. Hosford and John L. Duncan

WILLIAM F. HOSFORD and JOHN L.
DUNCAN have been active in research
on sheet-metal forming for more than
30 years and act as consultants to alu-
minum producers. Hosford is professor
of materials science and engineering at
the University of Michigan. He received
his doctorate in metallurgical engineer-
ing from the Massachusetts Institute of
Technology and has written books on
metal forming and the plasticity of ma-
terials. Duncan, who received his Ph.D.
in mechanical engineering from the Uni-
versity of Manchester in England, is pro-
fessor of mechanical engineering at the
University of Auckland in New Zealand.
Like Hosford, Duncan has written a text-
book on the forming of sheet metal.
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ANATOMY OF MODERN BEVERAGE CAN reveals the dimen-
sions that design and engineering must achieve on a daily
basis. The goal of can makers is to reduce the amount of alu-

minum needed without sacriÞcing structural integrity. A can
now weighs about 0.48 ounce; the industry hopes to reduce
that weight by about 20 percent.

SCORED OPENING
The lid is scored so that the
metal piece pushes in easily
without detaching.

NECK
The body of the can is
narrowed here to accom-
modate the smaller lid.

BODY
This aluminum alloy typ-
ically incorporates by weight
1 percent magnesium, 1 per-
cent manganese, 0.4 per-
cent iron, 0.2 percent silicon
and 0.15 percent copper. It
is ironed to dimensions with-
in 0.0001 inch and is made
thicker at the bottom for
added integrity. It withstands
an internal pressure of 90
pounds per square inch and
can support 250 pounds.

RIVET
Used to secure the tab to
the can, this integral piece of
the lid is made by stretching
the center of the lid upward
slightly. It is then drawn to
form a rivet.

TAB
This separate piece of met-
al is held in place by the in-
tegral rivet.

FLANGE
After the top of the
can is trimmed, it is
bent and seamed
to secure the lid af-
ter filling.

BASE
The bottom of the can as-
sumes a dome shape in order
to resist the internal pressure.

LABEL
The ironing process that thins
the body of the can produces
a highly reflective surface
suitable for decoration. The
mirrorlike finish may be one
of the main reasons mar-
keters of beverages adopted
the aluminum can.

LID
The lid may make up 25 per-
cent of the total weight. It
consists of an alloy that con-
tains less manganese but
more magnesium than the
body does, making it stronger.
To save on the mass, manu-
facturers make the diameter
of the lid smaller than that of
the body.

0.012”

0.006”

0.003”

0.005”
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are, however, more popular in Europe).
The process that Reynolds initiated

is known as two-piece drawing and wall
ironing. Aluminum producers begin
with a molten alloy, composed mostly
of aluminum but also containing small
amounts of magnesium, manganese,
iron, silicon and copper. The alloy is
cast into ingots. Rolling mills then ßat-
ten the alloy into sheets.

The Þrst step in can making is cut-
ting circular blanks, 5.5 inches in diam-
eter. Obviously, cutting circles from a
sheet produces scrap. The theoretical
loss for close-packed circles is 9 per-
cent; in practice, the loss amounts to
12 to 14 percent. To reduce this waste,
sheets are made wide enough to incor-
porate 14 cups laid out in two stag-
gered rows. Each blank is drawn into a
3.5-inch-diameter cup.

The next three forming operations
for the can body are done in one con-
tinuous punch stroke by a second ma-
chineÑin about one Þfth of a second.
First, the cup is redrawn to a Þnal in-
side diameter of about 2.6 inches, which
increases the height from 1.3 to 2.25
inches. Then, a sequence of three iron-
ing operations thins and stretches the
walls, so that the body reaches a height
of about Þve inches. In the last step, the
punch presses the base of the can body
against a metal dome, giving the bottom
of the can its inward bulge. This curve
behaves like the arch of a bridge in that
it helps to prevent the bottom from
bulging out under pressure. For added
integrity, the base of the can and the
bottom of the side walls are made thick-
er than any other part of the can body.

Because the alloy does not have the
same properties in all directions, the
can body emerges from the forming op-

erations with walls whose top edges are
wavy, or Òeared.Ó To ensure a ßat top,
machinery must trim about a quarter
inch from the top. After trimming, the
cup goes through a number of high-
speed operations, including washing,
printing and lacquering. Finally, the
can is automatically checked for cracks
and pinholes. Typically, about one can
in 50,000 is defective.

Ironing is perhaps the most critical
operation in making the body of the
can. The precisely dimensioned punch
holds and pushes the cup through two
or three carbide ironing rings. To thin
and elongate the can, the punch must
move faster than the metal does in the
ironing zone. The clearance between
the punch and each ring is less than
the thickness of the metal. The friction
generated at the punch surface assists
in pushing the metal through the iron-
ing rings. To increase this friction, the
punch may be slightly roughened with
a criss-cross scratch pattern (which can

be seen, impressed on the inside of a
can). On the exterior of the can the
shearing of the surface against the iron-
ing rings yields the desired mirror Þnish.

The side walls can be thinned with-
out loss of integrity because, structur-
ally, the can is a Òpressure vessel.Ó That
is, it relies for part of its strength on the
internal force exerted by carbon diox-
ide in beer and soft drinks or by the ni-
trogen that is now infused into such
uncarbonated liquids as fruit juice. In-
deed, most beers are pasteurized in the
can, a process that exerts nearly 90
pounds per square inch on the materi-
al. Carbonated beverages in hot weath-
er may also build up a similar pressure.

Filling introduces a diÝerent kind of
stress on the can. During this stage, the
can (without its lid) is pressed tight-
ly against a seat in a Þlling machine. It
must not buckle, either during Þlling and
sealing or when Þlled cans are stacked
one on another. Hence, can makers spec-
ify a minimum Òcolumn strengthÓ of
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STEPS IN CAN MANUFACTURE begin with an aluminum alloy
sheet. Blanks 5.5 inches in diameter are cut from the sheet; a
punch draws the circle to form a 3.5-inch-diameter cup. A

second machine then redraws the blank, irons the walls and
gives the base its domeÑall in approximately one Þfth of a
second. These procedures give the can wall its Þnal dimen-

DRAWING AND IRONING constitute the modern method of beverage can manufac-
ture. The initial draw transforms the blank into a small cup (1 ). The cup is trans-
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about 250 pounds for an empty can
body. Thin-walled structures do not eas-
ily meet such a requirement. The slight-
est eccentricity of the loadÑeven a dent
in the can wallÑcauses a catastrophic
collapse. This crushing can be demon-
strated by standing (carefully) on an up-
right, empty can. Manufacturers avoid
failures by using machines that hold
the cans precisely.

The second piece of the can, the lid,
must be stiÝer than the body. That is
because its ßat geometry is inherently
less robust than a curved shape (dams,
for instance, bow inward, presenting a
convex surface to the waters they re-
strain). Can makers strengthen the lid
by constructing it from an alloy that
has less manganese and more magne-
sium than that of the body. They also
make the lid thicker than the walls. In-
deed, the lid constitutes about one
fourth the total weight of the can. To
save on the mass, can makers decrease
the diameter of the lid so that it is

smaller than the diameter of the cylin-
der. Then they Òneck downÓ the top part
of the cylindrical wall, from 2.6 to 2.1
inches, to accommodate the lid. An in-
genious integral rivet connects the tab
to the lid. The lid is scored so that the
can opens easily, but the piece of metal
that is pushed in remains connected.

In addition to clever design, making
billions of cans a year demands reliable
production machinery. It has been said
that in order to prove himself, an ap-
prentice Swiss watchmaker was not re-
quired to make a watch but rather to
make the tools to do so. That sentiment
applies to can manufacturing. As one
production manager remarked, ÒIf at
the end of a bad day, you are a half mil-
lion cans short, someone is sure to no-
tice.Ó A contemporary set of ironing dies
can produce 250,000 cans before they
require regrinding. That quantity is
equivalent to more than 20 miles of alu-
minum stretched to tolerances of 0.0001
inch. Die rings are replaced as soon as

their dimensions fall out of speciÞca-
tion, which occurs sometimes more than
once a day.

M
uch of the success behind the
consistent and precise produc-
tion lies in the strong yet form-

able alloy sheet. The metallurgical prop-
erties responsible for the performance
of modern can sheet have been propri-
etary and therefore not well known.
Only within the past decade has that
situation changed. Through the eÝorts
of Harish D. Merchant of Gould Elec-
tronics in Eastlake, Ohio, James G. Mor-
ris of the University of Kentucky and
others, scientiÞc papers on the metal-
lurgy of can sheet have become more
widely published.

We now know that three basic factors
increase the strength of aluminum. We
have already mentioned one of them:
manganese and magnesium dissolved
into the material. These atoms displace
some of the aluminum ones in the sub-
stance. Because they are slightly diÝer-
ent in size, the manganese and magne-
sium atoms distort the crystal lattice.
The distortions resist deformation, thus
adding strength to the sheet.

The second contribution comes from
the presence of so-called intermetallic
particles. Such particles, which form
during the processing of the sheet, con-
sist of a combination of diÝerent met-
als in the alloy (mostly iron and man-
ganese). They tend to be harder than
the alloy itself, thus supplying strength.

Perhaps the most important contri-
bution to sheet strength, however, is
the work hardening that occurs when
the sheets are cold-rolled (ßattened at
room temperature). During this shap-
ing, dislocations, or imperfections, in
the lattice materialize. As the metal de-
forms, the dislocations move about and
increase in number. Eventually they be-
come entangled with one another, mak-
ing further deformation more diÛcult.
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sions. After the ÒearsÓ at the top of the walls are trimmed, the can is cleaned, deco-
rated and then ÒneckedÓ to accommodate the smaller lid. The top is ßanged to se-
cure the lid. Once Þlled and seamed shut, the can is ready for sale.

ferred to a second punch, which redraws the can; the sleeve
holds the can in place to prevent wrinkling (2 ). The punch

pushes the can past ironing rings, which thin the walls (3 ). Fi-
nally, the bottom is shaped against a metal dome (4 ).
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Unfortunately, this work hardening
dramatically reduces the ability of the
material to stretch. Tensile tests indi-
cate that the elongation capacity drops
from 30 percent to about 2 or 3 percent.
Conventional wisdom had it that sheets
can be formed only if the material has
a high tensile elongation. Certainly in
the automotive industry, body parts are
formed from fully annealed sheets that
can elongate more than 40 percent. This
philosophy guided the early attempts
to make two-piece aluminum cans. Re-
searchers concentrated on annealed or
partially work-hardened sheets, which
sacriÞced strength for ductility.

The understanding of formability re-
ceived a major boost from studies in
the 1960s by Stuart P. Keeler and Wal-
ter A. Backofen of the Massachusetts
Institute of Technology and Zdzislaw
Marciniak of the Technical University in
Warsaw, among others. Looking at the
behavior of various sheet metals, they
considered more than just the behavior
under tension applied in one direction
(as is done in the tension test). They
also looked at what happens when ten-
sion is applied simultaneously in two

directions. They showed that a small
window of strains exists that permits
forming without structural failure. Al-
though work hardening greatly reduces
the size of this window, a small slit
nonetheless remains openÑenough to
permit the doming of the base and
drawing and redrawing of the side walls.

The crucial advance that made the
aluminum can economical, however,
came from Linton D. Bylund of Rey-
nolds. He realized that cans could be
made from a fully work-hardened sheet
using a carefully designed process that
speciÞed the placement of the ironing
rings, the shape of the punch and dies,
and many other parameters. The strong,
fully work-hardened sheet made it pos-
sible to use sheet that was thinner, sav-
ing enough weight to make the cans
economically competitive.

Nowhere is the technique of forming
work-hardened sheet more apparent
than it is in the cleverly designed rivet
that holds the tab on the can lid. The
rivet is an integral piece of the lid. To
make it, the center of the lid must be
stretched by bulging it upward a bit.
This ÒextraÓ material is drawn to form

a rivet and then ßattened to secure the
tab (which is a separate piece of metal).

B
esides making the can sheet
stronger, manufacturers also
sought to reduce the amount of

aluminum needed by controlling the
waviness, or earing, which as we have
seen takes place at the top of the can
after ironing. The eÝect derives from
the crystallographic texture of the alu-
minum sheet, that is, the orientation of
its crystal structure. Hence, earing is in-
evitable to some extent. Hans-Joachim
Bunge of the Technical University in
Clausthal, Germany, and Ryong-Joon
Roe of Du Pont and others have devel-
oped x-ray diÝraction techniques to de-
scribe qualitatively the textures that
cause earing. Laboratory technicians
prepare specimens by grinding away
layers of the sheet to expose material
at diÝerent depths. X-ray diÝraction
coupled with elegant analytical tech-
niques automatically produces three-
dimensional diagrams that reveal the
preferred orientation of crystals as a
function of depth in the sheet.

Such diagnostic approaches have en-
abled aluminum companies to produce
sheet that yields much smaller ears.
Metallurgists balance the two predomi-
nant crystallographic textures that exist
in the aluminum. One kind of texture
arises during annealing of the alloy af-
ter the alloy is hot-rolled from ingots. It
causes four ears to appear every 90 de-
grees (at 0, 90, 180 and 270 degrees)
around the circumference of the can.
The second kind of texture results from
cold-rolling the sheet, which produces
an ear at 45, 135, 225 and 315 degrees.
Proper control of annealing and rolling
can lead to a combination of the two
textures such that ears caused by one
Þll the valleys caused by the other. The
result is eight very low ears. The maxi-
mum height of an ear is often less than
1 percent of the height of the cup.

Consistent processing of metal and
careful design have now made each part
of the can about as strong as any other.
It is not unusual to Þnd cans in which
the opening on the lid fractures, and
the bottom dome and lid bulge at near-
ly the same pressure, within the range
of 100 to 115 pounds per square inch.

Despite the success of current design
and manufacture, can makers are still
searching for reÞnements. Much of the
investigation focuses on ways to use
aluminum more eÛciently, because the
metal represents half the cost of the
can. One possibility for saving would
be to cast the molten alloy into thin
slabs rather than into thick ingots, as is
currently done. A typical ingot may be
30 inches thick, which is rolled down
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ANNUAL BEVERAGE CAN PRODUCTION in the U.S. has increased by several billion
over the past few years. The two-piece aluminum can overwhelmingly dominates
the market; steel cans constitute less than 1 percent. Three-piece steel cans, which
are now rarely made, reached their peak production in the mid-1970s. 
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by a factor of 2,500 to 0.011 or 0.012
inch. So much rolling requires expensive
capital equipmentÑfurnaces and rolling
millsÑand consumes a lot of energy.

It is possible to cast aluminum contin-
uously into slabs that are an inch thick
or less. These thin slabs would require
much less rolling to reach the desired
Þnal sheet thickness. Continuous cast-
ing is used for some soft aluminum al-
loysÑfor example, aluminum foil is
made from material cast to a thickness
of 0.1 inch.

Unfortunately, production of satisfac-
tory can stock from thin slabs thwarts
the metallurgists. The faster cooling
and decreased rolling inherent in con-
tinuous casting do not yield the desired
metallurgical structure. Two main prob-
lems arise. First, crystallographic texture
cannot be properly controlled to pre-
vent large ears. Second, the faster cool-
ing rate produces severe diÛculties in
ironing the can walls.

These ironing problems develop be-
cause of the nature of the intermetallic
particles that form when the molten al-
loy solidiÞes. Intermetallic particles that
develop during solidiÞcation are much
larger than those that originate during
processing (which as we have seen im-
part strength to the sheet). Because of
their size, they play a key role in iron-
ing. During this procedure, aluminum
tends to adhere to the ironing rings.
Ordinarily, the intermetallic particles,
which are about Þve microns in size,
act like very Þne sandpaper and polish
the ironing rings. The faster cooling
rates of continuous casting, however,
produce intermetallic particles that are
much smaller (about one micron). At
this size, the particles are not very ef-
fective in removing aluminum that
sticks to the ironing rings. As a result,
aluminum builds up on the rings and
eventually causes unsightly scoring on
the can walls. The problem of achiev-
ing thin slabs with the desired interme-
tallic particles may yet be solved, per-
haps by altering the composition of the
alloy or by shifting the rate of solidiÞ-
cation from the materialÕs molten state.

T
he control of casting epitomizes
a recurrent feature of the whole
can story: one behavior is care-

fully traded oÝ against another, from
the control of earing and ironability to
economical sheet production, from can
weight to structural integrity. Yet one
cost element eludes an easy balance:
the energy needed to make cans. Most
of this outlay lies in the aluminum it-
self. Taking into account ineÛciencies
in electricity distribution and smelting,
industry experts estimate that 2.3 mega-
joules of energy is needed to produce

the aluminum in one can. This value is
equal to about the amount of energy
expended to keep a 100-watt bulb lit
for six hours, or about 1.7 percent of
the energy of a gallon of gasoline. Al-
though small, it represents the major
expenditure of a can.

One way to reduce this expense is
through recycling, which can save up
to 95 percent of the energy cost. Indeed,
more than 63 percent of aluminum cans
are now returned for remelting. Recy-
cling also has an important part within
the aluminum mill. For every ton of can
bodies made, a ton of scrap metal is
produced. This scrap is remelted and
thus injected back into the manufactur-
ing cycle. Developing simpler ways of
producing can sheet and Þnding strong-
er materials that can lead to lighter cans
should save more money and energy.

Meeting these goals presents a great
challenge. Existing cans already use a
highly strengthened, well-controlled
sheet. Their shape is Þnely engineered
for structural strength and minimum
weight. And with little tool wear, the
production machinery in a single plant
is capable of making many millions 
of cans a day with few defects. The re-

wards of even small improvements,
however, are quite substantial. The de-
mand for aluminum beverage cans con-
tinues to grow everywhere in the world;
their production increases by several
billion every year. The success of the
can is an industrial lesson about what
can be achieved when scientiÞc and en-
gineering skills are combined with hu-
man perseverance.
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EASY-OPENING LIDS were introduced on three-piece steel cans in 1961. The original
caption reads: ÒHousewives of ancient Greece and the space age compare contain-
ers for the kitchen at the press debut of the new canning innovation by the Can-Top
Machinery Corp., Bala-Cynwyd, Pa.Ó
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P
eople are often surprised, even
alarmed, to learn that many of
their cells crawl around inside

them. Yet cell crawling is essential to our
survival. Without it, our wounds would
not heal; blood would not clot to seal
oÝ cuts; the immune system could not
Þght infections. Unfortunately, crawling
contributes to some disease processes,
too, such as destructive inßammation
and the formation of atherosclerotic
plaques in blood vessels. Cancer cells
crawl to spread themselves throughout
the body: were cancer just a matter of
uncontrolled cell growth, all tumors
would be amenable to surgical removal.

The observation of cells crawling has
suggested compelling ideas about the
crawling mechanism. In 1786 the Dan-
ish biologist Otto F. M�ller described a
crawling cell as a Òclear gelatinous body
from which extends a glassy spike.Ó The
term ÒgelatinousÓ was inspired by the
Latin verb gelare, meaning Òto freeze.Ó
This notion of a mechanical state change
in the cellÑa Òsol-gel transformation,Ó
as we now call itÑhas been very useful
for picturing the mechanism of cell
crawling and for isolating the molecu-
lar components of the machinery.

It even points the way toward poten-

tial medical treatments for several kinds
of illness. Infections and cancer would
clearly number among these aÜictions,
but so, too, might cystic Þbrosis. 

Cells in healing wounds and cancer
cells crawl relatively slowly, at rates of
0.1 to 1 micron per hour. In contrast,
cells involved in body defenses against
infection and hemorrhage move much
faster. To Þght infection, a human be-
ing produces daily more than 100 bil-
lion of the white blood cells called neu-
trophils. Neutrophils originate in the
bone marrow, creep out of it to cruise
through the bloodstream for a few
hours, then crawl out of the capillaries
and into other tissues. At rates of up to
30 microns per minute, these migrat-
ing cells search for and ingest microor-
ganisms infesting the skin, airways and

gastrointestinal tracts. A neutrophil will
move several millimeters in this way. 
In fact, the aggregate distance actively
traveled every day by all the neutro-
phils in the human body would circle
the earth twice.

The cells called platelets do not loco-
mote, but they do change their appear-
ance through rapid crawling movements
to stop bleeding. When platelets are cir-
culating in the blood, they are tiny dis-
coid objects. At the sites of trauma, how-
ever, they quickly spread into shapes
that resemble spiny pancakes to plug
leaks in injured blood vessels.

As seen through an optical micro-
scope, cell crawling involves extensions
and contractions of the cellÕs outer rim,
or cortex. In contrast with deeper areas
of the cell, which are dotted with vari-
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The Machinery of Cell Crawling
When a cell crawls, part of its fluid cytoplasm briefly 

turns rigid. This transformation depends on the 
orderly assembly and disassembly of a protein scaffold

by Thomas P. Stossel

Copyright 1994 Scientific American, Inc.



ous subcellular organelles, the cortex
appears clear and homogeneous.

Cells crawl in response to external
instructions. White blood cells follow
trails of chemoattractants, diverse mol-
ecules derived from microorganisms or
damaged tissues. Growth factors that
trigger cell division can also induce di-
rected cell movements. Thrombin, an
enzyme modiÞed by blood coagulation
reactions, makes platelets change shape.

M
ost agents that inaugurate cell
crawling work by Þrst reacting
with speciÞc receptors on the

outer membrane of the cells. Ligation
with the receptors then elicits a se-
quence of molecular reactions, collec-
tively known as signal transduction, that
controls the cortical rearrangements re-
sponsible for the crawling motions. In
addition, however, some other stimuli,
such as low temperatures, can appar-
ently bypass the membrane receptors
and still cause these cortical changes. If
platelets are cooled, for example, their
shape changes irreversibly. This phe-
nomenon poses a practical problem for
blood banks: platelets obtained for
transfusion purposes cannot be refrig-

erated to slow their degeneration and
minimize bacterial growth.

As a cell begins to crawl, part of its
cortex ßows out to form a ßat projec-
tion known as the leading lamella. Early
microscopists described these lamellae
as Òhyaline,Ó meaning Òglassy,Ó because
of their lack of organelles. Hairlike pro-
jections called Þlopodia supply the ex-
cess membrane to accommodate the
lamellar extensions; they are also used
to pull objects back to the cell. The bot-
tom of the lamella attaches to the un-
derlying surface, primarily through the
action of membrane-adhesion proteins.
Binding between these proteins and
molecules on the substrate provides a
traction force that enables the cell body
to pull itself forward. The lamella then
detaches from the substrate and ßows
forward yet again. The protrusion, at-
tachment, contraction and detachment
steps are often so tightly coordinated
that the cell appears to glide along, like
a cloud against a mountainside.

During these movements, the cell
body behaves like a sol, a liquid that
ßows in response to an applied stress.
Yet if you were to poke the leading
lamella with a microscopic needle or to
try to pull it into a capillary tube, you
would Þnd that it resists deformation.
Thus, the cell body is also a gelÑan
elastic structure that is primarily liquid
but has some solid properties. The cell
body deforms in response to applied
stress, but it has a memory of its start-
ing conÞguration and exhibits elastic
recoil when the stress is removed. The
ratio of this elastic deformation to the
applied stress is the modulus of rigidity.

Gels also have important ionic and
hydraulic properties, which include the
ability to retard the ßow of a solvent,
much as a sponge holds water. The elas-
tic and water-retaining properties of the
cell cortex come from water-soluble
polymers in the cytoplasm. These poly-
mers also serve as scaÝoldings for the
imposition of contractile forces.
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CRAWLING is the form of locomotion that the white blood
cells called neutrophils use to pursue bacteria (green) and
other pathogens in the body. In response to chemoattractant
signals from its prey, a neutrophil extends a ßat protrusion
called a leading lamella with which it pulls itself forward.
Similar crawling movements are involved in the healing of
wounds and the spread of cancer cells.
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Dennis C. H. Bray of the Medical Re-
search Council has articulated a mech-
anism for cell crawling based on vener-
able ideas about sol-gel transforma-
tions. He envisioned the cell as a sol
encased in a rim of gel. When the cell is
stimulated, the gel is subject to contrac-
tile tension. The sol is not compress-
ible, however, so nothing happens until
the gel weakens at the point of initial
or maximal stimulation. Hydrostatic
force then causes the cell membrane to
protrude smoothly at the site of the de-
fect. This protrusion immediately Þlls
with new gel substance and becomes
the glassy lamella seen by early micro-
scopists. In this way, the cell advances.
If the defect in the gel occurs at the base
of the lamella rather than at its tip, the
protrusion retracts into the cell body.

This model does explain the observed
behavior of the crawling cells well. The
challenge for cell biologists has been to
identify the molecular structure of the
cortical gel and to elucidate how the cel-
lular material transforms smoothly and
rapidly between the sol and gel states
in response to stimuli.

W
hen my colleagues and I began
to study the molecular mecha-
nism of cell crawling in the ear-

ly 1970s, the front-running candidates
for the molecular machinery were the
proteins actin and myosin. Since the
1940s actin and myosin had been
known as the major proteins of skele-
tal muscle, and in the 1960s Sadashi
Hatano and Fumio Oosawa of Nagoya
University had also found them in
amoeboid nonmuscle cells. Other in-
vestigators showed that actin, which
constitutes 10 percent of the total pro-
tein of neutrophils and 20 percent of
blood platelets, concentrates in the cell
cortex and in the leading lamella.

Actin had been characterized as a

globular protein that polymerizes into
long double helical Þlaments. Myosin
molecules were known to be more com-
plex: they have globular ÒheadÓ domains
that bind actin Þlaments and helical
ÒtailÓ domains that self-associate to
form bipolar myosin Þlaments. In 1963
Hugh E. Huxley of the MRC demonstrat-
ed that myosin heads bind to actin Þla-
ments at an acute angle; under the elec-
tron microscope, the Þlaments, adorned
with myosin heads, looked like a series
of arrowheads. Investigators therefore
deÞned the two poles of the actin Þla-
ment as ÒpointedÓ and Òbarbed.Ó

Huxley had also been instrumental in

proposing that muscle contraction re-
sults from the sliding of actin and my-
osin Þlaments in opposite directions,
with the actin Þlaments moving in the
pointed direction. The energy for this
sliding motion is derived from the en-
zymatic decomposition of adenosine tri-
phosphate (ATP) by the myosin heads.
As Setsuro Ebashi of the University of
Tokyo had proved, in muscle cells this
chemical reaction is regulated by calci-
um ions acting on troponin and tropo-
myosin, two other proteins that adhere
to the surface of the actin Þlament.

In the mid-1970s Robert S. Adelstein
of the National Institutes of Health
found that calcium can also control the
mechanochemical activity of myosin
molecules. In nonmuscle cells, calcium
indirectly triggers the chemical addition
of phosphate groups to the head of
myosins. Once phosphorylated in this
way, the myosins can exert contractile
forces on actin Þlaments. Other en-
zymes remove those phosphates and
inactivate the myosin. All this work
suggested that cell stimulation induced
the contraction of a cortical actin net-
work by altering calcium levels and ac-
tivating myosin.

My initial studies of the chemistry of
cell crawling addressed the nature of the
actin gel. This research began in 1974
at Harvard Medical School in collabora-
tion with John H. Hartwig. We Þrst dis-
covered that if we stirred extracts of
white blood cells under certain experi-
mental conditions, large amounts of ac-
tin precipitated along with an unknown
protein of high molecular weight. We
puriÞed the latter and dubbed it actin-
binding protein (ABP).

At about the same time, the late Rob-
ert E. Kane of the University of Hawaii
at Manoa reported that extracts of sea-
urchin eggs, which were initially liquid,
gelled upon standing. These gels were
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ACTIN is the major protein constituent of the cortical cyto-
plasmic gel. When two or more actin subunits bind together
and form a nucleus, other subunits rapidly attach to it and
create a double-strand polar Þlament. Subunits attach to the

ÒbarbedÓ end of these Þlaments faster than they do to the
ÒpointedÓ end (a ). Another protein, myosin, can bind to the
actin Þlaments and exert a pulling force that causes pairs of
actin Þlaments to slide past one another (b).

HYDROSTATIC MODEL of a cell can ex-
plain how crawling occurs. The cell body
consists of a sol, or ßuid, surrounded
by a more rigid gel. When stimulation
weakens the gel at one point (a), hydro-
static pressure causes the sol to push
out the cell membrane (b). Material in
the protrusion immediately turns to gel
(c), forming a stable lamella.
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Þlled with Þlamentous actin. Subse-
quently, we and others learned that ex-
tracts from diverse types of cells could
form similar actin-rich gels. Low con-
centrations of ABP were associated with
large amounts of actin; we therefore
reasoned that ABP was responsible for
the gelation of actin.

Hartwig and I demonstrated that ABP
could induce abrupt increases in the
elasticity of actin solutions: as little as
one ABP molecule per 1,000 actin mol-
ecules in Þlaments could make an actin
sol more rigid. No other actin-binding
molecules came close to this eÛciency
in making actin gel. That fact was sug-
gestive about how this gelling occurs.

If you put a collection of stiÝ rods (like
actin Þlaments) into a container and
shake them, entropy will drive the rods
to align into parallel bundles. Inside a
cellÕs cortex, actin Þlaments presumably
align the same way, and various cellu-
lar proteins can cross-link these parallel
Þlaments to give the bundles greater sta-
bility. Such parallel arrays of actin Þl-
aments confer tensile strength on Þl-
opodia. Cross-linked actin bundles can
also associate with adhesion molecules
to form multimolecular assemblages
called adhesion plaques. Such bundles,
however, are not useful for the construc-
tion of a uniform lamellar gel.

On the other hand, a protein that re-
cruited Þlaments into a uniform, orthog-
onal, three-dimensional network would
create such a gel very easily. Hartwig
and I theorized that for ABP to make ac-
tin gel so eÛciently, it must cause actin
Þlaments to branch at roughly right an-
gles. In 1981 we obtained electron mi-
crographs of actin Þlaments cross-linked
by ABP and found that the Þlaments
did indeed branch at the predicted per-
pendicular angles.

A
s we learned more about the struc-
ture of ABP, the moleculeÕs tal-
ent for assembling actin gels be-

came more understandable. ABP is a
very large Þlamentous molecule. One
end of each ABP subunit binds to actin;
the other end tends to associate with
the like end of another ABP subunit. In
between the two ends the ABP subunits
contain repeated stretches of overlap-
ping structures; these give the subunits
more rigidity and allow them to hold
actin Þlaments far apart.

Using instruments that can measure
the mechanical properties of gels, Paul
A. Janmey of Harvard has shown that
actin gels cross-linked by ABP are very
strong and elastic: at the concentrations
found in cells, actin and ABP could eas-
ily provide the stiÝness of extended la-
mellae. Moreover, while working in our
laboratory, Tadanao Ito of Kyoto Uni-

versity demonstrated that actin gels
cross-linked by low concentrations of
ABP can also retard water ßow. Anoth-
er scientist on sabbatical in our labora-
tory, Olle I. Stendahl of Link�ping Uni-
versity Medical School in Sweden, used
ßuorescent antibodies to show that
ABP molecules are localized in the cor-
tical region of white blood cells. These
Þndings all supported the theory that
ABP helped to assemble actin Þlaments
into gels in the cellular cortex.

Curious about the microscopic struc-
ture of actin gels cross-linked by ABP,
Hartwig decided to examine them at
high resolutions using a technique pio-
neered by John Heuser, now at Washing-
ton University. The method involves
rapidly freezing specimens in liquid he-
lium to preserve their structures. The ice
in the specimens is removed by subli-
mation in a vacuum; the remaining ma-
terial is shadowed with metals to make
it visible under an electron microscope.

Hartwig showed that in the test tube,
actin in the presence of ABP formed a
uniform orthogonal network of random-
ly polarized Þlaments. On average, the
Þlaments were one micron long and
branched at perpendicular angles every
100 nanometers. He found a nearly iden-
tical network inside the lamellae of white
blood cells; the ABP molecules were sit-
uated at the branch points between the
Þlaments. This architecture contrasts

with that of the Þlopodia, in which the
actin Þlaments are all parallel, their
barbed ends pointing away from the cell
body. Thus, our studies strongly sug-
gested that ABP was an excellent candi-
date to organize the elastic, spongelike
actin gel of the leading lamella.

The best evidence for ABPÕs role came
from asking, ÒWhat would happen if a
cell did not have ABP?Ó In a study led
by C. Casey Cunningham, our laborato-
ry analyzed the protein composition of
cell lines derived from the tumors of
six patients with malignant melanoma.
Three of those cell lines contained ABP,
and three did not. The ABP-containing
cells had the typical features of crawl-
ing cells: they extended glassy lamellae
and moved toward chemoattractants.
In contrast, the cells lacking ABP had
normal Þlopodia but behaved as though
their cortices were unstable. They did
not put out a leading lamella and crawl
in response to stimuli. Rather the cells
sat in a state of dissonance as scores of
unstable spherical projections, or blebs,
extended and retracted over their en-
tire surface. Normal cells produce blebs
on occasion, but the ABP-deÞcient cells
blebbed constantly.

Our interpretation of these observa-
tions was that in the ABP-deÞcient cells,
the cortical gel is weak. When the sol
ßows in response to cellular contrac-
tions, its movement is poorly modulat-
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PLATELETS, the circulating cells that enable blood to clot, also crawl, but not for lo-
comotion. At the site of trauma, platelets use crawling movements to change from
their normal discoid shape (top) to a ßatter form (bottom ).
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ed and results in spherical protrusions.
Inside a bleb, the actin Þlaments do not
conÞgure as a uniform gel, but they do
eventually form a mass with suÛcient
coherence to be pulled back into the
cell body. When we inserted a working
gene for the ABP subunits into these
defective cells, their permanent blebbing
disappeared or diminished, and they de-
veloped the ability to crawl.

For a cell to crawl, the actin gel must
remodel itself. In a cell at rest, about
half of the total actin is not polymer-
ized but is instead in the form of indi-
vidual protein subunits that ßow with
the sol. Only at certain intracellular
sites, in response to the right stimuli,
does the actin polymerize. In a crawling
cell the total amount of polymerized
actin may remain constant: polymeri-

zation in one part is balanced by de-
polymerization elsewhere.

As Oosawa established, the sponta-
neous polymerization of actin into Þl-
aments requires that two or three actin
subunits Þrst aggregate into a cluster,
or nucleus. That event occurs infre-
quently, but once a nucleus has formed,
it rapidly elongates through the addi-
tion of more subunits onto the ends of
the incipient Þlament. A number of re-
searchers have shown that the barbed
end of the actin Þlament elongates much
faster than does the pointed end.

Cells regulate actin assembly and dis-
assembly with two general classes of
control proteins. One of these types, of
which three subclasses are known, binds
predominantly or solely to actin sub-
units. Vivianne T. Nachmias and Daniel
Safer of the University of Pennsylvania,
working with the protein thymosin, de-
termined that these proteins inhibit the
spontaneous nucleation of actin sub-
units. The proteins also inhibit the ad-
dition of subunits to the pointed ends.

These actin subunitÐbinding proteins
slow but do not prevent the addition of
actin subunits to the barbed ends. By
themselves, therefore, they cannot ex-
plain why so much actin remains un-
polymerized in cells. The full explana-
tion involves a second form of control
exerted at the barbed ends by the other
class of control protein.

Helen Lu Yin, now at the University
of Texas at Dallas, and I discovered the
Þrst of these actin-binding proteins in
extracts from white blood cells in 1979.
In the presence of calcium concentra-
tions that would be found inside cells
stimulated to crawl, the protein Òcaps,Ó
or blocks, the barbed ends of actin Þl-
aments, thereby preventing the addition
of more subunits. It also breaks the
bonds holding together subunits in the
ÞlamentÑsevering the Þlament and
Þrmly aÛxing itself to the newly ex-
posed barbed end. Because this protein
drastically shortens the lengths of the
actin Þlaments, it can convert an actin
gel into a sol. We therefore named this
protein Ògelsolin.Ó

Following the discovery of gelsolin,
investigators in many laboratories rec-
ognized a variety of other actin-binding
proteins that sever actin Þlaments or
bind to the barbed ends of actin Þla-
ments, or both. These proteins fall into
three subclasses. One is an extended
family of capping proteins with prima-
ry structures related to that of gelsolin.
Some but not all of these proteins also
sever actin Þlaments. The structurally
distinct second subclass is generally des-
ignated as Cap Z proteins; it was Þrst
identiÞed independently in amoebas by
Thomas D. Pollard and in blood plate-
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CROSS-LINKING of actin Þlaments into a gel is caused by ABP (actin-binding pro-
tein). Molecules of ABP organize random clusters of actin Þlaments into a highly
uniform, nearly orthogonal, three-dimensional array (top). The micrograph (bottom)
shows this spongelike network inside the leading lamella of a white blood cell.
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lets by Shin Lin, both at Johns Hopkins
University. The third subclass, initially
discovered in brain tissue by James R.
Bamburg of Colorado State University
and Alan G. Weeds of the MRC, is abun-
dant and weakly breaks actin Þlaments.
Proteins of this subclass are named
ADF, coÞlin, depactin and actophorin.

Calcium causes proteins of the gelsol-
in family to stick to the barbed end of
an actin Þlament, but as Joseph Bryan
of Baylor College of Medicine has shown,
simply removing calcium does not cause
the gelsolin to release its grip. For a time,
no one knew how this binding was re-
versed. Then in 1987 Janmey and I fol-
lowed up on an observation by Ingrid
Lassing and Uno Lindberg of Stockholm
University concerning polyphosphoino-
sitides. This class of phospholipid mol-
ecules is a common constituent of cell
membranes and has been implicated in
signal transduction within cells. Lassing
and Lindberg had noticed that poly-
phosphoinositides could decrease the
aÛnity of proÞlin, an actin subunitÐ 
binding protein that Lindberg had dis-
covered in 1977, for actin subunits.

We demonstrated that these phospho-
lipids had a twofold eÝect on gelsolin:
they speciÞcally inhibited its Þlament-
severing activity and also caused it to
dissociate from the barbed ends of actin
Þlaments. A variety of experiments con-
ducted in many laboratories around the
world have further shown that polyphos-
phoinositides inhibit the actin-binding
activity of nearly all proteins that cap
and sever actin Þlaments.

All this information points to a mod-
el for regulated cell crawlingÑone that
integrates both stimulus-induced sig-
nal transduction and the remodeling of

the actin gel in the cellular cortex. When
chemoattractants and other agents
stimulate cells, enzymes in the cell mem-
brane begin synthesizing or breaking
down polyphosphoinositides. One con-
sequence of the breakdown reaction is
the release of calcium into the sol Þlling
the cell from membrane-bound storage
vesicles. Because calcium activates the
actin-capping proteins of the gelsolin
family, polyphosphoinositide degrada-
tion would lead to actin disaggregation.

On the other hand, the synthesis of
polyphosphoinositides would cause the
uncapping of actin Þlaments near the
plasma membrane. It would thereby
promote the assembly of actin into elon-
gating Þlaments. The eÝectiveness of
polyphosphoinositides for uncapping ac-
tin Þlaments is inßuenced by their chem-
ical environment. Cold may cause the ac-
tin in platelets to gel irreversibly be-
cause it induces phase changes in the
cell membrane and permanently alters
the presentation of these phospholipids.

F
or cells to crawl, it is not enough
that actin form a gel: it must also
be possible for myosin to pull on

that gel. As I have mentioned, calcium
activates the contraction of cortical ac-
tin by phosphorylating myosin; it also
partially dissolves the actin gel by acti-
vating gelsolin and related proteins. The
gel must disaggregate suÛciently to al-
low myosin to move the actin Þlaments,
yet not so extensively that the gel be-
comes entirely liquid.

D. Lansing Taylor, now at Carnegie
Mellon University, has termed this co-
ordinated event Òsolation-contraction
coupling.Ó He and his colleagues have
used mixtures of actin Þlaments, ABP

and gelsolin to demonstrate the feasi-
bility of this mechanism. Actin subunits
and capped short Þlaments released
from the solating gel percolate through
the lamella to the protruded membrane.
There polyphosphoinositides uncap the
Þlaments, which elongate by addition of
subunits and incorporate into the gel.

Observations in living cells support
this picture of regulated actin assembly
and its relation to cell crawling. When
Yu-li Wang of the Worcester Founda-
tion for Experimental Biology microin-
jected ßuorescently labeled actin into
crawling Þbroblasts, he saw that the la-
beled actin incorporated itself into Þla-
ments at the cellÕs leading edge. John
Condeelis of the Albert Einstein College
of Medicine in Bronx, N.Y., Sally H. Zig-
mond of the University of Pennsylvania
and Hartwig of Harvard have found that
stimulating cells with chemoattractants
leads to the uncapping of the barbed
ends of actin Þlaments. Hartwig has
documented that the fragmentation of
actin Þlaments in the margin of plate-
lets depends on a rise in intracellular
calcium. These Þndings strongly impli-
cate severing proteins of the gelsolin
family in crawling.

The mechanisms involving calcium,
phospholipids and actin-binding pro-
teins that I have discussed are clearly
not the only ones at work in the regula-
tion of intracellular actin assembly. For
instance, actin subunits bind ATP or
adenosine diphosphate (ADP). ATP-con-
taining subunits polymerize more eÛ-
ciently than those that contain ADP. Dur-
ing polymerization, bound molecules of
ATP are also enzymatically converted
to ADP, liberating energy. When the ac-
tin subunits dissociate from Þlaments,
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ABP IS ESSENTIAL for human cell crawling. Normal cells, when
stimulated to crawl, extend a leading lamella. Abnormal cells
without ABP, however, instead randomly produce many blebs,

or small spherical protrusions. (A blebbing cell is shown at
right.) If the abnormal cells are treated with DNA that enables
them to make ABP, they assume a normal crawling shape.
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they swap their ADPs for ATPs. Marie-
France Carlier of the CNRS Laboratory
at Gif-sur-Yvette and others have pro-
posed that the actin subunitÐbinding
protein proÞlin catalyzes these binding
and exchange reactions. ProÞlin there-
by aÝects the ability of actin subunits
to polymerize, the structure of the
formed Þlaments and the regulatory

inßuence of other proteins. As such,
these reactions are also important con-
trollers of actin-gel remodeling.

Not all surface movements by cells
depend on the remodeling of actin gels,
as in a lamella. Timothy J. Mitchison of
the University of California at San Fran-
cisco has suggested that the spreading
of cells after mitosis may involve the
outward transport of an actin network
by a class of single-headed myosin mol-
ecules moving along tracks of Þlopodia
containing actin bundles. These unique

myosins were discovered by Pollard
and Edward D. Korn of the NIH.

The mechanism of Þlopodial exten-
sion appears to diÝer from that of la-
mellar protrusion. Lewis G. Tilney of the
University of Pennsylvania Þrst showed
in the early 1970s that Þlopodial exten-
sion involves actin assembly. George F.
Oster of the University of California at
Berkeley has presented a mechanism
for these protrusions that he calls the
Brownian ratchet. In his model, thermal
ßuctuations in the cell membranes are
harnessed to direct the assembly of ac-
tin and force the protrusion of a Þlopod.

One justiÞcation for studying how
cells crawl is the hope of modifying this
activityÑto make cells crawl faster or
slower. Changes in the level of gelsolin
and similar proteins may aÝect the rates
of cell crawling in response to stimu-
lation. That prediction was borne out
when Cunningham, David J. Kwiatkow-
ski of Harvard and I established cul-
tured lines of mouse Þbroblasts that
had been genetically engineered to car-
ry DNA encoding the human gelsolin.
The cells expressed not only their nor-
mal baseline levels of mouse gelsolin
but also varying amounts of the human
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GELSOLIN is one of the proteins that
regulates the assembly and disassem-
bly of actin Þlaments. In the presence of
calcium, gelsolin severs actin Þlaments
and ÒcapsÓ their barbed end, preventing
the addition of new subunits there. Lipid
molecules called polyphosphoinositides,
which are found in the cell membrane,
can remove gelsolin from actin Þlaments
and allow them to elongate.
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protein. Tests revealed that the locomo-
tion of these cells increased in propor-
tion to their concentration of gelsolin.

These results proved that tinkering
with the intracellular machinery of cell
crawling can aÝect rates of locomotion,
at least in the laboratory. Useful appli-
cations of more reÞned manipulations
are not hard to imagine. Speeding up
the movements of Þbroblasts, for ex-
ample, might accelerate the healing of
wounds. Conversely, if we could par-
tially inhibit cell crawling, we might im-
pede the ravages of destructive inßam-
mation by white blood cells or of coro-
nary artery thrombosis mediated by
activated platelets.

A more immediate practical spin-oÝ
of this research program may have
emerged in 1979. Working independent-
ly, Astrid Fagraeus and Ren� Norberg
of Uppsala University and Christine
Chaponnier and Giulio Gabbiani of the
University of Geneva discovered that
substances in blood plasma cause Þla-
mentous actin to depolymerize. The
molecular basis of this activity was sub-
sequently shown by others to reside in
two plasma proteins that work cooper-
atively: Gc globulin, a genetically poly-
morphic protein that binds to actin,
and a secreted form of gelsolin.

As several investigators have docu-
mented, injured animals and humans
often have extracellular actin in their
blood; in addition, their levels of Gc
globulin and plasma gelsolin are de-
pleted. Stuart E. Lind of Harvard and
John G. Haddad of the University of
Pennsylvania have also found that be-
cause of its complex eÝects on blood
coagulation, extracellular actin can be
toxic to tissuesÑeven lethal. Gc globu-
lin and plasma gelsolin may therefore
be parts of an actin-scavenging system.

Recently we have seen that such ac-

tin scavenging may be important in cys-
tic Þbrosis, the most common heredi-
tary disorder aÝecting people of Euro-
pean descent. For poorly understood
reasons, the underlying genetic defect,
a mutation in the gene for a chloride-
transport regulator protein, leads to
abnormal secretions in the airways of
the lungs. As a result, the lungs become
inßamed and infected with bacteria. In
a process that involves prodigous crawl-
ing by neutrophils, the airways then Þll
with white blood cells that subsequently
degenerate. This purulent matter caus-
es the lung mucus to gel into a highly
viscous mass that can gradually suÝo-
cate the cystic Þbrosis patient.

T
he gelation of the mucus in cys-
tic Þbrosis patients has long been
ascribed to polymers of DNA re-

leased from the nuclei of the dying neu-
trophils. To treat the disease, medical
investigators have therefore developed
a genetically engineered form of an en-
zyme, deoxyribonuclease I (DNAse I ),
which was recently approved for clinical
use. This DNAse I diminishes the con-
sistency of patientsÕ airway secretions in
vitro. According to reports, when this
drug is inhaled, it can improve pul-
monary function. Ostensibly, the drug
works by enzymatically cleaving long
DNA polymers.

Nevertheless, our research on the gel-
ation of actin suggests that DNAse I may
achieve its beneÞcial ends by a diÝer-
ent mechanism. In 1963 Lindberg puri-
Þed a protein that inhibited the natural
form of DNAse I. Ten years later, while
on sabbatical at Cold Spring Harbor Lab-
oratory, he and Elias Lazarides deter-
mined that this inhibitory protein was
actin. Like Gc globulin, DNAse I tightly
binds to actin subunits. If DNAse I is
present in suÛcient quantities, it can
depolymerize actin Þlaments by block-
ing the addition of subunits to shrink-
ing Þlaments. My colleagues and I there-
fore decided to consider whether Þla-
mentous actinÑwhich may be as
abundant in white blood cells as DNA
isÑmight contribute signiÞcantly to
the gelation of mucus in cystic Þbrosis.

Our studies found that actin is present

in patientsÕ sputum, where it would pre-
sumably inhibit the DNA-cleaving activ-
ity of DNAse I. We also showed that the
addition of plasma gelsolin reduced the
viscosity of the mucus. Indeed, gelsolin
appears to be even more eÛcient at
dissolving the mucus than DNAse I is
(which we had anticipated, given that
gelsolin severs actin Þlaments).

Because DNAse I and gelsolin work
by diÝerent mechanisms, it is possible
that together their therapeutic eÝects
might be synergistic. Gelsolin is a nor-
mal extracellular constituent of the body.
Its administration to the airways should
theoretically be nontoxic and should not
evoke an immune response. Perhaps
clinical investigations can someday turn
these Þndings into an appropriate treat-
ment for cystic Þbrosis. If so, this work
will add to biologistsÕ previous evidence
that basic research on such arcane mat-
ters as the gelation of actin in crawling
cells can lead to medical advances.
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CRAWLING by the proposed mechanism
depends on the regulated assembly and
disassembly of actin Þlaments. The sol
in a cell body contains actin subunits
bound to regulatory proteins that pre-
vent them from assembling (1). When
the cell is stimulated, hydrostatic force
carries these subunits through the
weakened gel and into the protruding
lamella. Lipids in the membrane free
the subunits from the regulatory pro-
teins (2). Actin Þlaments then rapidly
begin to form and, with the assistance
of ABP, form a gel (3 ). At the trailing
edge of the gel, calcium ions reactivate
the actin-severing proteins, which loos-
en the actin network enough for myo-
sin molecules to pull on it (4 ). Subunits
from the disassembling gel are reused as
new protrusions form. In this way, the
cell pulls itself forward continuously.

CLEAVING ACTIN might be a key to
thinning the heavy mucus that clogs
the airways of cystic Þbrosis patients.
The viscosity of this mucus has gener-
ally been attributed to large amounts of
polymerizing DNA from dying cells,
but actin Þlaments could also account
for much of it. In tests, the actin-sever-
ing protein gelsolin was able to thin the
mucus of patients more eÛciently at
low concentrations than a type of DNA-
cleaving enzyme did.
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O
n June 8 of this year, a great
earthquake rumbled through
the earthÕs mantle more than

600 kilometers below Bolivia. It was
the largest earthquake ever recorded at
such depths and the biggest of any kind
in the past 15 years. The tremors were
felt as far away as Toronto. No temblor
in history had shaken the earth so far
from its epicenter.

The event was truly spectacular and
yet paradoxical as well. Although deep
earthquakes are as regular as clock-
work, they should not, in theory, be pos-
sible. The very existence of deep earth-
quakes has teased geophysicists since
their discovery in 1927. Five years ago
my colleagues and I in my laboratory at
the University of California, Þrst at Da-
vis and now at Riverside, began to un-
ravel the solution to this puzzle. This
article gives an account of that discov-
ery and of the new theory of earth-
quakes that has ßowed from it.

Most earthquakes occur within a few
tens of kilometers of the earthÕs sur-
face by the familiar processes of brittle
fracture and frictional slidingÑthe same
mechanisms by which glass breaks and

tires squeal on pavement. Yet almost
30 percent of all earthquakes occur at
depths exceeding 70 kilometers, where
the pressure reaches upward of two
gigapascals (20,000 times that of the at-
mosphere at sea level); nearly 8 percent
happen at depths greater than 300 kilo-
meters, where the pressure is greater
than 10 gigapascals. At such high pres-
sures, rock will ßow at lower stresses
than those at which it will break or slide
along a preexisting fault. Earthquakes
at depth, then, would seem impossible.

Nevertheless, deep earthquakes do
occur, exclusively in thin, planar zones
in the earth that begin underneath
oceanic trenches and angle down into
the mantle. The theory of plate tecton-
ics posits that these locations mark
subduction zones, where the cold up-
permost layer of the earth (the litho-
sphere, 50 to 100 kilometers thick)
sinks into the mantle. In doing so, it
provides the return ßow that compen-
sates for the upwelling of molten mate-
rial and creation of lithosphere at ocean
ridges. In these zones, earthquakes show
an exponential decrease in frequency
from the surface to about 300 kilome-
ters deep. Then their frequency increas-
es again, peaking at 550 to 600 kilome-
ters deep. Finally, earthquakes cease
entirely at approximately 680 kilome-
ters deep.

Because the frequency of earthquakes
steadily declines down to about 300 kilo-
meters, most geophysicists believe that
events originating between 70 and 300
kilometers below the surface (termed
intermediate-focus earthquakes) are
produced by a mechanism simply re-
lated to brittle fracture and frictional
sliding. Deep-focus earthquakes (below
300 kilometers), however, follow an en-
tirely diÝerent pattern and therefore
must stem from a separate mechanism.
For more than six decades, the details

of this mechanism remained elusive.
Years of study did provide intriguing

information about subduction zones.
Near the earthÕs surface, rocks contain
minerals that exhibit a relatively loose
packing of atoms. As the pressure on
them increases at greater depths with-
in the mantle, the atoms reorganize
and yield minerals having progressive-
ly greater density. The Þrst such trans-
formation occurs in most parts of the
mantle at a depth of about 400 kilome-
ters. In the reaction, olivine, the most
abundant mineral of the upper mantle,
becomes unstable and changes into a
phase having a spinel (cubic) structure
that is 6 percent more dense than the
original mineral. This shift causes an
abrupt increase in seismic velocity at
this depth. At 660 kilometers, the spinel
form itself becomes unstable and de-
composes into two phases, which to-
gether are an additional 8 percent more
dense. The reaction induces another
sharp rise in seismic velocity, marking
the boundary between the upper and
lower mantles.

The temperature is lower in a sub-
ducting slab. Under these conditions,
the spinel structure becomes stable at
somewhat lower pressures than normal
and remains so until reaching slightly
higher pressures than normal. Hence,
the spinel stability Þeld extends from a
depth of about 300 kilometers to a
depth of about 700 kilometers. This is
exactly the region in which deep-focus
earthquakes occur. 

Because of this correlation, one of the
recurring explanations over the years
has been that the distribution of deep-
focus earthquakes relates in some un-
known way to these phase transforma-
tions. Most early suggestions centered
around the fact that the reactions in-
volve densiÞcation. Several researchers
proposed that a sudden transforma-
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Solving the Paradox
of Deep Earthquakes

For decades, geophysicists have known that earthquakes 
should not occur at depth inside the earth. But they do. 

Finally, we know how and why these events happen
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tion of a signiÞcant volume of olivine
to spinel would produce an implosion
that could radiate the required seismic
energy. Later studies refuted this hy-
pothesis, however, showing that the
geometric pattern of seismic energy

that radiates from deep earthquakes is
indistinguishable from that of shallow
ones. Moreover, it indicates that move-
ment takes place along a fault.

So what does cause deep earthquakes,
and why do the events correlate with

the spinel stability Þeld? Direct experi-
mentation of any kind at the extraordi-
nary pressures of the earthÕs deep inte-
rior has become possible only in the past
three decades. In 1976 Chien-Min Sung
and Roger G. Burns of the Massachusetts
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SUBDUCTION ZONES, where tectonic plates meet, are the
only places where intermediate- and deep-focus earthquakes
occur. Shallow earthquakes happen throughout the world
when the brittle rock in the lithosphere fractures and slides.
In a cold subducted slab, diÝerent mechanisms promote
deeper events. Intermediate-focus temblors (red dots ) occur

when serpentine (olivine and water) is dehydrated as it de-
scends into the mantle. Deep-focus quakes (black dots) result
from the growth and spread of dense microstructures around
the margins of the metastable olivine wedge that extends be-
low 400 kilometers. At 700 kilometers, any remaining olivine
decomposes silently, and all earthquake activity stops.
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Institute of Technology demonstrated
that for temperatures and pressures
expected in the cold core of a subduc-
tion zone, the transformation of olivine
to spinel would probably be kinetically
inhibited, even on a time scale of tens
of millions of years (more recently, Da-
vid C. Rubie and colleagues at the Bay-
erisches Geoinstitut in Germany have
conÞrmed these results and established
that metastable olivine should persist
in rapidly subducting lithosphere).

In the same year that Sung and Burns
published their initial results, J. Rimas
Vaisnys and Carol C. Pilbeam of Yale
University suggested that a faulting in-
stability might be possible during the
transformation from olivine to spinel
under certain conditions. In particular,
they appealed to a thermal runaway (an
exothermic reaction releases heat, which
speeds the reaction rate even more, and
so on) and a marked decrease in crys-
tal size, important characteristics that I
will discuss further.

Also in the late 1970s and early 1980s
a controversy arose concerning the ex-
act mechanism by which olivine trans-
forms to spinel. In addition to the 
silicate olivine of the earthÕs mantle,
(Mg, Fe)2SiO4, the olivine-spinel trans-
formation takes place in several chemi-
cal systems, including germanate oliv-

ine, Mg2GeO4. Because the germanium
atom in this compound is larger than a
silicon atom, the transformation hap-
pens at much lower pressures than it
does in silicate olivine. Work in my lab-
oratory using the germanate system
agreed with the earlier observations of
Sung and BurnsÑnamely that the trans-
formation occurred by the nucleation
and growth of spinel crystals on olivine
grain boundaries. Studies elsewhere,
though, supported a diÝerent kind of
mechanism, in which the crystal lattice
sheared. The diÝerences between the
various experiments caused me to pro-
pose in 1984 that both mechanisms
must exist and that stress probably de-
termined which one would operate un-
der a given set of conditions.

I
t was important to resolve the is-
sue because understanding the var-
ious aspects of mantle dynamics

( including deep earthquakes) depends
on knowing the mechanism responsi-
ble for this transformation. Thus, in
1985, Pamela C. Burnley (who was then
a graduate student beginning her Ph.D.
research) and I began investigating the
eÝect of stress on the transformation.
It was not then (and still is not) possible
to perform deformation experiments
and measure stress at the very high

pressures under which this transfor-
mation takes place in the silicate sys-
tem. Therefore, Burnley (who is now at
the University of Colorado) and I con-
tinued to use magnesium germanate
samples, because the pressure needed
to induce the transformation is readily
accessible in my experimental defor-
mation machinery.

We prepared and deformed small
samples of a synthetic ÒrockÓ of this
composition within the stability Þeld of
the spinel polymorph. The work con-
Þrmed that stress levels determine
which of the two mechanisms will run.
At low temperatures, under conditions
too cold for the reaction to run by nu-
cleation and growth of new crystals,
our specimens were very strong. They
transformed only when high stress
caused the crystal lattice to shear into
thin lamellae of the denser phase. At
high temperatures, however, the nucle-
ation and growth mechanism ran quick-
ly, and so the specimens were much
weaker. In this case, the high stress that
produced the shearing mechanism was
never reached.

These results resolved the controver-
sy over how olivine transforms into
spinel. But the stresses required to pro-
duce the shearing mechanism are so
high that only the nucleation and
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SEISMICITY mapped near Japan (left ) and South America
(right ) from 1971 to 1986 shows that most earthquakes are
shallow, originating at depths less than 70 kilometers below

the earthÕs surface. Intermediate-focus earthquakes, those be-
low 70 kilometers, and deep-focus events, those below 300
kilometers, together make up only a third of all earthquakes.
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growth mechanism should operate in
the earth. Moreover, we found no fault-
ing instability associated with the shear-
ing mechanism. Thus, it could be ruled
out as a possible mechanism for deep
earthquakes as well.

At the same time that Burnley was
conducting these experiments, Stephen
H. Kirby of the U.S. Geological Survey in
Menlo Park, Calif., reported some anom-
alous results. He was performing fault-
ing studies of two minerals conducted
near or above the pressure at which a
densiÞcation reaction might be expect-
ed. Although he found no direct evi-
dence of such a reaction, Kirby pro-
posed that incipient transformation to
the stable phases might have caused
the faulting he observed. Like Vaisnys
and Pilbeam 10 years earlier, he sug-
gested that a faulting instability might
operate in the earthÕs mantle during the
transformation from olivine to spinel.

Although we had yet to witness this
predicted instability, Burnley and I rea-
soned that if such an instability exist-
ed, it had to involve the nucleation and
growth mechanism. Furthermore, the
instability had to appear only in the
narrow temperature interval between
the two ranges tested during our earli-
er work. Consequently, we deformed
specimens under conditions for which
nucleation of the spinel phase is just
possible on the time scale of the exper-
iment. Bingo! These specimens exhibit-
ed an abrupt drop in the amount of
stress they could support and devel-
oped one or more spinel-lined faults
cutting through them.

Detailed examinations revealed a

unique set of microstructures within
these faulted specimens. Early on, dur-
ing experiments conducted within the
narrow faulting Òwindow,Ó microscop-
ic packets of the high-density phase
formed and grew on the olivine grain
boundaries. These packets exhibited
three critical characteristics: they looked
like Þlled cracks; they ran perpendicu-
lar to the stress Þeld; and they con-
tained extraordinarily small crystals of
spinel (approximately 10Ð5 millimeter
in diameter). The Þrst two characteris-
tics are tantalizingly similar to features
that develop in brittle materials before
they break. The third oÝered a poten-
tial answer as to how faults can form
and slide at high pressures.

F
rom these three characteristics,
we formulated a theory of trans-
formation-induced faulting that

is analogous to brittle shear fracture
but that diÝers fundamentally in its
microphysics. In brittle shear fracture,
as the stress rises, large numbers of mi-
croscopic tensile cracks open parallel to
the maximum compressive stress (S1).
These features are referred to as Mode I
cracks because the displacements across
them are perpendicular to the plane of
the crack. As loading continues, the
number and density of Mode I micro-
cracks increase rapidly until the mate-
rial begins to lose its strength locally.
At that time, the microcracks coopera-
tively organize to initiate shear fracture,
and the specimen fails in a fraction of
a second. A Òprocess zoneÓ of tensile
(Mode I) microcracks develops in front
of the growing fault and leads it through

the material. The important point here
is that the fault is not a primary failure
process; it must be prepared for and led
by Mode I microcracks. Because pres-
sure severely inhibits the expansion
that takes place when tensile micro-
cracks open, brittle failure cannot oc-
cur at depth in the earth.

In our high-pressure faulting experi-
ments, we observed the growth of mi-
croscopic lenses of spinel in place of
microcracks. The lenses are shaped very
much like open tensile cracks, but they
have the opposite orientationÑthey
form perpendicular to S1. The spinel
phase is more dense than olivine; hence,
the displacements of the lens bound-
aries move inward toward the plane of
the lens. Therefore, the lenses are Mode
I features like tensile cracks. Because the
displacement of their boundaries is re-
versed, however, concentrations of com-
pressive stresses, rather than tensile
stresses, develop at their tips. It is the
tensile stresses at the tips of opening
cracks in brittle materials that cause
them to orient themselves parallel to
S1; similarly, the compressive stresses
at the tips of the lenses in our speci-
mens cause them to orient themselves
perpendicular to S1.

Thus, in every way these features are
the inverse of cracksÑin a word, they
are anticracks, a concept advanced in
1981 in a diÝerent context by Raymond
Fletcher of Texas A&M University and
David D. Pollard of Stanford University.
Because of the remarkable similarities
between the two Mode I features, we
concluded that the microanticracks that
precede failure in our experimental spec-
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FREQUENCY of earthquakes corresponds closely to the depths
at which olivine undergoes phase transformations (left ). A
minimum number of events occur at roughly 400 kilometers,
where olivine transforms into a denser spinel (or cubic) phase.
No earthquakes arise below a depth of 700 kilometers, where

spinel decomposes. Pressure and temperature govern these
reactions (right ). In a germanate olivine at low pressures and
high temperatures, olivine is stable, whereas at high pressures
or low temperatures, the denser spinel is stable. Anticrack
faulting occurs only in a narrow temperature Òwindow.Ó
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imens must play the same role in high-
pressure faulting as do microcracks in
brittle fracture.

The third critical characteristic of our
faulted specimens, the very Þne grained
spinel in the anticracks, gave us insight
as to how anticracks can provide a fun-
damental weakening step and why the
process can occur at high pressure. Ex-
tremely Þne grained materials exhibit a
remarkable ßow property called super-
plasticity. Such materials ßow by slid-
ing on the grain boundaries between
the crystals. This ßow is somewhat like
the deformation of a bag of sand, but
with the all-important diÝerence that
the grains of sand are rigid. Therefore,
they must slide up and over one anoth-
er. As gaps open up between sand
grains, the dilation must work against
the ambient pressure. Hence, this pro-
cess, like brittle failure, is severely in-
hibited by pressure. In contrast, grain-
boundary sliding is a plastic process 
in which crystal defects called grain-
boundary dislocations move. No expan-
sion happens (as in the granular ßow of
sand), and so pressure has little inhibi-
tory eÝect. We postulated that the Þne-
grained spinel within the anticracks is
much weaker than the host olivine and
has this ÒsuperplasticÓ ßow capacity.

From these observations we formu-
lated the following hypothesis. During
loading, under conditions for which the
spinel phase grows with diÛculty, oliv-
ine transforms to spinel. The transfor-
mation takes place as new crystals form
by repeated nucleation adjacent to one
another where stress concentrates. In a
nonhydrostatic stress Þeld, the devel-
oping packets of spinel tend to grow
perpendicular to S1. This preference
leads to their lens-shaped morphology
and alignment. These Mode I microan-
ticracks initially form scattered through-
out the specimens. But because the Þne-
grained spinel aggregates within the
microanticracks are much weaker than
the large olivine crystals, once enough
of them have formed, the specimen
loses its strength locally.

At this critical stage, large stress con-
centrations develop around the region
of incipient failure, and the growth of
anticracks accelerates. Preexisting mi-
croanticracks then link up and empty
their superplastic contents into the de-
veloping fault zone, providing a lubri-
cant along which the fault can slide.
The process continues ahead of the tip
of the growing fault zone and thereby
provides the superplastic material need-
ed to lubricate the fault. The anticracks
must grow very rapidly to produce this
faulting. We postulated that the speed
of their growth resulted from a thermal
feedback mechanism: the nucleation of
spinel in the anticracks releases heat
that locally increases the temperature,
which increases the nucleation rate,
which raises the temperature further,
prompting faster nucleation and lead-
ing to catastrophic failure.

B
urnley and I published the es-
sence of this model in Nature in
October 1989, and much of the

time in my laboratory since then has
been spent testing various aspects of
the theory. Happily, it has survived all
our scrutiny thus far. In one very im-
portant test, we investigated whether
energy is radiated elastically during an-
ticrack faulting. Obviously, if anticrack
faulting is Òsilent,Ó it cannot be respon-
sible for earthquakes because the shak-
ing we experience is caused by the ar-
rival of ÒnoiseÓ emitted during the fail-
ure process. Because our specimens
were small and located deep within the
deformation apparatus (which itself
produces general background noise),
we could not hear the sound emitted
during the faulting process.

To overcome this diÛculty, I estab-
lished a collaboration with Christopher
H. Scholz of the Lamont-Doherty Earth
Observatory of Columbia University,
who investigates brittle fracture in the

earth. Scholz attaches sensitive piezo-
electric transducers to his apparatus to
ÒlistenÓ to the acoustic emissions that
precede and accompany brittle failure.
We modiÞed one of my high-pressure
deformation apparatuses to reduce
noise and, working with Tracy N. Tingle
and Thomas E. Young from my lab and
Theodore A. Kozynski from ScholzÕs
lab, successfully detected acoustic emis-
sions from samples of Mg2GeO4 during
failure.

Tingle and I also investigated the ßow
strength of Mg2GeO4 spinel when the
crystals are comparable in size to the
olivine crystals of the starting material.
We then compared that strength to the
resistance against sliding present on
anticrack-induced faults. Whereas this
resistance is much less than the ßow
strength of the olivine specimens be-
fore failure, the ßow strength of coarse-
grained spinel is twice as great as that
of olivine. As a result, one cannot ex-
plain the weakness of the fault zones
in our specimens by simply replacing
olivine with spinel; the ßow mechanism
must also change. The only known
mechanism that can provide such weak-
ening is superplastic ßow, consistent
with our original speculation.

These tests established beyond doubt
that anticrack faulting was a new failure
mechanism distinct from brittle failure.
Nevertheless, they had one major ßaw.
We conducted all these experiments on
germanate olivine, not the silicate oliv-
ine found in the mantle. Of course, as
mentioned earlier, none of this work
could have been done on silicate oliv-
ine; it is still not possible to measure
stresses at the high pressures needed
to reach the spinel stability Þeld in the
silicate system.

David Walker, also at Lamont, then
suggested to Scholz and me that we 
attempt crude experiments on mantle
olivine in his multianvil apparatus, a
machine that can attain the requisite
pressures to transform the silicate. Such
a device had never before been used for
deforming mineral specimens, but we
decided to follow the advice. Our phi-
losophy was that if anticrack faulting
truly gives rise to deep-focus earth-
quakes, it must operate in real olivine.
The microstructures we observed in the
germanate specimens could guide us to
uncover the conditions under which in-
stability would develop in the silicate.
The approach worked beyond our wild-
est dreams; after only four trials, we
produced faulting and characteristic an-
ticrack microstructures in mantle oliv-
ine at a pressure of 14 gigapascals.

Despite the attractive properties of
the anticrack faulting mechanism, it
can operate in the earth only if olivine

68 SCIENTIFIC AMERICAN September 1994

MICROSCOPIC LENSES of dense spinel-
phase olivine (white) weakened germa-
nate olivine specimens. The rocks were
deformed at temperatures at which
spinel crystals nucleate sluggishly. At
lower temperatures, high stress can in-
duce a smooth transformation from
olivine to spinel-phase olivine. Like-
wise, at higher temperatures, spinel
crystals nucleate easily and quickly.
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Brittle failure and anticrack failure, the mecha-
nisms that account for shallow and deep

earthquakes, respectively, share many character-
istics. Both processes involve the development
of microscopic features (a ) that cooperatively
form a fault and allow for movement on it.

As brittle rocks experience mounting stress,
microcracks open parallel to the direction from
which they are compressed. In rocks found more
than 300 kilometers deep, pressure prohibits
this dilation. Instead microanticracks ( lenses
filled with fine-grained, dense spinel-phase oliv-
ine) form perpendicular to the direction from
which these rocks are compressed.

In each mechanism, at some critical point in
time, these microfeatures link up and create a
fault (b ). Movements along the fault then re-
lieve stress (c ). In brittle failure, the fault is an
open fracture. In anticrack failure, the fault con-
tains fine-grained spinel-phase olivine. This ma-
terial is superplastic—that is, the crystals can
readily move past one another, enabling the
fault to slide. Because the fault need not dilate
to slip in this way, pressure does not restrict the
process.

Brittle fault zones contain angular crystals
showing a fractal size distribution. In anticrack
fault zones, rounded olivine fragments are em-
bedded in extremely fine grained spinel-phase
olivine (d ).
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is carried deep into the upper mantle,
where the spinel crystal structure is sta-
ble. In particular, this mechanism can-
not account for earthquakes shallower
than approximately 300 kilometers,
where olivine is still stable. Normal brit-
tle fracture, though, cannot explain
earthquakes deeper than 70 kilometers.
What transpires in between these depth
regions? Other recent experiments have

neatly provided the explanation for
such intermediate-focus earthquakes.

Working at the University of Califor-
nia at Berkeley, Charles Meade (now 
at the Carnegie Institution of Washing-
ton) and Raymond Jeanloz showed that 
the hydrous mineral serpentine (which
forms when olivine reacts with water at
low temperatures and pressures) emits
acoustic energy when dehydrated at
very high pressure under stress. C. Bar-
ry Raleigh, now at the University of Ha-
waii at Manoa, and Mervyn S. Paterson
of the Australian National University in
Canberra demonstrated dehydration-
induced faulting of serpentine in the
1960s, but at low pressure. Meade and
JeanlozÕs experiments were similar but
were carried out instead on sand-grain-
size specimens of serpentine in a dia-
mond-anvil cell. The serpentine emit-
ted acoustic energy when it was heated
and dehydrated under pressures equiv-
alent to that found 300 kilometers deep
in the earth. We can understand this
process in terms of the anatomy of
brittle fracture. The pressure of the wa-
ter produced by dehydration pushes
open microcracks against the high ap-
plied pressure, thereby allowing for
brittle failure.

We know from a variety of geophysi-
cal and geologic observations that oliv-
ine in the uppermost mantle (just below
the oceanic crust) becomes partially
hydrated as it journeys from an ocean
ridge to an ocean trench. Thus, shallow
regions in the lithosphere contain the
hydrous phases that enable this mech-
anism to work. The declining frequen-
cy of earthquakes in subduction zones
down to 300 kilometers most probably
represents the progressive exhaustion
of the mechanism as the oceanic litho-
sphere gradually warms up and dehy-
drates, heated by the surrounding man-
tle. At about 300 kilometers, anticrack
faulting becomes possible, causing an
increase in earthquakes there.

The anticrack faulting mechanism
provides an explanation for how and
why earthquakes extend to great depth

in the earth. Can this mechanism also
explain why they suddenly stop? As
mentioned earlier, the decomposition
of spinel into two denser phases occurs
at approximately 700 kilometers deep
in subduction zones. This decomposi-
tion reaction is endothermic (it requires
the addition of heat to proceed). In con-
trast, the transformation from olivine
to spinel is exothermic (heat is released
during the reaction). If we were correct
in our original assumption that a ther-
mal runaway must occur to introduce a
faulting instability, then an endother-
mic reaction should be incapable of
producing such an instability.

To test this possibility, just this year,
my colleague Yi Zhou and I conducted
a set of experiments on CdTiO3, a com-
position that undergoes an endother-
mic densiÞcation transformation. De-
formation of the low-pressure phase
under conditions for which the high-
pressure phase is stable proceeded un-
eventfully; neither anticracks nor fault-
ing was observed. This powerful test
supports both the anticrack model and
our reasoning as to why earthquakes
cease at the upper pressure limit of
spinel stability. Not only is the break-
down reaction endothermic, but it also
requires the unmixing of atoms to pro-
duce two crystal structures from one.
Such a transformation would further in-
hibit any potential faulting instability.

In summary, the depth distribution
of earthquakes and the experimental
results lead naturally to the following
model. Normal brittle fracture accounts
for shallow earthquakes. Because pres-
sure inhibits this mechanism, in most
parts of the world earthquakes take
place only down to 20 to 30 kilometers
below the earthÕs surface. In subduction
zones, partially hydrated oceanic crust
and mantle sinks downward and is
slowly heated. The water-bearing min-
erals are dehydrated and, in the process,
make ßuid-assisted faulting possible.
The exponential decrease in earthquake
frequency down to 300 kilometers re-
ßects the progressive heating and de-
hydration of the subducting slab.

The interior of the slab remains suf-
Þciently cold so that the olivine of the
subducting mantle cannot transform to
the spinel phase when it leaves the ol-
ivine stability Þeld at approximately 300
kilometers. At the margins of this cold
interior region, the temperature slowly
increases. The metastable olivine heats
to the critical temperature at which 
anticrack faulting takes place. In the
coldest subduction zones, the wedge of
metastable olivine extends down ap-
proximately 700 kilometers, where it
then decomposes into the two very
dense phases of the lower mantle. After 
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ACOUSTIC EMISSIONS (blue ) occur
when a fault suddenly slips, radiating
energy that relieves stress (yellow ). Brit-
tle failure, the mechanism responsible
for shallow earthquakes, emits noise
before and during movement on a fault
(top). In contrast, anticrack failure, the
mechanism behind deep earthquakes,
emits acoustic energy only when fault-
ing takes place (middle). At higher pres-
sures, brittle faulting can occur only un-
der much greater stress (bottom). For
this reason, brittle failure cannot explain
deep-focus earthquakes. Pressure does
not likewise inhibit anticrack failure.
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this deep reaction, all earthquakes stop.
The model automatically predicts cer-

tain properties for the seismic signals
generated in the mantle during inter-
mediate- and deep-focus earthquakes
and for the changes in seismic velocity
within subducting slabs. First, the seis-
mic signal of these earthquakes should
be highly similar to those of shallow
earthquakes. In particular, their signals
should be consistent with shearing mo-
tions on a fault. Indeed, this seems to be
the case. Although seismologists have
searched for the past three decades,
they have found no unambiguous in-
stance of a deep earthquake having a
strong implosive component.

Moreover, the seismic velocity of the
cold interior of subducting plates should
be signiÞcantly slower if metastable ol-
ivine is present than if the reaction has
already run and produced the denser
polymorphs. Only Japan experiences a
suÛcient amount of deep earthquakes
and has enough seismic stations to at-
tempt to distinguish between these two
possibilities. In 1992 Takashi Iidaka
and Daisuke Suetsugu of the University
of Tokyo modeled both possibilities for
the descending slab underneath Japan
and found the telltale slow velocity of a
metastable olivine wedge.

If, as we propose, a critical tempera-
ture controls the anticrack faulting in-
stability, the faulting will be concen-
trated at the interface between the
metastable olivine wedge and the sur-
rounding, already transformed cara-
pace. If suÛcient stress exists on both
margins of the wedge, double zones of
earthquakes could develop. Two sets of
seismologists, one led by Douglas A.
Wiens of Washington University and the
other by Iidaka, have discovered such
double zones during the past year. Iida-
kaÕs team found the double zone in the
slab that they previously proposed must
contain a metastable olivine wedge.

In addition, if there is a change in the
fundamental mechanism responsible
for earthquakes at 300 to 400 kilome-
ters, one might expect some aspects of
the seismic signals generated at such
depths to be diÝerent from those gen-
erated by shallower events. Until very
recently, all attempts to identify such
distinctions had failed. Still, Heidi Hous-
ton and Quentin Williams of the Univer-
sity of California at Santa Cruz recently
reported that many deep events seem
to start up signiÞcantly faster than do
intermediate events. Further, Houston
and John E. Vidale of the U.S. Geological
Survey have now determined that the
entire rupture time of such earthquakes
is only about half that of shallower
ones. Other recent work has shown that
young, warm subduction zones experi-

ence earthquakes only down to 300 to
400 kilometers; all deep earthquakes
are conÞned to older, colder subduction
zones, where metastable olivine is like-
ly to persist to great depths.

The laboratory results therefore ex-
plain how earthquakes can happen at
very high pressures. The composite
model advanced here, in which inter-
mediate-focus earthquakes occur by
ßuid-assisted faulting and deep events

by anticrack faulting, is highly consis-
tent with our current understanding of
subduction zones. In the Þeld, seismol-
ogists continue to characterize subduc-
tion zones and their earthquakes, and
geophysicists are developing quantita-
tive thermal models that incorporate
both experimental and seismic informa-
tion. Questions remain, but the essen-
tial paradox behind deep earthquakes
has been resolved.
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FAULT ZONE, produced by deforming a sample of mantle olivine, extends from
the top left corner to the bottom right corner of the micrograph. An oÝset olivine
crystal (white) appears on this fault in the top half of the image. The anticracks
(yellow lenses in blue crystal ) that generate the fault zone form perpendicular to
the direction from which the sample is compressed. They grow throughout the
material parallel to this direction.
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P
olitical support for federally fund-
ed research and development is
apparently beginning to unravel.

Adjusted for inßation, the governmentÕs
R&D expenditures have fallen 7 per-
cent since 1988. Spending on R&D in
the private sector is still increasing, but
its growth has fallen below the rate at
which output is increasing. Investment
in research is not keeping pace with
the economy.

In large part, these trends reßect a
fundamental change in the rationale
for federal research expenditures. From
the beginning of World War II through
the late 1980s, national security con-
cerns dominated R&D policy. More than
half the federal R&D budget was devot-
ed to defense technology, and much of
the restÑincluding fundamental re-
search in mathematics and the physical
sciencesÑreceived support because of
its potential relevance to national secu-
rity. The end of the cold war weakened
this justiÞcation for federal research
policies.

During the past decade, government
oÛcials have sought new goals for their
research dollars. The most important
emerging theme in their programs is
international competitiveness: the fed-
eral government should support R&D

to increase American industrial produc-
tivity, thereby helping industry in glob-
al economic competition.

We believe the new competitiveness
rationale will not succeed in reinvigorat-
ing the national R&D eÝort. First, com-
petitiveness is not a politically powerful
substitute for the cold war in forging 
a durable, bipartisan coalition for sup-
porting R&D at the generous levels typ-
ical of past decades. Second, the meth-
ods for implementing the new pro-
grams are shaped by political necessity
and so are likely to undermine the eco-
nomic performance of the programs.
Eventually, that will further reduce the
political support for the programs.

H
istorically, the desire to help an
industry increase productivity
has always played some role in

R&D policy. Federal subsidies for com-
mercially relevant R&D are more than
100 years old, having supported the de-
velopment of the telegraph and hybrid
seeds in the 19th century. Nevertheless,
commercial programs did not become
a signiÞcant component of federal R&D
support until World War II. Even then,
these programs were almost exclusively
targeted at defense-related technologies.

Not until the 1960s did the federal
government undertake a broad array of
research programs for primarily civil-
ian purposes. These programs were not
part of a coherent plan for fostering
national economic growth. Instead they
were a series of largely unrelated re-
sponses to much narrower public issues
that gave rise to new ÒmissionsÓ for fed-
eral agencies. Examples were the war on
cancer, the drive to develop environ-
mentally benign technologies and at-
tempts to Þnd an eÝective response to
the rise of the worldwide oil cartel.

Despite these initiatives, most federal
R&D dollars were still spent on defense
or on fundamental knowledge directly
relevant to defense. Most proposals to
broaden the base of these programsÑ
either by adopting a comprehensive
commercial R&D policy or by adding

more industries to the list of those re-
ceiving supportÑwere defeated. In con-
trast, the current approach to R&D is es-
sentially economy-wide. Its appeal rests
on the argument that it can help U.S.
industry boost productivity and reclaim
dominance in international markets. Al-
most any industry is a possible target
for support.

The competitiveness theme has
caused two major changes in how fed-
eral R&D programs are formulated and
managed. One change is greater priva-
tization of the selection and results of
research projects. Privatization is per-
haps most clearly evident in the extent
to which the new programs assign to
private industry both responsibility for
decisions about technical choices in the
projects and essentially all the intellec-
tual property rights. The other change
is increased collaboration among Amer-
ican Þrms and research organizations.

The most extreme example of these
changes is in the open competitions
held by the National Institutes of Stan-
dards and Technology for its Advanced
Technology Program (ATP). Any Þrm
or group of Þrms, in any industry, can
submit a proposal for partial federal
funding for a technology development
project. Proposals are evaluated by cri-
teria that include potential commercial
success, a feasible commercialization
and marketing strategy, technical inter-
est, inability to obtain complete private
backing for the project and the likeli-
hood of broad applications. These proj-
ects need not relate to any speciÞc gov-
ernment mission. Indeed, the program
avoids projects intended to provide tech-
nology for use by a government agen-

72 SCIENTIFIC AMERICAN September 1994

Privatizing Public Research
With the end of the cold war, national defense has given way 

to international competitiveness as the theme for federal support 
of research. As it now stands, the idea will probably not work well
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oping improved ßat-panel displays at 
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setts under a contract from the Ad-
vanced Research Projects Agency. The
work represents the new theme of fed-
eral support for R&DÑhelping U.S. Þrms
in international competitiveness.
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cy such as the Department of Defense.
Most of the funds for carrying out the

new competitiveness strategy still go to
programs that superÞcially retain more
of a public-sector focus. The Technology
Reinvestment Program, administered by
the Advanced Research Projects Agen-
cy in the Department of Defense, has
an annual budget of more than half 
a billion dollars. Its goal is to support
projects that will allow Þrms to rely on
commercial markets and proÞts while
developing technologies useful for de-
fense. In addition, several large indus-
try-speciÞc programs have been estab-
lished, including Sematech (for semi-
conductor manufacturing technology),
the ßat-panel display program, the Clean
Coal Technology Program, the National
Aerospace Plane Consortium and the
Clean Car Initiative. All of them receive
substantial federal monies.

To help justify their own continued
existence, the federally funded nation-
al laboratories are also seeking to con-
duct joint research with companies.
These eÝorts are called Cooperative
Research and Development Agree-
ments (CRADAs). Like the ATP proj-
ects, CRADAs are available for all in-
dustries and need no connection to any
government program.

Despite their contributions from the
public sector, these undertakings all di-
verge from traditional Department of
Defense and Department of Energy R&D
programs. Commercial technology de-
velopment is a primary goal rather than
an unsought (but welcome) spin-oÝ
from carrying out a government mis-
sion. Each venture relies on the private
participants to propose and manage
the projects. Each requires that proper-
ty rights belong to the private partici-
pants rather than to the government
sponsor or partner. All the activities re-
quire private enterprises to share in the
costs. As with the ATP, these programs
involve an unusual amount of proprie-
tary information. Project proposals, for
example, are routinely exempted from
the Freedom of Information Act and are
reviewed exclusively by government
agencies.

T
he principle that economic growth
is enhanced by new technology
has a Þrm foundation in theoret-

ical and empirical research in econom-
ics and has been investigated by several
distinguished economists, among them
Nobel Laureate Robert M. Solow of the
Massachusetts Institute of Technology,
the late Edward Dennison of the Brook-

ings Institution, Moses Abramovitz of
Stanford University, Edwin MansÞeld of
the University of Pennsylvania, Richard
Nelson of Columbia University and Zvi
Griliches and Fredric M. Scherer of Har-
vard University. The main conclusions
from their work are that more than
half the historical growth in per capita
income in the U.S. is attributable to ad-
vances in technology and that the total
economic return on investment in R&D
is several times as high as that for oth-
er forms of investment.

That R&D can enhance the nationÕs
economic welfare is not, by itself, suÛ-
cient reason to justify a prominent role
for the federal government in Þnancing
it. Economists have developed a further
rationale for government subsidies.
Their consensus is that most of the ben-
eÞts of innovation accrue not to inno-
vators but to consumers through prod-
ucts that are better or less expensive,
or both. Because the beneÞts of techno-
logical progress are broadly shared, in-
novators lack the Þnancial incentive to
improve technologies as much as is so-
cially desirable. Therefore, the govern-
ment can improve the performance of
the economy by adopting policies that
facilitate and increase investments in 
research.
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In principle, government can solve the
problem of underinvestment in R&D in
two ways. The Þrst, which political con-
servatives tend to emphasize, is to pro-
mote the ability of innovators to obtain
higher proÞts. In the past, the most im-
portant policy for augmenting the prof-
itability of innovation has been to
strengthen intellectual property rights:
patents, copyrights and legal protection
of trade secrets.

This approach has two signiÞcant
drawbacks. First, it creates higher prof-
its through the establishment of mo-
nopolies, which are ineÛcient. Second,
any form of protection for intellectual
property limits the diÝusion of the re-
search results. Research often has ap-
plications in a variety of products and
industries; the possible beneÞts of a
discovery can be realized only if people
other than the discoverers have the op-
portunity and incentive to apply those
Þndings in new ways.

The other approach, which liberals
tend to favor, is for the government to
pay for R&D through targeted pro-
grams. In this case, the government se-
lects speciÞc technologies and projects;
it then either subsidizes them in the pri-
vate sector or undertakes them in gov-
ernment research laboratories. This ap-
proach, too, has drawbacks. If the goal
of the program is to encourage com-
mercial successes, the government is
not likely to pick the best projects. Fur-
thermore, monitoring public research
projects to assure that private contrac-
tors are putting forth their best eÝorts
is notoriously diÛcult.

The root of the monitoring problem
is uncertainty about both the costs and
the results of R&D projects. By the very
nature of R&D, costs and results are
imperfectly knownÑotherwise the re-
search would not have to be done in
the Þrst place. Consequently, the gov-
ernment faces diÛculties in specifying
realistic technical approaches and ob-
jectives. Moreover, early work on a proj-
ect is likely to generate information
that moves the government to change
the details of the project. Contracts are
therefore often based on a cost-reim-
bursement formula. Unfortunately, such
contracts are well known for their ten-
dency to produce cost overruns.

The governmentÕs traditional safe-
guard against companies that take ad-
vantage of cost and performance un-
certainties is to impose rigorous cost-
accounting and auditing requirements
on R&D contractors in a herculean eÝort
to Þnd waste, fraud and lax manage-
ment. This monitoring system applies
to most of the new programs, and it is
far more elaborate, costly and inßexible
than the monitoring systems that pri-

vate organizations employ for their own
research. As a result, R&D done under
federal contract is inherently more ex-
pensive and less eÝective than R&D
done by an organization using its own
funds. In fact, government monitoring
methods are so burdensome that many
federal contractors separate their fed-
eral and private work so that they can
use more ßexible, cheaper methods for
managing their private R&D.

I
n the past, a political consensus for
federal R&D was achieved by pur-
suing both approaches and by treat-

ing them as substitutes. Technologies
in which private industry could hold a
reasonably secure intellectual property
right were expected to be backed by
business, whereas the new knowledge
emanating from government-support-
ed R&D was to be nonproprietary and
widely disseminated. Even in defense
technologies, where national security
considerations led oÛcials to keep many
research results secret, the government
frequently called on contractors to pro-
duce technologies that would be further
developed by other contractors. The
government also encouraged defense
companies to disseminate their partic-
ular technical knowledge through sub-
contracting. It welcomed the commer-
cial adoption of technologies that were
not closely related to highly conÞden-
tial defense products, such as advances
in computers, microelectronics and
telecommunications.

The new theme preserves both ap-
proaches, thereby appealing to conser-
vatives and liberals, but rejects the no-
tion that the approaches are substitutes.
Proponents argue that privatization is
necessary for competitiveness (that is,
for limiting the beneÞts of the programs
to domestic Þrms) and for giving re-
search organizations suÛcient incen-
tive to bring new technical knowledge
to commercial practice. They buttress
their case by pointing to the similar ap-
proach to R&D undertaken in Japan (for
computers and microelectronics) and
Europe (for Airbus). Those governments
established and subsidized collabora-
tive, proprietary R&D projects in the
private sector that have led to impor-
tant gains in the international competi-
tiveness of their domestic industries.

Control of intellectual property from
government money has become in-
creasingly private since the passage in
1980 of the Bayh-Dole Act, which al-
lows both companies and universities
to hold rights to inventions supported
by government contracts and grants.
The ATP program also privatizes the
results of its federally subsidized proj-
ects. Its authorizing statute explicitly
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NONPROFITS

UNIVERSITIES

INDUSTRY

1978

1983

1988

1993

FEDERAL GOVERNMENT

1978

1983

1988

1993

1978

1983

1988

1993

1978

1983

1988

1993

1.0

1.6
1.7

2.4
2.5

4.0
4.1

3.8
3.8

7.9
1.7

8.9
1.9

11.2
2.0

13.4
2.4

5.3

1.3
6.1

2.0
8.6

1.1

2.9

0.9
1.3

1.3
1.8

11.0

0.6
1.0

0.7 BASIC R&D SUPPORT
FROM OWN FUNDS

AMOUNT OF BASIC 
R&D PERFORMED

Federal funding of research and de-
velopment has shifted in emphasis

since the end of the cold war. Until then,
almost all the money supported defense
technologies or programs potentially
relevant to national security, such as re-
search in mathematics and the physical
sciences. Now the emphasis is on inter-
national competition, and private enter-
prise plays a much larger role.

Funds dedicated to R&D made up
about 5 percent of the federal budget in
fiscal 1993 (top right ). Only part of the
government’s allocation for basic re-
search is spent at national laboratories;
the rest supports research in industry,
universities and nonprofits (below). Fed-
eral spending on all university research
has risen, but the share of university re-
search funding that comes from the
government has declined (middle right ).
Nongovernmental sources of funding
have therefore become increasingly im-
portant to R&D support (bottom right ).

R&D Funding at a Glance
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requires that any patents from the work
must belong to proÞt-making Þrms,
thereby excluding universities.

An economic consequence of priva-
tizing knowledge is that it is more ef-
fective in encouraging the development
of products than in generating scientif-
ic advances. A company usually cannot
capture as much of the economic value
of an advance in fundamental knowl-
edge as of an advance in a product or
production technique. The implication
of this observation can be seen most
dramatically at universities. Historical-
ly, the U.S. government has contributed
to university research and encouraged
the open and free dissemination of the
results. That policyÑboth directly and
through the movement of students to
industry or other universitiesÑhas of-
fered signiÞcant beneÞts. Recent stud-
ies, pioneered by MansÞeld, show that
the economic payoÝ from fundamental
research is higher in the U.S. than in
other nations.

The policy of assigning greater proj-
ect control and management to the pri-
vate sector is likely to shift spending
toward the kind of research done by in-
dustry in the past. Most basic research
has been Þnanced by the government,
through generous grants to research
universities and also through the basic-
research component of the work in
federal laboratories. About 20 percent
of the federal R&D budget is expended
on basic research, compared with less
than 6 percent in industry. The peak
year for federal R&D support was 1988,
when the government accounted for 46
percent of the total U.S. R&D budget
but 62 percent of basic research.

Meanwhile industry, which paid for
half of all R&D, paid for only 22 per-
cent of basic research. As universities
have come to rely more on industry for
research support, the character of their
work has shifted accordingly. In the
past 20 years, the share of university
research that is basic has fallen from
77 to 64 percent. Most of the decline
has occurred in the past few years.

Partly to encourage broadly applica-
ble R&D, the new government programs
propose that projects be undertaken
by consortia or joint ventures of Þrms,
perhaps together with universities and
other research institutions. Initially, the
ATP favored the formation of consortia
that would conduct Ògeneric, precom-
petitiveÓ research, which the member
companies could later apply to the de-
velopment of competing products. Thus,
the policy has aimed to foster those re-
search activities that the private sector
has traditionally given the shortest Þ-
nancial shrift. In the past decade, the
federal government has also tried to
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stimulate joint research by relaxing cer-
tain antitrust standards.

Research collaborations can be bene-
Þcial. If a Þrm is unlikely to invest in a
research activity because it cannot cap-
ture the beneÞts, a joint venture may
make the eÝort worthwhile. An exam-
ple is research that expands the tech-
nological base of an industry but allows
each company to develop its own prod-
ucts and production methods. Collabo-
ration can also enable companies to
beneÞt from synergies, in that each
Þrm may bring diÝerent expertise to
the venture.

Collaborative research raises a di-
lemma, however. Although in theory it
can encourage research investments, it
can create cartels. Obtaining the maxi-
mum security for intellectual property
rights requires the elimination of mar-
ket competition, which in turn necessi-
tates that a cartel take control of the
domestic industry and that barriers be
erected against the import of the car-
telized products.

T
he postwar history of Japan illus-
trates this inherent problem. By
facilitating the formation of car-

tels, Japan produced a system that
ranks Þrst in the world in its fraction of
gross domestic product (GDP) invested
in R&D. It has a higher rate of sustained
growth than any other advanced, indus-
trial economy, and it has consistently
low unemployment. Moreover, in Japan
a far lower proportion of R&D is Þ-

nanced by government than in any of
the worldÕs other leading economies,
and defense plays virtually no role in
motivating public or private R&D.

The other side of JapanÕs remarkable
performance is that the ordinary Japa-
nese citizen has a standard of living far
below that of citizens in other nations
with approximately the same per capita
GDP. Although on average Japanese em-
ployees work substantially more hours
per year than American workers, the
real purchasing power of the average
annual take-home pay in Japan is only
about 75 percent of that in AmericaÑa
noteworthy fact, considering that the
real value of wages for average American
workers has not increased for 20 years.

Furthermore, most Japanese are not
pleased with their economic system.
The recent political upheaval in Japan
was sparked by scandals among mem-
bers of the ruling party, but it has been
brewing for more than a decade. It is
rooted in the ordinary Japanese citizenÕs
dissatisfaction with being unable to at-
tain a standard of living roughly equal
to that in North America and western
Europe. The key lesson from the expe-
rience of Japan is that although policies
providing extremely high Þnancial in-
centives for private investment will pro-
duce rapid economic growth, the eco-
nomic beneÞts of that growth will not
be widely shared.

The implications of collaboration for
the rate of innovation are thus com-
plex. They depend on the details of the

work done and the role of the domestic
industry in the international economic
system. R&D collaboration among do-
mestic competitors is unlikely to have
the undesirable eÝects of a domestic
cartel in either of two cases. If world
trade is free and several nations are ef-
Þcient producers, even a complete do-
mestic cartel in an industry will be
merely another competitor in the glob-
al market. The collaboration might en-
able the domestic industry to achieve
economies of scale or scope in R&D. A
collaboration is also likely to be bene-
Þcial if its scope is limited to expanding
the technological base of the domestic
industry: each Þrm in the industry can
then make use of that technology to
develop its own proprietary products.

Although a logical argument could be
made that a consortium could eÛcient-
ly engage in research devoted to en-
hancing an industryÕs underlying tech-
nology, Þrms in competitive industries
most often focus on technology that
can be more easily protected. The most
widely hailed successes of Sematech,
for example, have been in developing
semiconductor manufacturing equip-
ment. Members of the consortium have
then made advantageous use of the
new machines.

Many of the horizontal joint ventures
of the ATP follow similar strategies. The
Advanced Display Manufacturers of
America Research Consortium has been
involved in the development of auto-
mated inspection and repair equip-
ment that members use in producing a
variety of ßat-panel displays. The Rapid
Response Manufacturing project (a con-
sortium led by the National Center for
Manufacturing Sciences) brings togeth-
er a group of Þrms specializing in com-
puter-aided design and four manufac-
turing Þrms to develop software that
demonstrates the design of crankshafts,
steering columns, microwave antennas
and aircraft engine covers.

These eÝorts are all ÒgenericÓ from
the viewpoint of the member Þrms. The
projects deal with diÛcult and fasci-
nating technical issues and, by drawing
in Þrms from diverse industries, may
well result in valuable synergies and the
wider diÝusion of results than could be
expected from an eÝort by a single com-
pany. Yet virtually all these projects
seek to pursue technologies that can be
protected by patents and limited, at
least in part, to use by members of the
consortium.

Indeed, technology-base activities that
cannot be protected by patents poorly
address the competitiveness goal of the
new programs. Foreign competitors are
as likely as U.S. Þrms to beneÞt from
such research eÝorts. And if domestic
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the goal of improving the international competitiveness of domestic industries.
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companies outside the consortium sep-
arately apply the new technology base
to the development of competing prod-
ucts, the proÞtability of the R&D work
diminishes. Thus, such activities are
unlikely to generate much enthusiasm
from businessÑunless, as was the case
in Japan, they are accompanied by a
domestic production cartel and strong
trade barriers.

The industry-wide centralization of
applied R&D therefore confronts do-
mestic consumers with a HobsonÕs
choice. If the venture makes U.S. indus-
try more productive than its foreign
competitors, the domestic industry will
retain most of the beneÞts of its ex-
panded productivity by cartelizing the
domestic market. If the venture fails to
make U.S. industry more competitive,
the domestic industry will lose market
share to foreigners, leading to the im-
position of import restrictions. Once
again, a domestic cartel emerges, but in
this case one that is ineÛcient as well
as monopolistic. In either case, the main
eÝect of centralized R&D is to transfer
wealth to members of a domestic car-
tel, not to promote the economic wel-
fare of most citizens.

I
f the centralization of applications
research for an entire domestic in-
dustry is dangerous, what is the al-

ternative? One possibility is to support
projects undertaken by only part of the
domestic industry. That approach has
been taken by the ATP, which even sup-
ports separate competing proposals by
diÝerent groups of Þrms that are pur-
suing advances aimed at the same prod-
ucts. It is also the method proposed by
the Department of Defense for the ßat-
panel display program. This strategy
can be eÝective because it can preserve
competition while subsidizing propri-
etary research.

In practice, such programs have run
into an obstacle: an inverse relation be-
tween performance and political viabil-
ity. When a project becomes success-
ful, outside Þrms perceive it as unfair
on the grounds that the government is
interfering with the success or failure
of companies in the industry. For exam-
ple, Cray Research and two Department
of Energy laboratories entered into a
highly publicized $52-million CRADA
to develop supercomputing technology.
It was unceremoniously shelved after
complaints from other supercomputer
Þrms that the governmentÕs subsidy
gave Cray a competitive advantage.

More often, such programs are not
very successful. To some degree, fail-
ures should be expected because the
outcome of an R&D eÝort is inherently
unpredictable. Unfortunately, technical

and economic failure seldom lead to
the timely demise of a major project.
Government oÛcials, unlike corporate
executives, must be sensitive to the ef-
fects that canceling a project will have
on employment. In short, the govern-
ment has diÛculty completing success-
ful projects and diÛculty cutting its
losses on failures.

Some planners have argued that re-
quiring an industry to share in the costs
of R&D would provide a motivation to
discontinue funding for failing proj-
ects. That approach may work for small
projects, but a big oneÑone that gener-
ates substantial employment and ac-
counts for a large share of some com-
panyÕs businessÑbecomes too political-
ly important for the government to
abandon it easily. Congress is more like-
ly to revise the program so that the
government assumes a greater Þnan-
cial burden. It was the cost-sharing re-
quirements, not the projects, that were
abandoned when industry was unwill-
ing to shoulder its share of the cost
overruns for the Clinch River Breeder
Reactor and the supersonic transport
airplane.

Our conclusion is that the U.S. has
not yet found a politically workable and
economically attractive means of en-
couraging technological progress. Both
economic research on R&D and the his-
torical experience with government pro-
grams indicate that the most eÝective
solution would be a combination of

policies. The government would take a
directing role in subsidizing both fun-
damental research and research aimed
at broadening the technology base. It
would make the results of that re-
search widely available rather than pro-
prietary. For applications research, the
government can probably encourage
development and avoid political pit-
falls only if it follows a completely
hands-oÝ policy (say, by providing dif-
ferential tax treatment for research in-
vestment) or if it concentrates on small
schemes in carefully selected indus-
tries. The latter strategy is unlikely to
have any wide-ranging impact on eco-
nomic performance.

Unfortunately, this approach entails
signiÞcant political liabilities. Consum-
ers would beneÞt the mostÑbut most
of the political support for R&D comes
from industry, not consumers. And be-
cause the entities that conduct technol-
ogy-base research cannot usually keep
the results for themselves, U.S. Þrms
would not be the only beneÞciaries. In
the current political lexicon, a Òcompet-
itivenessÓ strategy is one with policies
that focus on short-term commercial
products and exclude foreign compa-
nies from sharing in the beneÞts. That
interpretation is fundamentally at odds
with the broader concept of promoting
innovation.

The breadth and intensity of the fed-
eral R&D programs that this nation has
enjoyed in the past have richly contrib-
uted to the growth of its economy.
Maintaining that support, however,
hinges on building a strong, stable con-
sensus for it. Competitiveness cannot
replace national security as the basis
for that consensus.
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O
n the Þrst of July 1798, an ar-
mada of 400 ships appeared
oÝ the coast at Alexandria. By

the end of the day, longboats had put
ashore an army of 36,000 men under
the command of Napoleon Bonaparte.
Meeting with no resistance, he immedi-
ately marched his troops, sweltering in
their woolen Alpine uniforms, through
the oven of the desert to rout the Mam-
eluke rulers of Egypt in the Battle of
the Pyramids on July 21. Ten days later
Admiral Horatio Nelson destroyed the
French ßeet, marooning the expedition-
ary force in the land it was to control
and explore for the next three years.

Bonaparte abandoned his soldiers a
year later, slipping through the British
blockade and returning to France to
seize power in the coup dÕ�tat of No-
vember 9, 1799. Among the handful of
retainers he took with him were Gas-
pard Monge and Claude-Louis Berthol-
let, the leading members of the Þrst sci-
entiÞc task force to accompany a mili-
tary expedition. Their colleagues from
the Commission of Science and ArtsÑa
group of 151 scientists, engineers, med-
ical men and a few scholarsÑwere left
behind with the army. The elite among
them were elected to the Institute of
Egypt, founded on BonaparteÕs initiative
as a colonial adaptation of the Institute
of France. Serving as permanent secre-
tary throughout the occupation was

Jean-Baptiste Fourier, who had yet to
invent the analysis that bears his name.

The most famous discovery of the ex-
pedition remains the Rosetta stone, now
in the British Museum. The French sur-
rendered it with immense reluctance to
the British forces that expelled them
from Egypt late in 1801. The commis-

sion of technical experts accomplished
a great deal else of scientiÞc interest in
the land of the pharaohs. A compilation
of monumental dimensions contains
the record of their archaeological sur-
veys; of their research into the physical
and chemical phenomena as well as the
natural history peculiar to the region;
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and of their inquiries into the sociology
of an exotic country.

La Description de lÕ�gypte, printed be-
tween 1809 and 1828, required a spe-
cially designed piece of mahogany fur-
niture to house it. Ten folio volumes of
plates measuring 20 by 26 inches and
two atlases, 26 by 40 inches each, con-
tain 837 copper engravings (50 in color
and many with multiple illustrations).
A third atlas consists of a topographi-
cal chart of Egypt and the Holy Land in
47 sheets. Nine accompanying volumes
of text dwarf any modern encyclopedia.
They comprise approximately 7,000 pag-
es of memoirs, description and com-
mentary. The whole is divided into three
parts: ancient Egypt, modern Egypt and
natural history.

The archaeological plates of part one,
which make up just over half the total
wealth of illustrations, created the Þrst
modern vision of Egyptian antiquity. It
was in contemplating the sweep and
detail of those enormous and powerful
engravings that Europeans took the
measure of the valley of the Nile. Earli-
er Western awareness of the land of the

pharaohs had consisted mainly of hear-
say about the scale and orientation of
the Pyramids and the mystery of the
Sphinx. Of Upper Egypt nothing was
known beyond the odd travelerÕs tale
of some giant arm, say of ShelleyÕs Ozy-

mandias, thrusting out of the sand. An
account by the artist Vivant Denon, who
accompanied the soldiers in their cam-
paign up the Nile, conveys the impact of
rounding a bend in the river and com-
ing on the temples of Karnak and Lux-
or amid the ruins of Thebes: ÒThe whole
army, suddenly and with one accord,
stood in amazement. . .and clapped
their hands with delight.Ó

T
he contributors to La Description

de lÕ�gypte captured on paper all
the monuments, starting in the

south at the Isle of Philae. Drawing,
measuring and excavating along the
way, they moved downstream through
Kom Ombo and EdfuÑclose by the 
Nile on the right and left banks, respec-
tivelyÑand past Esna, slightly set back
from the river to the west. Their party
paused longest amid the vast array of

Thebes, awed by Medinet Habu, the Ra-
masseum and the colossal statues of
Memnon, behind which lie the tombs in
the Valley of the Kings and facing
which loom the enormous piles of Lux-
or and Karnak across the Nile. Down-
stream they came upon the architectur-
al and artistic climax of Dendara. After
recording these masterpieces, the group
continued north to Memphis and the
Pyramids at Giza.

Each site is depicted in a sequence of
eight to 10 plates, beginning with topog-
raphy. Next comes a panorama of the
structure in its condition at the time,
choked with sand, columns cracked and
tumbled, ramparts crumbling, the over-
all majesty somehow enhanced. Archi-
tectural drawings follow, providing
ground plans, sections and elevations.
Several sheets then depict architectural
detail, bas-reliefs and other sculptures
as well as surfaces covered with inscrip-
tions. Finally, having scrupulously ex-
hibited what they saw, the designers let
themselves go and in the last plate of
each series restored the entire struc-
ture in the mindÕs eye.

These creations were the works not
of artists or archaeologists but of engi-
neers and a few architects. They were
very young engineers, recent graduates
and some undergraduates of the �cole
Polytechnique, founded in 1794, where
drafting and surveying were major sub-
jects. Equipped with drawing board,
graph paper, pencil, ruler and compass,
trained engineers were able to produce
a sketch of any structure. The drawing
could be developed into a Þnished pic-
ture after they had measured all dimen-
sions. The completed engravings re-cre-
ate the experience of standing before
the facade of Karnak or gazing across
the sands at the Pyramids with an im-
mediacy not felt in perusing the most
modern, the most elaborate of photo-
graphic albums.

It was not, of course, for artistic pur-
poses that Bonaparte included these
well-educated youngsters in the expe-
dition. Their main responsibility was 
to build or mend fortiÞcations, roads,
bridges, canals and public works. In-
deed, the men did discharge their mun-
dane tasks, as they would have done 
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RUINS OF THE SOUTH GATE of Karnak
were depicted as they stood when the
engineers came upon them. The re-
mains of the small temples of Apet and
Khons can be seen in the foreground,
and part of the great temple lies in the
center background. The Þrst plate of
each architectural series in La Descrip-
tion de lÕ�gypte was devoted to an accu-
rate illustration of a monument as it ap-
peared in 1799.
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in France. Nevertheless, Egypt was the
great adventure of their lives. One team
even succeeded in the archaeological
feat of excavating the route of the canal
that had linked the Red Sea to the Med-
iterranean in ancient times. (They had
the misfortune, however, to calculate
that sea level at the former end was 33
feet higher than at the latterÑa conclu-
sion that was dead wrong because sea
level is sea level the world over.)

The men of the expedition had known
nothing of the country when they em-

barked from France, not even that Egypt
was their destination. That information
had been kept secret from all but the
high command. The members of the
Commission of Science and Arts had
no guides to the symbolism and signif-
icance of what they saw other than the
historians and geographers of antiqui-
ty: Herodotus, Strabo and Diodorus of
Sicily. The elementary facts provided to
tourists in the most superÞcial of mod-
ern guidebooks were unknown to them.
They supposed small structures to be

shrines, middling ones to be temples
and the greatest to be palaces. They
took the crowns of Upper and Lower
Egypt for elaborate coiÝures.

Even so, confronted with hundreds
of bas-reliefs and thousands of hiero-
glyphs, the young engineers copied the
lot so faithfully that in many instances
they preserved the evidence of inscrip-
tions and structures that have since dis-
appeared. For example, the temple of
Isis across the Nile from Esna was de-
stroyed in 1828 during the regime of
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SOUTH GATE OF KARNAK was drawn by members of Napo-
leonÕs Commission of Science and Arts as they imagined it to
have been originally. The scene might have served as a stage

set for the grand march in VerdiÕs Aida: while the populace
looks on, a Theban king passes through the triumphal arch,
preceded by retainers and followed by his prisoners.
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Mehemet Ali. It could be said that
Egyptology began with La Description

de lÕ�gypteÑexcept that the authors had
no clue to the meaning of what they
were recording. The opportunity aÝord-
ed the admirer of their work is, there-
fore, unique in the history of science.
These plates display the subject matter
of a science in the absence of the sci-
ence. It was only in 1822 that Jean-Fran-
�ois Champollion succeeded in match-
ing the name Ptolemy in the three
scriptsÑhieroglyphic, demotic and
GreekÑinscribed on the Rosetta stone.
Not until the 1850s were scholars able
to construe whole texts.

A
s for science in the ordinary sense, 
the Egyptian environment creat-

ed exceptional opportunities.
MongeÕs explanation of mirages is the
most famous memoir contributed to the
institute. The sight of island villages
shimmering in the waters of an ever re-
ceding lake had tormented the army
during the grueling march from Alex-
andria. In a paper read before his col-
leagues on August 28, 1798, four weeks
after Cairo was taken, Monge interpret-
ed the illusion as the eÝect of light rays
from beyond the horizon reßected from
the surface of a layer of air superheat-
ed at ground level by the sun-soaked
sand. Although modern optics attrib-
utes the eÝect to a dual refraction with-
in the surface layer, Monge had the un-
derlying physics right.

A memoir by his fellow senior scien-
tist, Berthollet, had greater consequence,
both for the authorÕs career and for his
science. BertholletÕs Observations sur le

natron may be considered the point of
departure for physical chemistry. High-
ly saline lakes in a dried-up river basin
some 60 miles west of Cairo were known

then by the name Ònatron,Ó Greek for
Òsoda.Ó Surrounding them are limestone
formations on which deposits of that
commodity occurred naturally. Inter-
spersed among those patches were
stretches where clay predominatedÑin
those areas the soil was full of salt and
free of soda. Berthollet deduced that in
the limestone sectors, the lime (calcium
carbonate) decomposed salt (sodium
chloride) in the presence of heat and
humidity. The resulting encrustation of
natron (sodium carbonate) dried out
and solidiÞed on the surface. The ac-
companying product, calcium chloride,
being extremely deliquescent, took up
water and seeped away into the ground.

The signiÞcant feature of BertholletÕs
Þnding was that the reaction known in
the laboratory was the exact reverse.
Chemists concerned with aÛnities be-
tween substances normally supposed
that the chemical nature of reagents
was what controlled the direction of a
reaction. Here, though, was an instance
in which physical factors predominated.
Berthollet began the paper reporting
these observations in Egypt and com-
pleted it in Paris. There he developed
the argument into the central theme of
his major work published in 1803, Es-

sai de statique chimique, which treats
the effects of pressure, heat, light and
the relative concentration of reagents
in determining the course of reactions.

It was, however, the young naturalists,
rather than the two senior scientists,
whose presence in Egypt might have
been expected to make a signiÞcant dif-
ference to their discipline. Twelve in
number, they made up the second larg-
est contingent of the expedition, after
the engineers, and were investigating 
a ßora and fauna unknown in Europe.
Indeed, two of the authors did make

names for themselves. When they em-
barked for Egypt, �tienne GeoÝroy Saint-
Hilaire was in the early stage of his ca-
reer, and Jules-C�sar Lelorgne de Savi-
gny was at the very beginning of his.
Savigny took responsibility for inverte-
brate zoology and for ornithology as
well as for a few reptiles; GeoÝroy cov-
ered all the other vertebrates.

GeoÝroy and Savigny were natural-
ists of similar interests and very dis-
similar scientiÞc personalities. In con-
trast to Georges Cuvier, not much their
elder but already dominant in the Paris
Museum of Natural History, both were
zoologists whose research moved be-
yond taxonomy, the work of classiÞca-
tion, to morphology, the study of form
and structure. The former had been the
main preoccupation of the natural his-
tory of the 18th century; the latter be-
came an important subdiscipline of the
emerging science of biology in the 19th
century. GeoÝroy made the transition
in the spirit of romanticism and Savi-
gny in service to precision.

GeoÝroy was of a generous, even ef-
fusive disposition. His letters to his col-
leagues of the museum, and especially
to Cuvier (who had refused to join the
expedition), are almost embarrassing
in their protestations of friendshipÑ
the more so because his pleas for as-
surance that he had not been forgotten
went unanswered. GeoÝroy also had an
eye for novelty. The more spectacular
the creature, the more eagerly he de-
scribed and dissected it. The crocodile,
the great Nile tortoise, the polypt�re bi-

chir (a lungÞsh with 16 dorsal Þns), the
torpedo ray and the thunder-Þsh were
among the dramatic forms he opened
with his scalpel. In one respect, GeoÝ-
royÕs style is reminiscent of the great
Georges-Louis Leclerc de BuffonÕs in the
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TEMPLE OF ISIS, across the Nile River from the ruins of Esna,
was destroyed in 1828 during the regime of Mehemet Ali,
the modernizer of Egypt. La Description de lÕ�gypte is an im-

portant resource for archaeology because it contains several
plates preserving the record of structures and inscriptions
that no longer exist.
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preceding century. GeoÝroyÕs accounts
include character sketches of the ani-
malsÑtheir habits, their conduct, almost
their morality. His anatomies were, how-
ever, highly skilled. The detail is exact.
The drawings and descriptions are clear.
He knew the literature.

The morphological direction that
GeoÝroyÕs interests were taking became
evident in three memoirs on the anato-
my of Þsh published in 1807. He had
just had a revelation, GeoÝroy wrote,

while working on his ichthyology for La

Description de lÕ�gypte. Until then, he
had concurred with the accepted opin-
ion among naturalists that in important
respects the internal organization of Þsh
was categorically diÝerent from that of
vertebrates generally. Now, on closely
examining his Egyptian specimens and
CuvierÕs collection, he reports that he is
thrilled to Þnd that the very organs that
had most stubbornly resisted compar-
ison actually exhibit profound analo-

gies with the parts of other vertebrates.
The shift toward morphology led

GeoÝroy to compose his principal work,
Philosophie anatomique, between 1818
and 1822. His argument is that diÝer-
ences in the organization of all classes
of vertebrates represent variations on a
fundamental unity of plan, a notion he
later extended to invertebrates. The ex-
travagance of these ideas was in con-
ßict with CuvierÕs commitment to the
Þxity of species and involved the two
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CIRCULAR ZODIAC OF DENDARA had been set into the ceil-
ing of a shrine oÝ the Osiris Chapel of the temple. The two
engineers who produced the drawing had to work by candle-

light lying ßat on their backs in the gloom of a closed cham-
ber. In 1821 this masterpiece was moved to Paris, where it is
now on display in the Louvre.
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former friends in a notorious confron-
tation in 1830.

Unlike GeoÝroy, Savigny Þrst made
his name through a small work of broad
interest, and only much later did he
move from generalization toward spe-
cialization. His Histoire naturelle et myth-

ologique de lÕibis, published in 1805, is
a charming combination of classical
erudition and zoological precision. The
veneration of the white ibis in ancient
Egypt reßected its supposed appetite
for ßying snakes, which, according to
legend, would have otherwise invaded
the land. In fact, Egypt was in no danger
from snakes, winged or earthbound, ex-
cept as symbols of evil. Moreover, the
ibis is a wading bird and eats no snakes.
The real source of its sacred character
was its arrival on the summer winds. It
reappeared annually as the harbinger
of life-giving waters, hence its identiÞ-
cation with Toth, the ibis-headed equiv-
alent of Mercury. Savigny notes that if
the stomach cavities of ibis mummies
held the remains of snakes, and typi-
cally they did, it was because the em-
balmers had served truths deeper than
mere facts of natural history.

His book a Þne success, Savigny set-
tled down to put his Egyptian speci-
mens in order. Still, he found himself
at a loss to ascribe distinguishing char-
acters to the manifold types of insects
and crustaceans he had collected. No
entomologist had yet identiÞed sys-
tems of organs generally disposed in a
regular mannerÑas Linnaeus had done
with the sex organs of plantsÑso that
variations might be compared from
species to species and genus to genus.
Working with some 1,500 specimens,
Savigny began the search by detaching
the external features and making sepa-
rate drawings of each. Few of the crea-
tures were as much as a centimeter long,
and most of them were much smaller.
A survey of his thousands of drawings
yielded the key to classiÞcation. Because
the same elements of mouthparts oc-
curred in all forms, the modiÞcations
of these structures aÝorded the most
reliable comparisons between species.

S
avigny devoted his Þrst paper to
moths and butterßies, the most
controversial case. In this report

he took issue with his seniors, Cuvier
and the foremost entomologist in
France, Pierre Andr� Latreille, both of
whom considered that the jaws of the
caterpillar disappear on its metamor-
phosis into a butterßy. Not so, Savigny
found. He was able to discern forms of
miniature lips, mandibles and jaws so
modiÞed as to be virtually unrecogniz-
ableÑa Þnding for which Cuvier and
Latreille gave him full credit. These cri-

teria enabled Savigny to establish the
morphological deÞnition of the class of
insects proper : the hexapods, which
have six legs and two antennae.

In his next memoir, Savigny turned
to the second great division of articu-
lated invertebratesÑthe myriapods (in-
cluding centipedes), arachnids and crus-
taceansÑwhich Linnaeus had lumped
together under the designation Òinsect.Ó
Mouthparts are again the key to clas-
siÞcation. So extraordinary were the
variations that Savigny adduced ho-
mologies with a daring and virtuosity
quite uncharacteristic of the staid world
of taxonomy. In certain groups, such as
crabs, organs that serve for mastica-
tion are comparable to those that other
orders use for locomotion: what are feet
in hexapods appear to be transformed
into jaws in crabs. Later work on the as-
cidians, or tunicate worms, was no less
startling. Savigny showed that creatures
vaguely called zoophytes, far from be-
ing instances of extreme simplicity, ex-
hibit complex colonial arrangements. A
Þnal study on annelids advanced the
systematization of CuvierÕs class of red-
blooded worms.

SavignyÕs work, in short, marks the
beginning of zoological studies of ho-
mology in general. At the same time,
his accuracy in detail was such that his
plates on mollusks were reprinted as
late as 1926, not for antiquarian but
for scientiÞc reasons. He never com-

pleted a comprehensive treatise, how-
ever; Savigny was unable even to pre-
pare the annotations to accompany his
plates in La Description de lÕ�gypte. As
he worked on their inÞnitely Þne de-
tail, he suÝered recurrent attacks of a
neurological disorder that robbed him
of eÝective eyesight when it set in per-
manently in 1824. He attributed the
problem to the late onset of the oph-
thalmia that had aÜicted many mem-
bers of the Egyptian expedition. In fact,
in the diagnosis of modern specialists,
a temporal mode epilepsy may probably
have been responsible. Unable to sup-
port the light of day, Savigny passed the
last 30 years of his life enveloped in a
black veil whenever the shutters were
opened. His only remaining publication
was a taxonomy of the highly system-
atic hallucinations produced by the tur-
bulence in his optic nerve, an aurora
borealis inside his head.

The botany in La Description de

lÕ�gypte is a little disappointing when
compared with the zoology, but the
mineralogy is intriguing indeed. There
are 15 magniÞcent plates, comprising
more than 100 illustrations of the pe-
trology of Egypt, together with an ex-
tensive monograph on the physical ge-
ography of the country. The author,
Fran�ois-Michel de Rozi�re, was a min-
ing engineer who made no other contri-
bution to formal science and scholar-
ship. Like Savigny, he treated highly
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NATURAL HISTORY PLATES and mono-
graphs depict the ßora, fauna and min-
eral species of the Nile valley. �tienne
GeoÝroy Saint-Hilaire, who drew this
lungÞsh (top), had a penchant for crea-
tures of unusual or extravagant form.
Drawings by the mining engineer Fran-
�ois-Michel de Rozi�re, such as this sam-
ple of breccia (right ), set a new standard
for precise geological illustration.
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specialized subject matter in a manner
that held general interest.

Mineralogy was even then diÝerenti-
ating itself from natural history and
entering into the emerging discipline of
geology. Rozi�re designed his plates ex-
pressly to exemplify the importance of
the graphic arts for the new science.
Geologists had yet to develop a lan-
guage like that of chemistry or botany
that permitted identifying minerals by
speciÞc names. The descriptions of
rocks in geologic writings were mean-
ingless in the absence of the specimen
in question. A properly executed illus-
tration could supply the lack, and Rozi-
�re took pains to ensure that his draw-

ings were not merely pictures of the
particular rocks on his table at the mo-
ment but schematic renderings of all
the distinguishing features of the type
each one represented. The elements
were to be written down in a descrip-
tion, but the form, the color, the mixture
and, above all, the textureÑin short, the
properties required for recognitionÑ
needed to be shown graphically.

Rozi�reÕs monograph is entitled On

the Physical Constitution of Egypt and

on Its Relation with the Ancient Institu-

tions of the Country. Had the author
been a philosopher or an ideologist of
some sort, the argument would have
been thought daring because his pur-
pose was to show how culture derives
from material circumstances and not
from divine dispensation or other tran-
scendental factors. Composed by this
mining engineer, the treatment is mere-

ly matter of fact. In no other country,
Rozi�re observes, has a highly devel-
oped society such as that of ancient
Egypt ever exhibited such dependence
on a single set of physical factors. Ev-
erything in the laws of the land and the
customs of the people derives from the
behavior of the Nile. The rise and fall
of the river not only shaped the civi-
lization of Egypt but also accounted for
the inßuence of its culture on the the-
ogonies, the sciences, and the arts and
crafts of all antiquity. The phenome-
non, moreover, is one that can be stud-
ied in an isolation comparable to that
of a laboratory, which for these pur-
poses Egypt was.

It is in part two of La Description de

lÕ�gypte, concerned with the country as
it was at the end of the 18th century,
that the work most largely fulÞlls the
promise of its title. Memoirs and stud-
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DIVINE HARPIST from the wall of the
tomb of Ramses the Third is among the
50 color illustrations in the document. 
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ies on topography occupy
much of the text. The engi-
neering parties that ran the
traverses from which maps
were constructed had a mis-
sion beyond mere cartogra-
phy. Surveyors fanning out
through all the villages
across the delta and up the
Nile were instructed to take
what amounted to a census,
reporting the number of in-
habitants and families, their
status and occupations, the
mode of agriculture, the pop-
ulation of horses and camels,
the practice of animal hus-
bandry, the types of com-
merce and industry, the loca-
tion of quarries, of oases, of
canals, of towpaths, the
means of transport and com-
munication as well as the eth-
nic and religious character of
the people, both settled and
nomadic.

Topography was a subject of medical
and physical concern because the goal
of 18th-century medicine was to bal-
ance the environment and the physio-
logical constitution of men, women and
children. The head physician of the ex-
pedition was Nicolas Desgenettes, and
the head surgeon was Dominique Jean
Larrey. The Egyptian setting being dra-
matic, Desgenettes composed a Topog-

raphie physique et m�dicale de lÕ�gypte,

which included collaboration from the
astronomer Nicolas-Antoine Nouet.
Throughout the occupation, Desgen-
ettes assembled data on the population
dynamics of Egypt, compiled a necrol-
ogy of Cairo for the three years the
French were in control and composed a
classic of military medicine that set out
policies for sanitation, public health
and the organization of hospitals.

Larrey, for his part, wrote mainly
about disease. He gave clinical descrip-
tions of ophthalmia (usually trachoma),
bubonic plague, tetanus, yellow fever,
leprosy, elephantiasis, and testicular
atrophy and gigantism. In his view, the
etiology of plague, fever and tetanus
clearly involved a speciÞc external agent,
for which he sometimes used the word
ÒvirusÓ and sometimes Ògerm.Ó His con-
cept of disease was as speciÞc and ob-
jective as anything that entered into
19th-century medicine from the new
clinical practice in Paris, an approach
that he appears to have anticipated and
developed on his own.

Among the memoirs and monographs
in part two of La Description de lÕ�gypte
are many covering topics that nowadays
would be classiÞed as social science or
humanities. These include anthropolo-

gy (both cultural and physical), demog-
raphy, meteorology, political science, so-
ciology, geopolitics, agronomy, micro-
economics, medieval history, adminis-
trative history, linguistics and musicol-
ogyÑdisciplines that did not yet exist
for the most part. The authors of these
pieces also were engineers, scientists
and military men, people trained to be
systematic, who knew how to look
around them and take the measure of
what they saw.

T
heir attitude is that of observers
of phenomena. They often said
to one another that no other

country in the world, and certainly not
France, had ever been the subject of
such thorough study as theirs on
Egypt. That fact began to change when
they returned to France. Most of them
continued in the service of the state.
The voracious fact-gathering they had
practiced in Egypt became characteris-
tic both of the Napoleonic regime and
the monarchy restored in 1815. One
engineer, Chabrol de Volvic, is a fair ex-
ample. As a youngster, he designed
many of the plates on antiquity and
composed an essay on the customs of
the modern inhabitants of Egypt.
Chabrol Þnished his career as prefect
of the Seine in the 1820s. He then or-
dered the compilation of an urban to-
pography, Statistique de la Ville de Paris,

in eÝect an application to the capital of
France of the techniques of deep de-
scription he and his colleagues had em-
ployed in Egypt.

Above and beyond the enormous
compilation of information on Egypt,
the signiÞcance of the participation of

science in the expedition lies
in the relation it portended
between formal knowledge
and politics. Unlike the mer-
cantile colonialism that pre-
ceded it, the occupation of
Egypt had a cultural compo-
nent. Technical competence
was at the forefront of cul-
ture. Bonaparte understood
that point, not abstractly but
intuitively, as he understood
whatever related to the exer-
cise of power. His was the im-
pulse that implanted a clone
of French science on the
banks of the Nile. The British
in India, the Dutch in Indone-
sia, the Spaniards and Portu-
guese in AmericaÑearlier im-
perialism had not attempted
anything of the kind. The
spread of European science
and its appurtenances to Af-
rican and Asian societies un-
der the aegis of military con-

quest and political power began with
the French conquest of Egypt.

The motivation that Fourier ascribes
to Bonaparte in the preface may be read
as a prophetic rationale: ÒHe was aware
of the inßuence that this event [the con-
quest of Egypt] would have on the rela-
tions of Europe with the East and with
the interior of Africa as well as on mar-
itime aÝairs in the Mediterranean and
the future of Asia. He set himself the
goals of abolishing the tyranny of the
Mamelukes, of extending irrigation and
agriculture, of instituting regular com-
merce between the Mediterranean and
the Arabian Sea, of fostering commer-
cial enterprises, of oÝering useful ex-
amples of European industry to the
Orient, and Þnally of improving the
standard of living of the inhabitants
and procuring them all the advantages
of an improved civilization. These ob-
jectives would be unattainable without
the continual application of science and
the technical arts.Ó
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BLACK AND WHITE IBISES were illustrated by Jules-C�sar
Lelorgne de Savigny, a founder of morphology. His book on
the natural history of the ibis notes that the white ibis, ven-
erated by the Egyptians for protecting their land from ser-
pents, never eats snakes. Ancient embalmers respected and
conserved the myth, however, by placing snakes in the
stomach cavities of the birds they mummiÞed.
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SCIENCE AND POLITY IN FRANCE AT THE
END OF THE OLD REGIME. Charles C. Gil-
lispie. Princeton University Press, 1980.

SCIENTIFIC ASPECTS OF THE FRENCH EGYP-
TIAN EXPEDITION: 1798Ð1801. Charles
C. Gillispie in Proceedings of the Ameri-
can Philosophical Society, Vol. 133, No.
4, pages 447Ð474; December 1989.

MONUMENTS OF EGYPT: THE COMPLETE
ARCHAEOLOGICAL PLATES FROM THE
DESCRIPTION DE LÕEGYPTE. Fourth print-
ing. Edited by Charles C. Gillispie and
Michel Dewachter. Princeton Architec-
tural Press, 1994.
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D
enverÕs new international air-
port was to be the pride of the
Rockies, a wonder of modern

engineering. Twice the size of Manhat-
tan, 10 times the breadth of Heath-
row, the airport is big enough to land
three jets simultaneouslyÑin bad
weather. Even more impressive than
its girth is the airportÕs subterranean
baggage-handling system. Tearing like
intelligent coal-mine cars along 21
miles of steel track, 4,000 indepen-
dent ÒtelecarsÓ route and deliver lug-
gage between the counters, gates and
claim areas of 20 diÝerent airlines. A
central nervous system of some 100
computers networked to one another
and to 5,000 electric eyes, 400 radio
receivers and 56 bar-code scanners
orchestrates the safe and timely ar-
rival of every valise and ski bag.

At least that is the plan. For nine
months, this Gulliver has been held
captive by LilliputiansÑerrors in the
software that controls its automated
baggage system. Scheduled for take-
oÝ by last Halloween, the airportÕs
grand opening was postponed until
December to allow BAE Automated
Systems time to ßush the gremlins
out of its $193-million system. Decem-
ber yielded to March. March slipped
to May. In June the airportÕs planners,
their bond rating demoted to junk
and their budget hemorrhaging red
ink at the rate of $1.1 million a day in
interest and operating costs, conced-
ed that they could not predict when
the baggage system would stabilize
enough for the airport to open.

To veteran software developers, the
Denver debacle is notable only for its
visibility. Studies have shown that for
every six new large-scale software
systems that are put into operation,
two others are canceled. The average
software development project over-
shoots its schedule by half; larger
projects generally do worse. And

TRENDS IN COMPUTING

SoftwareÕs Chronic Crisis
by W. Wayt Gibbs, staÝ writer

SOFTWARE GLITCHES in an automated baggage-handling sys-
tem force Denver International Airport to sit empty nine months
after airplanes were to Þll these gates and runways (top). The sys-
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some three quarters of all large sys-
tems are Òoperating failuresÓ that ei-
ther do not function as intended or
are not used at all.

The art of programming has taken
50 years of continual reÞnement to
reach this stage. By the time it reached
25, the diÛculties of building big
software loomed so large that in the
autumn of 1968 the NATO Science
Committee convened some 50 top
programmers, computer scientists
and captains of industry to plot a
course out of what had come to be
known as the software crisis. Al-
though the experts could not con-
trive a road map to guide the indus-
try toward Þrmer ground, they did
coin a name for that distant goal :
software engineering, now deÞned
formally as Òthe application of a sys-
tematic, disciplined, quantiÞable ap-
proach to the development, opera-
tion and maintenance of software.Ó

A quarter of a century later soft-
ware engineering remains a term of
aspiration. The vast majority of com-
puter code is still handcrafted from
raw programming languages by arti-
sans using techniques they neither
measure nor are able to repeat con-
sistently. ÒItÕs like musket making
was before Eli Whitney,Ó says Brad J.
Cox, a professor at George Mason
University. ÒBefore the industrial rev-
olution, there was a nonspecialized
approach to manufacturing goods
that involved very little interchange-
ability and a maximum of craftsman-
ship. If we are ever going to lick this
software crisis, weÕre going to have to
stop this hand-to-mouth, every-pro-
grammer-builds-everything-from-the-
ground-up, preindustrial approach.Ó

The picture is not entirely bleak. In-
tuition is slowly yielding to analysis
as programmers begin using quanti-
tative measurements of the quality of
the software they produce to improve

Despite 50 years of progress, the software industry remains 
years—perhaps decades—short of the mature engineering discipline

needed to meet the demands of an information-age society

SCIENTIFIC AMERICAN September 1994       87

tem that is supposed to shunt luggage in 4,000 independent Òtele-
carsÓ along 21 miles of track still opened, damaged and misrout-
ed cargo as testing continued in July (bottom).
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the way they produce it. The mathemat-
ical foundations of programming are
solidifying as researchers work on ways
of expressing program designs in alge-
braic forms that make it easier to avoid
serious mistakes. Academic computer
scientists are starting to address their
failure to produce a solid corps of soft-
ware professionals. Perhaps most im-
portant, many in the industry are turn-
ing their attention toward inventing the
technology and market structures need-
ed to support interchangeable, reusable
software parts.

ÒUnfortunately, the industry does
not uniformly apply that which is well-
known best practice,Ó laments Larry E.
DruÝel, director of Carnegie Mellon Uni-
versityÕs Software Engineering Institute.
In fact, a research innovation typically
requires 18 years to wend its way into
the repertoire of standard programming
techniques. By combining their eÝorts,
academia, industry and government
may be able to hoist software develop-
ment to the level of an industrial-age en-
gineering discipline within the decade.
If they come up short, societyÕs head-
long rush into the information age will
be halting and unpredictable at best.

Shifting Sands

ÒWe will see massive changes [in
computer use] over the next few years,
causing the initial personal computer
revolution to pale into comparative in-
signiÞcance,Ó concluded 22 leaders in
software development from academia,
industry and research laboratories this
past April. The experts gathered at Hed-
sor Park, a corporate retreat near Lon-
don, to commemorate the NATO con-
ference and to analyze the future direc-
tions of software. ÒIn 1968 we knew
what we wanted to build but couldnÕt,Ó
reßected CliÝ Jones, a professor at the
University of Manchester. ÒToday we
are standing on shifting sands.Ó

The foundations of traditional pro-
gramming practices are eroding swiftly,
as hardware engineers churn out ever
faster, cheaper and smaller machines.
Many fundamental assumptions that
programmers makeÑfor instance, their
acceptance that everything they pro-
duce will have defectsÑmust change in
response. ÒWhen computers are em-

bedded in light switches, youÕve got to
get the software right the Þrst time be-
cause youÕre not going to have a chance
to update it,Ó says Mary M. Shaw, a pro-
fessor at Carnegie Mellon.

ÒThe amount of code in most con-
sumer products is doubling every two
years,Ó notes Remi H. Bourgonjon, di-
rector of software technology at Philips
Research Laboratory in Eindhoven. Al-
ready, he reports, televisions may con-
tain up to 500 kilobytes of software; an
electric shaver, two kilobytes. The pow-
er trains in new General Motors cars
run 30,000 lines of computer code.

Getting software right the Þrst time 
is hard even for those who care to try.
The Department of Defense applies rig-
orousÑand expensiveÑtesting stan-
dards to ensure that software on which
a mission depends is reliable. Those
standards were used to certify Clemen-

tine, a satellite that the DOD and the
National Aeronautics and Space Admin-
istration directed into lunar orbit this
past spring. A major part of the Clem-
entine mission was to test targeting
software that could one day be used in
a space-based missile defense system.
But when the satellite was spun around
and instructed to Þx the moon in its
sights, a bug in its program caused the
spacecraft instead to Þre its maneuver-
ing thrusters continuously for 11 min-
utes. Out of fuel and spinning wildly,
the satellite could not make its rendez-
vous with the asteroid Geographos.

Errors in real-time systems such as
Clementine are devilishly diÛcult to
spot because, like that suspicious sound
in your car engine, they often occur only
when conditions are just so [see ÒThe
Risks of Software,Ó by Bev Littlewood
and Lorenzo Strigini; SCIENTIFIC AMER-
ICAN, November 1992]. ÒIt is not clear
that the methods that are currently
used for producing safety-critical soft-
ware, such as that in nuclear reactors
or in cars, will evolve and scale up ade-
quately to match our future expecta-
tions,Ó warned Gilles Kahn, the scien-
tiÞc director of FranceÕs INRIA research
laboratory, at the Hedsor Park meeting.
ÒOn the contrary, for real-time systems
I think we are at a fracture point.Ó

Software is buckling as well under
tectonic stresses imposed by the in-
exorably growing demand for Òdistrib-
uted systemsÓ: programs that run coop-
eratively on many networked comput-
ers. Businesses are pouring capital into
distributed information systems that
they hope to wield as strategic weap-
ons. The inconstancy of software de-
velopment can turn such projects into
Russian roulette.

Many companies are lured by goals
that seem simple enough. Some try to
reincarnate obsolete mainframe-based
software in distributed form. Others
want to plug their existing systems into
one another or into new systems with
which they can share data and a friend-
lier user interface. In the technical lingo,
connecting programs in this way is of-
ten called systems integration. But Bri-
an Randell, a computer scientist at the
University of Newcastle upon Tyne, sug-
gests that Òthere is a better word than
integration, from old R.A.F. slang: name-
ly, Ôto graunch,Õ which means Ôto make
to Þt by the use of excessive force.Õ Ó

It is a risky business, for although
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SOFTWARE IS EXPLODING in size as so-
ciety comes to rely on more powerful
computer systems (top). That faith is
often rewarded by disappointment as
most large software projects overrun
their schedules (middle) and many fail
outright (bottom )Ñusually after most of
the development money has been spent.
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software seems like malleable
stuÝ, most programs are actually
intricate plexuses of brittle logic
through which data of only the
right kind may pass. Like hand-
made muskets, several programs
may perform similar functions
and yet still be unique in design.
That makes software difÞcult to
modify and repair. It also means
that attempts to graunch sys-
tems together often end badly.

In 1987, for example, Califor-
niaÕs Department of Motor Vehi-
cles decided to make its custom-
ersÕ lives easier by merging the
stateÕs driver and vehicle reg-
istration systemsÑa seemingly
straightforward task. It had
hoped to unveil convenient one-
stop renewal kiosks last year. In-
stead the DMV saw the projected
cost explode to 6.5 times the 
expected price and the delivery
date recede to 1998. In Decem-
ber the agency pulled the plug
and walked away from the seven-
year, $44.3-million investment.

Sometimes nothing fails like
success. In the 1970s American
Airlines constructed SABRE, a vir-
tuosic, $2-billion ßight reservation sys-
tem that became part of the travel in-
dustryÕs infrastructure. ÒSABRE was the
shining example of a strategic informa-
tion system because it drove American
to being the worldÕs largest airline,Ó re-
calls Bill Curtis, a consultant to the Soft-
ware Engineering Institute.

Intent on brandishing software as ef-
fectively in this decade, American tried
to graunch its ßight-booking technolo-
gy with the hotel and car reservation
systems of Marriott, Hilton and Budget.
In 1992 the project collapsed into a
heap of litigation. ÒIt was a smashing
failure,Ó Curtis says. ÒAmerican wrote
oÝ $165 million against that system.Ó

The airline is hardly suÝering alone.
In June IBMÕs Consulting Group released
the results of a survey of 24 leading
companies that had developed large
distributed systems. The numbers were
unsettling: 55 percent of the projects
cost more than expected, 68 percent
overran their schedules and 88 percent
had to be substantially redesigned.

The survey did not report one critical
statistic: how reliably the completed
programs ran. Often systems crash be-
cause they fail to expect the unexpected.
Networks amplify this problem. ÒDis-
tributed systems can consist of a great
set of interconnected single points of
failure, many of which you have not
identiÞed beforehand,Ó Randell ex-
plains. ÒThe complexity and fragility of
these systems pose a major challenge.Ó

The challenge of complexity is not
only large but also growing. The bang
that computers deliver per buck is dou-
bling every 18 months or so. One result
is Òan order of magnitude growth in
system size every decadeÑfor some in-
dustries, every half decade,Ó Curtis says.
To keep up with such demand, pro-
grammers will have to change the way
that they work. ÒYou canÕt build sky-
scrapers using carpenters,Ó Curtis quips.

Mayday, Mayday

When a system becomes so complex
that no one manager can comprehend
the entirety, traditional development
processes break down. The Federal Avi-
ation Administration (FAA) has faced
this problem throughout its decade-old
attempt to replace the nationÕs increas-
ingly obsolete air-traÛc control system
[see ÒAging Airways,Ó by Gary Stix; SCI-
ENTIFIC AMERICAN, May].

The replacement, called the Advanced
Automation System (AAS), combines all
the challenges of computing in the
1990s. A program that is more than a
million lines in size is distributed across
hundreds of computers and embedded
into new and sophisticated hardware,
all of which must respond around the
clock to unpredictable real-time events.
Even a small glitch potentially threat-
ens public safety.

To realize its technological dream,
the FAA chose IBMÕs Federal Systems

Company, a well-respected leader
in software development that has
since been purchased by Loral.
FAA managers expected (but did
not demand) that IBM would use
state-of-the-art techniques to es-
timate the cost and length of the
project. They assumed that IBM
would screen the requirements
and design drawn up for the sys-
tem in order to catch mistakes
early, when they can be Þxed in
hours rather than days. And the
FAA conservatively expected to
pay about $500 per line of com-
puter code, Þve times the indus-
try average for well-managed de-
velopment processes.

According to a report on the
AAS project released in May by
the Center for Naval Analysis,
IBMÕs Òcost estimation and devel-
opment process tracking used in-
appropriate data, were performed

inconsistently and were routinely ig-
noredÓ by project managers. As a re-
sult, the FAA has been paying $700 to
$900 per line for the AAS software.. One
reason for the exorbitant price is that
Òon average every line of code devel-
oped needs to be rewritten once,Ó be-
moaned an internal FAA report. 

Alarmed by skyrocketing costs and
tests that showed the half-completed
system to be unreliable, FAA adminis-
trator David R. Hinson decided in June
to cancel two of the four major parts
of the AAS and to scale back a third.
The $144 million spent on these failed
programs is but a drop next to the $1.4
billion invested in the fourth and cen-
tral piece: new workstation software
for air-traÛc controllers.

That project is also spiraling down
the drain. Now running about Þve years
late and more than $1 billion over bud-
get, the bug-infested program is being
scoured by software experts at Carnegie
Mellon and the Massachusetts Institute
of Technology to determine whether it
can be salvaged or must be canceled
outright. The reviewers are scheduled
to make their report in September.

Disaster will become an increasingly
common and disruptive part of soft-
ware development unless programming
takes on more of the characteristics of
an engineering discipline rooted Þrmly
in science and mathematics [see box on

page 92]. Fortunately, that trend has al-
ready begun. Over the past decade in-
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EXPERIMENTALIST Victor R. Basi-
li helped found the Software Engi-
neering Laboratory to push pro-
gramming onto a firmer founda-
tion of mathematics and science.
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dustry leaders have made signiÞcant
progress toward understanding how to
measure, consistently and quantitative-
ly, the chaos of their development pro-
cesses, the density of errors in their
products and the stagnation of their
programmersÕ productivity. Research-
ers are already taking the next step:
Þnding practical, repeatable solutions
to these problems.

Proceeds of Process

In 1991, for example, the Software
Engineering Institute, a software think
tank funded by the military, unveiled
its Capability Maturity Model (CMM).
ÒIt provides a vision of software engi-
neering and management excellence,Ó
beams David Zubrow, who leads a proj-
ect on empirical methods at the insti-
tute. The CMM has at last persuaded
many programmers to concentrate on
measuring the process by which they
produce software, a prerequisite for
any industrial engineering discipline.

Using interviews, questionnaires and
the CMM as a benchmark, evaluators
can grade the ability of a programming
team to create predictably software that
meets its customersÕ needs. The CMM
uses a Þve-level scale, ranging from
chaos at level 1 to the paragon of good
management at level 5. To date, 261
organizations have been rated.

ÒThe vast majorityÑabout 75 per-
centÑare still stuck in level 1,Ó Curtis
reports. ÒThey have no formal process,
no measurements of what they do and
no way of knowing when they are on
the wrong track or oÝ the track alto-
gether.Ó (The Center for Naval Analysis
concluded that the AAS project at IBM
Federal Systems Òappears to be at a
low 1 rating.Ó) The remaining 24 per-
cent of projects are at levels 2 or 3.

Only two elite groups have earned
the highest CMM rating, a level 5. Mo-
torolaÕs Indian programming team in
Bangalore holds one title. LoralÕs (for-
merly IBMÕs) on-board space shuttle
software project claims the other. The
Loral team has learned to control bugs
so well that it can reliably predict how
many will be found in each new ver-
sion of the software. That is a remark-
able feat, considering that 90 percent
of American programmers do not even
keep count of the mistakes they Þnd,
according to Capers Jones, chairman of
Software Productivity Research. Of those
who do, he says, few catch more than a
third of the defects that are there.

Tom Peterson, head of LoralÕs shuttle
software project, attributes its success
to Òa culture that tries to Þx not just
the bug but also the ßaw in the testing
process that allowed it to slip through.Ó
Yet some bugs inevitably escape detec-
tion. The Þrst launch of the space shut-
tle in 1981 was aborted and delayed for
two days because a glitch prevented the
Þve on-board computers from synchro-
nizing properly. Another ßaw, this one
in the shuttleÕs rendezvous program,
jeopardized the Intelsat-6 satellite res-
cue mission in 1992.

Although the CMM is no panacea, its
promotion by the Software Engineering
Institute has persuaded a number of
leading software companies that quan-
titative quality control can pay oÝ in
the long run. RaytheonÕs equipment di-
vision, for example, formed a Òsoftware
engineering initiativeÓ in 1988 after
ßunking the CMM test. The division be-
gan pouring $1 million per year into
reÞning rigorous inspection and test-
ing guidelines and training its 400 pro-
grammers to follow them.

Within three years the division had
jumped two levels. By this past June,

most projectsÑincluding complex ra-
dar and air-traÛc control systemsÑ
were Þnishing ahead of schedule and
under budget. Productivity has more
than doubled. An analysis of avoided
rework costs revealed a savings of
$7.80 for every dollar invested in the
initiative. Impressed by such successes,
the U.S. Air Force has mandated that all
its software developers must reach lev-
el 3 of the CMM by 1998. NASA is re-
portedly considering a similar policy.

Mathematical Re-creations

Even the best-laid designs can go
awry, and errors will creep in so long
as humans create programs. Bugs
squashed early rarely threaten a proj-
ectÕs deadline and budget, however.
Devastating mistakes are nearly always
those in the initial design that slip un-
detected into the Þnal product.

Mass-market software producers, be-
cause they have no single customer to
please, can take a belated and brute-
force approach to bug removal : they
release the faulty product as a ÒbetaÓ
version and let hordes of users dig up
the glitches. According to Charles Si-
monyi, a chief architect at Microsoft,
the new version of the Windows oper-
ating system will be beta-tested by
20,000 volunteers. That is remarkably
eÝective, but also expensive, ineÛcient
andÑsince mass-produced PC prod-
ucts make up less than 10 percent of
the $92.8-billion software market in
the U.S.Ñusually impractical.

Researchers are thus formulating
several strategies to attack bugs early
or to avoid introducing them at all.
One idea is to recognize that the prob-
lem a system is supposed to solve al-
ways changes as the system is being
built. DenverÕs airport planners saddled
BAE with $20 million worth of changes
to the design of its baggage system long
after construction had begun. IBM has
been similarly bedeviled by the indeci-
sion of FAA managers. Both companies
naively assumed that once their design
was approved, they would be left in
peace to build it.

Some developers are at last shedding
that illusion and rethinking software as
something to be grown rather than
built. As a Þrst step, programmers are
increasingly stitching together quick
prototypes out of standard graphic in-
terface components. Like an architectÕs
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ALL OF FRANCEÕS 6,000 electric trains
will use speed- and switching-control
software developed by GEC Alsthom
using mathematical methods to prove
that the programs are written correctly.
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scale model, a system prototype can
help clear up misunderstandings be-
tween customer and developer before a
logical foundation is poured.

Because they mimic only the outward
behavior of systems, prototypes are of
little help in spotting logical inconsis-
tencies in a systemÕs design. ÒThe vast
majority of errors in large-scale soft-
ware are errors of omission,Ó notes
Laszlo A. Belady, director of Mitsubishi
Electric Research Laboratory. And mod-
els do not make it any easier to detect
bugs once a design is committed to
code.

When it absolutely, positively has to
be right, says Martyn Thomas, chair-
man of Praxis, a British software com-
pany, engineers rely on mathematical
analysis to predict how their designs
will behave in the real world. Unfortu-
nately, the mathematics that describes
physical systems does not apply within
the synthetic binary universe of a com-
puter program; discrete mathematics, a
far less mature Þeld, governs here. But
using the still limited tools of set theo-
ry and predicate calculus, computer
scientists have contrived ways to trans-
late speciÞcations and programs into
the language of mathematics, where
they can be analyzed with theoretical
tools called formal methods.

Praxis recently used formal methods
on an air-traÛc control project for
BritainÕs Civil Aviation Authority. Al-
though PraxisÕs program was much
smaller than the FAAÕs, the two shared
a similar design problem: the need to
keep redundant systems synchronized
so that if one fails, another can instant-
ly take over. ÒThe diÛcult part was
guaranteeing that messages are deliv-
ered in the proper order over twin net-
works,Ó recalls Anthony Hall, a princi-
pal consultant to Praxis. ÒSo here we
tried to carry out proofs of our design,
and they failed, because the design was
wrong. The beneÞt of Þnding errors at
that early stage is enormous,Ó he adds.
The system was Þnished on time and
put into operation last October.

Praxis used formal notations on only
the most critical parts of its software,
but other software Þrms have employed
mathematical rigor throughout the en-
tire development of a system. GEC Als-
thom in Paris is using a formal method
called ÒBÓ as it spends $350 million to
upgrade the switching- and speed-con-
trol software that guides the 6,000 elec-
tric trains in FranceÕs national railway
system. By increasing the speed of the
trains and reducing the distance be-
tween them, the system can save the
railway company billions of dollars that
might otherwise need to be spent on
new lines.

Safety was an obvious concern. So
GEC developers wrote the entire design
and Þnal program in formal notation
and then used mathematics to prove
them consistent. ÒFunctional tests are
still necessary, however, for two rea-
sons,Ó says Fernando Mejia, manager
of the formal development section at
GEC. First, programmers do occasion-
ally make mistakes in proofs. Secondly,
formal methods can guarantee only
that software meets its speciÞcation,
not that it can handle the surprises of
the real world.

Formal methods have other problems
as well. Ted Ralston, director of strate-
gic planning for Odyssey Research As-
sociates in Ithaca, N.Y., points out that
reading pages of algebraic formulas is
even more stultifying than reviewing
computer code. Odyssey is just one of
several companies that are trying to au-
tomate formal methods to make them
less onerous to programmers. GEC is
collaborating with Digilog in France to
commercialize programming tools for
the B method. The beta version is being
tested by seven companies and institu-
tions, including Aerospatiale, as well as
FranceÕs atomic energy authority and
its defense department.

On the other side of the Atlantic, for-
mal methods by themselves have yet to
catch on. ÒI am skeptical that Americans
are sufÞciently disciplined to apply for-
mal methods in any broad fashion,Ó
says David A. Fisher of the National In-
stitute of Standards and Technology
(NIST). There are exceptions, however,
most notably among the growing circle
of companies experimenting with the
Òclean-room approachÓ to programming.

The clean-room process attempts 
to meld formal notations, correctness
proofs and statistical quality control
with an evolutionary approach to soft-
ware development. Like the microchip
manufacturing technique from which it
takes its name, clean-room development
tries to use rigorous engineering tech-
niques to consistently fabricate prod-
ucts that run perfectly the Þrst time.
Programmers grow systems one func-
tion at a time and certify the quality of
each unit before integrating it into the
architecture.

Growing software requires a whole
new approach to testing. Traditionally,
developers test a program by running
it the way they intend it to be used,
which often bears scant resemblance
to real-world conditions. In a clean-
room process, programmers try to as-
sign a probability to every execution
pathÑcorrect and incorrectÑthat
users can take. They then derive test
cases from those statistical data, so
that the most common paths are test-
ed more thoroughly. Next the program
runs through each test case and times
how long it takes to fail. Those times
are then fed back, in true engineering
fashion, to a model that calculates how
reliable the program is.

Early adopters report encouraging re-
sults. Ericsson Telecom, the European
telecommunications giant, used clean-
room processes on a 70-programmer
project to fabricate an operating sys-
tem for its telephone-switching com-
puters. Errors were reportedly reduced
to just one per 1,000 lines of program
code; the industry average is about 25
times higher. Perhaps more important,
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RAYTHEON HAS SAVED $17.2 million in software costs since 1988, when its equip-
ment division began using rigorous development processes that doubled its pro-
grammersÕ productivity and helped them to avoid making expensive mistakes.
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Progress toward Professionalism

Educated professionals
Analysis and theory
Progress relies on science
Analysis enables new applications
Market segmentation by product 
   variety

Virtuosos and talented amateurs
Design uses intuition and brute force
Haphazard progress
Knowledge transmitted slowly 

and casually
Extravagant use of materials 
Manufacture for use rather than 

for sale

Skilled craftsmen
Established procedure
Pragmatic refinement
Training in mechanics
Economic concern for cost 
   and supply of materials
Manufacture for sale

1970s: Structured programming methods 
            gain favor

1980s: Fourth-generation languages released
1990s: Reuse repositories founded

SOFTWARE ENGINEERING

1950s: Programs are small and intuitive
1970s:

 
1990s:

1956: IBM invents FORTRAN

1968:
           

1972: Smalltalk object-oriented language released
1980s: Formal methods and notations refined

1980s:

CHEMICAL ENGINEERING

1775:

1300s: Alchemists discover alcohol
 1700s: Lye boiled to make soap

1774: Joseph Priestley isolates oxygen
1808: John Dalton publishes his atomic theory

1887: George E. Davis identifies functional operations
1922: Hermann Staudinger explains polymerization

1823:

1850s: 
              

1857: 

1915: 

1994:
             

1994: Isolated examples only of 
          algorithms, data structures, 
          compiler construction

PRODUCTION

CRAFT

COMMERCIALIZATION

SCIENCE

PROFESSIONAL ENGINEERING

PRODUCTION

CRAFT

SCIENCE

PROFESSIONAL ENGINEERING

PRODUCTION

CRAFT

SCIENCE

PROFESSIONAL ENGINEERING

COMMERCIALIZATION

COMMERCIALIZATION

Some safety-critical systems (such 
as in defense and transportation) use 
rigorous controls

ENGINEERING EVOLUTION 
PARADIGM

Most dyes made from vegetables

French Academy offers reward
for method to convert brine (salt)
to soda ash (alkali)

Most government and management 
information systems use some 
production controls

Most personal computer software
is still handcrafted

SABRE airline reservation
system is rare success

Donald E. Knuth publishes his theory of algorithms 
and data structures

William Henry Perkin founds synthetic
dye industry

Pollution of British Midlands
by alkali plants

Nicolas Leblanc’s industrial alkali 
process first put into operation

Du Pont operates chemi-
cal megaplants

Arthur D. Little refines and 
demonstrates unit operations

Engineering disciplines share common stages in their
evolution, observes Mary M. Shaw of Carnegie Mellon

University. She spies interesting parallels between soft-
ware engineering and chemical engineering, two fields
that aspire to exploit on an industrial scale the processes
that are discovered by small-scale research.

Like software developers, chemical engineers try to de-
sign processes to create safe, pure products as cheaply and
quickly as possible. Unlike most programmers, however,
chemical engineers rely heavily on scientific theory, math-

ematical modeling, proven design solutions and rigorous
quality-control methods—and their efforts usually succeed.

Software, Shaw points out, is somewhat less mature,
more like a cottage industry than a professional engineer-
ing discipline. Although the demand for more sophisticat-
ed and reliable software has boosted some large-scale pro-
gramming to the commercial stage, computer science
(which is younger than many of its researchers) has yet to
build the experimental foundation on which software en-
gineering must rest.
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the company found that develop-
ment productivity increased by
70 percent, and testing produc-
tivity doubled.

No Silver Bullet

Then again, the industry has
heard tell many times before of
Òsilver bulletsÓ supposedly able to
slay werewolf projects. Since the
1960s developers have peddled
dozens of technological innova-
tions intended to boost produc-
tivityÑmany have even presented
demonstration projects to ÒproveÓ
the verity of their boasts. Advo-
cates of object-oriented analysis
and programming, a buzzword du
jour, claim their approach repre-
sents a paradigm shift that will
deliver Òa 14-to-1 improvement in
productivity,Ó along with higher
quality and easier maintenance,
all at reduced cost.

There are reasons to be skepti-
cal. ÒIn the 1970s structured pro-
gramming was also touted as a
paradigm shift,Ó Curtis recalls.
ÒSo was CASE [computer-assisted
software engineering]. So were
third-, fourth- and Þfth-generation lan-
guages. WeÕve heard great promises for
technology, many of which werenÕt 
delivered.Ó

Meanwhile productivity in software
development has lagged behind that of
more mature disciplines, most notably
computer hardware engineering. ÒI
think of software as a cargo cult,Ó Cox
says. ÒOur main accomplishments were
imported from this foreign culture of
hardware engineeringÑfaster machines
and more memory.Ó Fisher tends to
agree: adjusted for inßation, Òthe value
added per worker in the industry has
been at $40,000 for two decades,Ó he as-
serts. ÒWeÕre not seeing any increases.Ó

ÒI donÕt believe that,Ó replies Richard
A. DeMillo, a professor at Purdue Uni-
versity and head of the Software Engi-
neering Research Consortium. ÒThere
has been improvement, but everyone
uses diÝerent deÞnitions of productivi-
ty.Ó A recent study published by Capers
JonesÑbut based on necessarily dubi-
ous historical dataÑstates that U.S. pro-
grammers churn out twice as much
code today as they did in 1970.

The fact of the matter is that no one
really knows how productive software
developers are, for three reasons. First,
less than 10 percent of American com-
panies consistently measure the pro-
ductivity of their programmers.

Second, the industry has yet to settle
on a useful standard unit of measure-
ment. Most reports, including those

published in peer-reviewed computer
science journals, express productivity
in terms of lines of code per worker
per month. But programs are written in
a wide variety of languages and vary
enormously in the complexity of their
operation. Comparing the number of
lines written by a Japanese program-
mer using C with the number produced
by an American using Ada is thus like
comparing their salaries without con-
verting from yen to dollars.

Third, Fisher says, Òyou can walk into
a typical company and Þnd two guys
sharing an oÛce, getting the same sal-
ary and having essentially the same
credentials and yet Þnd a factor of 100
diÝerence in the number of instruc-
tions per day that they produce.Ó Such
enormous individual diÝerences tend
to swamp the much smaller eÝects of
technology or process improvements.

After 25 years of disappointment
with apparent innovations that turned
out to be irreproducible or unscalable,
many researchers concede that com-
puter science needs an experimental
branch to separate the general results
from the accidental. ÒThere has always
been this assumption that if I give you
a method, it is right just because I told
you so,Ó complains Victor R. Basili, a
professor at the University of Maryland.
ÒPeople are developing all kinds of
things, and itÕs really quite frightening
how bad some of them are,Ó he says.

Mary Shaw of Carnegie Mellon points

out that mature engineering
Þelds codify proved solutions in
handbooks so that even novices
can consistently handle routine
designs, freeing more talented
practitioners for advanced proj-
ects. No such handbook yet ex-
ists for software, so mistakes are
repeated on project after project,
year after year.

DeMillo suggests that the gov-
ernment should take a more ac-
tive role. ÒThe National Science
Foundation should be interested
in funding research aimed at ver-
ifying experimental results that
have been claimed by other peo-
ple,Ó he says. ÒCurrently, if itÕs not
groundbreaking, Þrst-time-ever-
done research, program oÛcers
at the NSF tend to discount the
work.Ó DeMillo knows whereof he
speaks. From 1989 to 1991 he di-

rected the NSFÕs computer and compu-
tation research division.

Yet Òif software engineering is to be
an experimental science, that means it
needs laboratory science. Where the
heck are the laboratories?Ó Basili asks.
Because attempts to scale promising
technologies to industrial proportions
so often fail, small laboratories are of
limited utility. ÒWe need to have places
where we can gather data and try things
out,Ó DeMillo says. ÒThe only way to do
that is to have a real software develop-
ment organization as a partner.Ó

There have been only a few such part-
nerships. Perhaps the most successful
is the Software Engineering Laboratory,
a consortium of NASAÕs Goddard Space
Flight Center, Computer Sciences Corp.
and the University of Maryland. Basili
helped to found the laboratory in 1976.
Since then, graduate students and NASA

programmers have collaborated on Òwell
over 100 projects,Ó Basili says, most
having to do with building ground-sup-
port software for satellites.

Just Add Water

Musket makers did not get more pro-
ductive until Eli Whitney Þgured out
how to manufacture interchangeable
parts that could be assembled by any
skilled workman. In like manner, soft-
ware parts can, if properly standard-
ized, be reused at many diÝerent scales.
Programmers have for decades used li-
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AS CEO of Incremental Systems,
David A. Fisher learned firsthand
why software components do not
sell. Now he supervises a $150-
million federal program to create
a market for software parts.
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braries of subroutines to avoid rewriting
the same code over and over. But these
components break down when they are
moved to a different programming lan-
guage, computer platform or operating
environment. ÒThe tragedy is that as
hardware becomes obsolete, an excel-
lent expression of a sorting algorithm
written in the 1960s has to be rewrit-
ten,Ó observes Simonyi of Microsoft.

Fisher sees tragedy of a diÝerent
kind. ÒThe real price we pay is that as a
specialist in any software technology
you cannot capture your special capa-
bility in a product. If you canÕt do that,
you basically canÕt be a specialist.Ó Not
that some havenÕt tried. Before moving
to NIST last year, Fisher founded and
served as CEO of Incremental Systems.

ÒWe were truly world-class in three of
the component technologies that go
into compilers but were not as good in
the other seven or so,Ó he states. ÒBut
we found that there was no practical
way of selling compiler components;
we had to sell entire compilers.Ó

So now he is doing something about
that. In April, NIST announced that it
was creating an Advanced Technology
Program to help engender a market for
component-based software. As head of
the program, Fisher will be distributing
$150 million in research grants to soft-
ware companies willing to attack the
technical obstacles that currently make
software parts impractical.

The biggest challenge is to Þnd ways
of cutting the ties that inherently bind

programs to speciÞc computers and to
other programs. Researchers are inves-
tigating several promising approach-
es, including a common language that
could be used to describe software
parts, programs that reshape compo-
nents to match any environment, and
components that have lots of optional
features a user can turn on or oÝ.

Fisher favors the idea that compo-
nents should be synthesized on the ßy.
Programmers would Òbasically capture
how to do it rather than actually doing
it,Ó producing a recipe that any comput-
er could understand. ÒThen when you
want to assemble two components, you
would take this recipe and derive com-
patible versions by adding additional
elements to their interfaces. The whole
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Since the invention of computers, Americans have domi-
nated the software market. Microsoft alone produces

more computer code each year than do any of 100 nations,
according to Capers Jones of Software Productivity Research
in Burlington, Mass. U.S. suppliers hold about 70 percent of
the worldwide software market.

But as international networks sprout and large corpora-
tions deflate, India, Hungary, Russia, the Philippines and
other poorer nations are discovering in software a lucrative
industry that requires the one resource in which they are
rich: an underemployed, well-educated labor force. Ameri-
can and European giants are now competing with upstart
Asian development companies for contracts, and in response
many are forming subsidiaries overseas. Indeed, some man-
agers in the trade predict that software development will
gradually split between Western software engineers who
design systems and Eastern programmers who build them.

“In fact, it is going on already,” says Laszlo A. Belady, di-
rector of Mitsubishi Electric Research Laboratory. AT&T,
Hewlett-Packard, IBM, British Telecom and Texas Instru-
ments have all set up programming teams in India. The Pact
Group in Lyons, France, reportedly maintains a “software
factory” in Manila. “Cadence, the U.S. supplier of VLSI de-
sign tools, has had its software development sited on the
Pacific rim for several years,” reports Martyn Thom-
as, chairman of Praxis. “ACT, a U.K.-based systems
house, is using Russian programmers from the for-
mer Soviet space program,” he adds.

So far India’s star has risen fastest. “Offshore de-
velopment [work commissioned in India by foreign
companies] has begun to take off in the past 18 to
24 months,” says Rajendra S. Pawar, head of New
Delhi–based NIIT, which has graduated 200,000 In-
dians from its programming courses (photograph ).
Indeed, India’s software exports have seen a com-
pound annual growth of 38 percent over the past
five years; last year they jumped 60 percent—four
times the average growth rate worldwide.

About 58 percent of the $360-million worth of
software that flowed out of India last year ended up
in the U.S. That tiny drop hardly makes a splash in
a $92.8-billion market. But several trends may pro-

pel exports beyond the $1-billion mark as early as 1997.
The single most important factor, Pawar asserts, is the

support of the Indian government, which has eased tariffs
and restrictions, subsidized numerous software technology
parks and export zones, and doled out five-year tax ex-
emptions to software exporters. “The opening of the Indian
economy is acting as a very big catalyst,” Pawar says.

It certainly seems to have attracted the attention of large
multinational firms eager to reduce both the cost of the
software they need and the amount they build in-house.
The primary cost of software is labor. Indian programmers
come so cheap—$125 per unit of software versus $925 for
an American developer, according to Jones—that some
companies fly an entire team to the U.S. to work on a proj-
ect. More than half of India’s software exports come from
such “body shopping,” although tightened U.S. visa restric-
tions are stanching this flow.

Another factor, Pawar observes, is a growing trust in the
quality of overseas project management. “In the past two
years, American companies have become far more comfort-
able with the offshore concept,” he says. This is a result in
part of success stories from leaders like Citicorp, which de-
velops banking systems in Bombay, and Motorola, which
has a top-rated team of more than 150 programmers in

A Developing World
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thing would be automated,Ó he explains.
Even with a $150-million incentive

and market pressures forcing compa-
nies to Þnd cheaper ways of producing
software, an industrial revolution in
software is not imminent. ÒWe expect
to see only isolated examples of these
technologies in Þve to seven yearsÑand
we may not succeed technically either,Ó
Fisher hedges. Even when the technolo-
gy is ready, components will Þnd few
takers unless they can be made cost-ef-
fective. And the cost of software parts
will depend less on the technology in-
volved than on the kind of market that
arises to produce and consume them.

Brad Cox, like Fisher, once ran a soft-
ware component company and found
it hard going. He believes he has Þg-

ured out the problemÑand its solution.
CoxÕs Þrm tried to sell low-level pro-
gram parts analogous to computer
chips. ÒWhatÕs diÝerent between soft-
ware ICs [integrated circuits] and sili-
con ICs is that silicon ICs are made of
atoms, so they abide by conservation
of mass, and people therefore know
how to buy and sell them robustly,Ó he
says. ÒBut this interchange process that
is at the core of all commerce just does
not work for things that can be copied
in nanoseconds.Ó When Cox tried sell-
ing the parts his programmers had cre-
ated, he found that the price the mar-
ket would bear was far too low for him
to recover the costs of development.

The reasons were twofold. First, re-
casting the component by hand for each
customer was time-consuming; NIST

hopes to clear this barrier with its Ad-
vanced Technology Program. The other
factor was not so much technical as cul-
tural : buyers want to pay for a compo-
nent once and make copies for free.

ÒThe music industry has had about a
century of experience with this very
problem,Ó Cox observes. ÒThey used to
sell tangible goods like piano rolls and
sheet music, and then radio and televi-
sion came along and knocked all that
into a cocked hat.Ó Music companies
adapted to broadcasting by setting up
agencies to collect royalties every time
a song is aired and to funnel the mon-
ey back to the artists and producers.

Cox suggests similarly charging users
each time they use a software compo-
nent. ÒIn fact,Ó he says, Òthat model
could work for software even more eas-
ily than for music, thanks to the infra-
structure advantages that computers
and communications give us. Record
players donÕt have high-speed network
links in them to report usage, but our
computers do.Ó

Or will, at least. Looking ahead to the
time when nearly all computers are con-
nected, Cox envisions distributing soft-
ware of all kinds via networks that link
component producers, end users and
Þnancial institutions. ÒItÕs analogous to
a credit-card operation but with ten-
tacles that reach into PCs,Ó he says. Al-
though that may sound ominous to
some, Cox argues that Òthe Internet now
is more like a garbage dump than a
farmerÕs market. We need a national in-
frastructure that can support the distri-
bution of everything from GrandmaÕs
cookie recipe to AppleÕs window man-
agers to Addison-WesleyÕs electronic
books.Ó Recognizing the enormity of the
cultural shift he is proposing, Cox ex-
pects to press his cause for years to
come through the Coalition for Electron-
ic Markets, of which he is president.

The combination of industrial pro-

cess control, advanced technological
tools and interchangeable parts promis-
es to transform not only how program-
ming is done but also who does it.
Many of the experts who convened at
Hedsor Park agreed with Belady that
Òin the future, professional people in
most Þelds will use programming as a
tool, but they wonÕt call themselves
programmers or think of themselves as
spending their time programming. They
will think they are doing architecture,
or traÛc planning or Þlm making.Ó

That possibility begs the question of
who is qualiÞed to build important sys-
tems. Today anyone can bill herself as
a software engineer. ÒBut when you have
100 million user-programmers, frequent-
ly they will be doing things that are life
criticalÑbuilding applications that Þll
prescriptions, for example,Ó notes Bar-
ry W. Boehm, director of the Center for
Software Engineering at the University
of Southern California. Boehm is one of
an increasing number who suggest cer-
tifying software engineers, as is done
in other engineering Þelds.

Of course, certiÞcation helps only if
programmers are properly trained to
begin with. Currently only 28 universi-
ties oÝer graduate programs in soft-
ware engineering; Þve years ago there
were just 10. None oÝer undergraduate
degrees. Even academics such as Shaw,
DeMillo and Basili agree that computer
science curricula generally provide poor
preparation for industrial software de-
velopment. ÒBasic things like designing
code inspections, producing user docu-
mentation and maintaining aging soft-
ware are not covered in academia,Ó Ca-
pers Jones laments.

Engineers, the infantry of every in-
dustrial revolution, do not spontane-
ously generate. They are trained out of
the bad habits developed by the crafts-
men that preceded them. Until the
lessons of computer science inculcate a
desire not merely to build better things
but also to build things better, the best
we can expect is that software develop-
ment will undergo a slow, and proba-
bly painful, industrial evolution.
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Bangalore building software for its
Iridium satellite network.

Offshore development certainly
costs less than body shopping, and
not merely because of saved airfare.
“Thanks to the time differences be-
tween India and the U.S., Indian soft-
ware developers can act the elves
and the shoemaker,” working over-
night on changes requested by man-
agers the previous day, notes Rich-
ard Heeks, who studies Asian com-
puter industries at the University of
Manchester in England.

Price is not everything. Most East-
ern nations are still weak in design
and management skills. “The U.S.
still has the best system architects in
the world,” boasts Bill Curtis of the
Software Engineering Institute. “At
large systems, nobody touches us.”
But when it comes to just writing
program code, the American hege-
mony may be drawing to a close.

FURTHER READING
ENCYCLOPEDIA OF SOFTWARE ENGINEER-
ING. Edited by John J. Marciniak. John
Wiley & Sons, 1994.

SOFTWARE 2000: A VIEW OF THE FUTURE
Edited by Brian Randell, Gill Ringland
and Bill Wulf. ICL and the Commission
of European Communities, 1994.

FORMAL METHODS: A VIRTUAL LIBRARY.
Jonathan Bowen. Available in hypertext
on the World Wide Web as http://www.
comlab.ox .ac.uk/archive/ formal-
methods.html
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SCIENCE AND BUSINESS

Turning Green
Shell International projects 
a renewable energy future

P
rediction is always dangerous,
and predicting the fortunes of en-
ergy sources is the riskiest form

of this professional sport. Still, after
many years in the Þeld Shell has a bet-
ter track record than most. The giant
corporationÕs planning group is credit-
ed, for example, with alerting the com-
panyÕs management to the possibility
of an oil crisis before the oil price hike
of 1973. So when Shell talks (particu-
larly when it talks to itself ), everyone
tries to listen. At the moment, knowl-
edgeable ears are trained in the direc-
tion of the Shell International Petrole-
um Company in London, a service com-
pany for the Shell group.

And what they are hearing is deÞnite-
ly not orthodox stuÝ. ShellÕs business
environment group, headed by Roger
Rainbow, has sketched a future in which
renewable sources will grow to domi-
nate world energy production by the
year 2050. That perspective contrasts
sharply with conservative studies by the
World Energy Council (WEC), an inter-
national energy industry organization,
and the International Energy Agency
(IEA), an intergovernmental body. The
WEC, for example, considers that ÒnewÓ
renewable sources, which include solar,
wind, small hydroelectric, modern bio-
mass and ocean sources, may account
for only 5 percent of the worldÕs energy
output in 2020. In this view, fossil fuels
will provide most of global energy
needs through the middle of the next
century, while nuclear Þssion plays an
important supporting role.

The WECÕs projections, the result of
a three-year, $5-million study, were pub-
lished last year. According to one of its
midrange projections, annual global en-
ergy production will increase by 80 per-
cent by 2020, to the equivalent of 16
billion metric tons of oil. That output
will be needed to meet the needs of a
human population that will be on its
way from 5.5 billion (the 1990 Þgure)
to 8.1 billion in 2020. (The numbers
come from estimates by the United Na-
tions and the World Bank.) The WEC and
IEA studies presume that the new tech-
nologies will simply not have matured
enough to capture a large fraction of

the markets for coal, oil and natural gas.
But Rainbow and his colleagues, no-

tably Georges DuPont-Roc, head of the
planning groupÕs energy division, dis-
agree. Although the Shell exercise is not
yet complete, Rainbow and DuPont-Roc
have given oÛcials at the World Bank
and the U.S. Department of Energy a
peek at the work in progress. And Peter
Kassler of the Shell group has described
some of the projectÕs key aspects to the
World Petroleum Council. 

Kassler describes two possible geo-
political scenarios for the next 25 years.
In one, the global trend toward econom-
ic liberalization and democratic reform
in the 1980s continues to roll forward.
That leads to a large increase in energy
demand in developing countries, espe-
cially China and India, the worldÕs most
populous nations. At the same time,
however, energy eÛciency improves be-
cause of increased competition. Energy
taxes internalize environmental costs,
which help to stimulate the develop-
ment of cleaner technologies.

Renewables gain importance in the
second scenario, too, but less so, and in

a distinctly grim setting. Regional eco-
nomic and political tensions dominate
the globe. Demand for oil increases, 
albeit slowly, but there is far less im-
provement in energy eÛciency than in
the Þrst scheme. Protectionist policy
and law weaken market forces. Oil price
shocks exacerbate deteriorating inter-
national relations, and environmental
anxieties spur government control of
energy industries to ever stricter levels.
New markets for renewables are Òlarge-
ly in poor countriesÓ or are developed
locally and cheaply.

Kassler points out that the protec-
tionist option is bad news not only for
oil companies but also for the environ-
ment. Under any plausible view, devel-
oping countries account for most of the
growth in demand over the next 30
years. If they do not gain access to new,
energy-eÛcient technologies, they will
follow the energy-ineÛcient path taken
by the developed countries.

Under the more optimistic view, Kass-
ler speculates, renewable energy tech-
nologies may well Òstart to be competi-
tive with fossil fuels around 2020 or
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WINDMILLS dominate the skyline on hills in northern California. Renewable energy
sources such as wind power and photovoltaics may come to dominate world sup-
plies after 2050, according to new analyses being performed by Shell.
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2030.Ó He points out that fossil fuel
technologies will probably be unable to
lower costs as quickly as will the young-
er upstarts. Then Òpotential uses of the
new technologies would grow.Ó Devel-
oping countries might leapfrog over the
industrialized nations toward an ener-
gy-eÛcient future.

Kassler foresees changes on the de-
mand side, too. Virtual reality might, he
conjectures, lead to a reduction in the
demand for travel, thus breaking the
long-standing exponential growth in
personal mobility. In any event, fossil
fuel use would start to decline around
the middle of next century.

Emissions of carbon dioxide, which
most atmospheric scientists expect to
lead to signiÞcant global warming,
would start to fall. In the midrange fu-
tures that the WEC considers, carbon
dioxide concentrations will continue to
rise from the current level of about 358
parts per million throughout next cen-
tury, reaching about 600 parts per mil-
lion in 2100, while still rising.

Rainbow says he is convinced that,
for the long term, business-as-usual sce-
narios are Òfundamentally and deeply
ßawed.Ó He believes it is ÒobviousÓ that
Òthere wonÕt be that much coal, oil and
gas being used in 100 years.Ó Shell has
considered ÒgreenÓ energy futures in the
past, but they assumed stringent envi-
ronmental regulation. The new work is
remarkable because it envisions a sus-
tainable future without draconian con-
trols, says Christopher Flavin, an ener-
gy analyst at the Worldwatch Institute
in Washington, D.C.

Not everyone is convinced that Shell
has got the future right. Lee Schipper,
an energy researcher at Lawrence Berke-
ley Laboratory, notes that the company
deliberately considers wide-ranging pos-
sibilities. Schipper, who was himself
formerly in ShellÕs planning group, in-
dicates that the new analysis is Ònot yet
good enough to go on the record.Ó Rain-
bow says he expects to air more details
about his groupÕs thinking later this
year.

Even in its embryonic state the Du-
Pont-Roc/Rainbow vision is applauded
by environmentalists such as Flavin. He
suggests that ShellÕs conclusions Òdis-
creditÓ the conservative World Energy
Council predictions. Flavin believes that
hydrogen generated by electrolyzing
water using power from photovoltaic
plants will be the fuel of the second
half of next century.

Nobody will predict the unfolding re-
ality closely. But when a major oil com-
pany eÝectively projects the end of the
fossil fuel age, it is a sure harbinger
that we are moving into the future on
fast-forward. ÑTim Beardsley

SCIENTIFIC AMERICAN September 1994       97

Binary Disinfectants
Endowing computers with 
a software immune response

E
very day two or three new com-
puter viruses get written. From
10 to 15 percent of the more

than 2,500 viruses ever authored have
reached Òthe wild,Ó a computer expertÕs
term of art for that vast undeÞned elec-
tronic territory where a digital patho-
gen sets about infecting other comput-
ers. That number is enough to keep
busy a small ßourishing industry that
writes commercial software to root out
these digital microbes. Teams of experts
at these Þrms analyze viruses with
names like Junkie, Michelangelo or Jeru-
salem for hours or days to elicit signa-
tures of a virus. One such company is
even traded on the over-the-counter
stock market.

Viral detection programs, though, de-
serve further automation. They typical-
ly consist of several modules that check
for suspicious system activity or chang-
es to Þles. The software also contains 
a procedure to restore damaged Þles.
Another vital function is a scanner that
searches a computer memory or disk
storage space for viruses by looking for
a characteristic pattern of bytes, called
a signature. But if the signature is not
in the softwareÕs database the program
is likely to miss the virus. So computer
users must periodically get these pro-
grams updated. Having the antivirus
software deduce a signature on its own
has become a priority for a few com-
mercial software companies.

In early July an investigator from the
IBM Thomas J. Watson Research Center
presented a technical paper on an ap-
proach to machine detection of viruses
that may constitute an important ad-
vance. The researcher, JeÝrey O. Kep-
hart of IBMÕs High Integrity Computing
Laboratory, elucidated his ideas in a
conference paper, ÒA Biologically In-
spired Immune System for Computers.Ó

Kephart compares the growing chal-
lenge of Þghting computer viruses to
the hopeless situation the Centers for
Disease Control and Prevention would
be in if it had to Þnd a cure for each new
strain of the common cold. He there-
fore suggests that protective measures
should mimic the extraordinary capa-
bilities of the human immune system
to ferret out and destroy pathogenic or-
ganisms on its own.

A key element in the IBM software is
the equivalent of a macrophage. In an
animal, this kind of cell captures an in-
vading organism, breaks up an antigen
and presents a piece of it. Other im-

mune cells use this fragment as a mark-
er that helps them identify other ap-
pearances of the same microbe.

The software macrophage consists of
a ÒdecoyÓ program designed to make it-
self easy prey to a virus. One means of
attracting infection is to interact fre-
quently with the computerÕs operating
system. By reading, writing and copying
Þles, a programÑin eÝect, a cyber im-
mune cellÑtravels in and out of mem-

KILL SIGNAL, which warns of a virus
and supplies repair information, is sent
to neighbors by an infected computer
that has already immunized itself
against future infection. If uninfected,
an adjacent machine is simply immu-
nized; if contaminated, a computer is
immunized and then sends a kill signal
to neighbors.
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Heat and Light
As titans battle, a midget 
attempts to steal the march

A
t the turn of the year William H. 
White, the U.S. deputy secretary 
of energy, made an announce-

ment of the kind about which federal
technocrats dream: the successful com-
pletion of an inexpensive (by Washing-
ton standards) development project,
whose consequences for competitive-
ness and the environment could be pro-
found. It was a $6.26-million eÝort to
produce an eÛcient, low-cost photo-
voltaic cell. United Solar Systems Cor-
poration in Troy, Mich., conducted the
research and funded half its cost. The
Department of Energy footed the rest
of the bill. That was then. Today law-
suits and countersuits ensnare the proj-

ect, accusations blister corporate repu-
tations and the entire struggle may be
rendered moot by a band of university
technologists from Down Under.

Solarex, an Amoco-owned Þrm in
Frederick, Md., Þred the Þrst legal gun.
Solarex alleges that its fundamental
patents on amorphous silicon technol-
ogy are infringed by the United Solar
device, which uses amorphous silicon
and two diÝerent alloys of germanium
and silicon. The cell achieves more than
10 percent eÛciency at a cost substan-
tially lower than that of existing designs.
United Solar is a joint venture of Ener-
gy Conversion Devices and Canon of Ja-
pan. David Carlson, who is now a vice
president of Solarex and did the origi-
nal research on amorphous silicon in the
early 1970s, says Amoco decided to sue.

United Solar has now countersued,
alleging infringement of its patents by
Solarex, so the stage is set for a pro-

tracted legal struggle. Subhendu Guha,
the inventor of the United Solar cell, in-
sists that his design is the result of
more than 15 years of independent re-
search. ÒSolarex, the controlled subsid-
iary of a major oil company, Amoco,Ó
Guha states, Òis engaged in a campaign
of bringing patent infringement suits
trying to close down amorphous silicon
solar cell manufacturers who are com-
mitted to solving the energy crisis of
this and the next century.Ó

In fact Solarex has successfully sued
another company that was using amor-
phous silicon technology, Siemens So-
lar Industries (at the time Arco Solar),
and it has a case pending against Ad-
vanced Photovoltaic Systems of Prince-
ton, N.J. If Solarex is successful against
United Solar, it would prevent the com-
pany from manufacturing the low-cost
cell at a factory it is building in New-
port News, Va.
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ory the way a macrophage roams the
body in search of foreign microorgan-
isms. Other programs in the IBM im-
mune system inspect the decoys to de-
termine if they have been modiÞed and
thus may be infected.

Although a few other antiviral soft-
ware companies also employ decoys,
Kephart claims that a statistical anal-
ysis program to discern a viral signa-
tureÑand a tool to inspect the way that
the virus attaches itself to data or pro-
gramsÑis unique to the IBM software.
The signature detector, he says, is able
to identify most viral signatures better
than a human could.

Right now IBM uses its automatic im-
mune system as capital equipment, a
tool to troubleshoot customer problems
and update protective software sold to
customers. ÒThis [software immune sys-
tem] enables us to keep pace with the
inßux of new viruses with just one hu-
man virus expert who analyzes viruses
half-time, as opposed to the dozen or
more virus analysts employed by some
other antivirus software vendors,Ó Kep-
hart writes. Only the most elaborately

crafted binary germs still require ex-
pert eyeballing.

So far computer virus epidemics have
been rare. Most contagions remain lo-
calized; transmission from machine to
machine usually occurs by passing ßop-
py disks. But the growth of oÛce net-
works and the Internet is expanding
the vectors through which viruses can
infect a vast number of computers.

In response, IBM researchers have de-
vised a mass vaccination and treatment
strategy. NotiÞcation of infection is sent
to neighboring machines on a network.
Besides alerting other machines, this
Òkill signalÓ also contains information
about a virusÕs signature and provides
repair instructions. The recipient, in
turn, notiÞes other machines if it Þnds
itself infected. ÒThe signal follows the
path of a virus and stops it before it
gets very far,Ó Kephart says. A similar
approach, he notes, was taken during
the campaign to eradicate smallpox.
Vaccinations went to those who had
come in contact with someone infected.

Since 1991 various elements of this
computer immune system have been

used to extract the signatures of more
than 2,500 diÝerent viruses that work
on IBM PCs. IBM now plans to market
its entire antiviral repair suite. The soft-
ware would probably reside on a single
computer in an oÛce network that
would keep a vigil for disease-causing
code. Antivirus program updates would
become rarer, although there would be 
a need for occasional revisions for the
most pesky viruses that escape the scru-
tiny of the automatic immune system.

For Kephart the connection between
silicon and biological immunology is
more than metaphor deep. At the end
of his paper, he remarks perhaps only
half in jest that the Þeld of digital virol-
ogy may oÝer employment opportuni-
ties for theoretical immunologists. Their
insights may be needed, because even
the most isolated corners of the world
are not immune from infection. In Jan-
uary a virus called barrote, which in-
formally means ÒjailÓ in Spanish, was
discovered at Spanish and Argentine
scientiÞc outposts in Antarctica. Im-
munodeÞciency is more than a human
condition. ÑGary Stix

PHOTOVOLTAIC CELL devised by Australian researchers uses
alternating layers of Òp-Ó and Òn-typeÓ silicon on glass. A laser

etches grooves, which are then Þlled with metal for contacts.
Some grooves connect to p-type silicon, others to n-type.
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The matter also raises the question
of whether the DOE has adequately pro-
tected the public interest in the research
projects that it supports, observes James
Caldwell, technical director of the Cen-
ter for Energy EÛciency and Renewable
Technology in Sacramento, Calif. Cald-
well, who was president of Arco Solar
when it was sued by Solarex, notes that,
like United Solar, Solarex has received
money from the DOE ( it will not say
how much) to develop amorphous sili-
con technology. Yet for applications
that demand high power, most of the
corporationÕs products use a diÝerent
form of silicon.

Several Japanese manufacturers nev-
ertheless use amorphous silicon in con-
sumer products through an agreement
with RCA Corp., which is where Carlson
Þrst developed the substance. Caldwell
wonders whether the DOE should not
try harder to ensure that U.S. compa-
nies are able to exploit valuable inven-
tions arising from research on energy
sources that it supports. Solarex, which
has a large share of the U.S. market for
photovoltaics, felt threatened by Unit-
ed Solar SystemsÕs design, according to
a source at Solarex.

The outcome of the battle might be
moot if a cell invented by Martin Green,
Alistair B. Sproul and their associates
at the University of New South Wales in
Sydney, Australia, is as successful as
the researchers expect. GreenÕs group
holds the world record for eÛciency of
solar cells in laboratory rigs. Moreover,
one of GreenÕs innovations, buried con-
tacts, is already in use in panels made
by B. P. Solar in Australia. Green has li-
censed the technology to Solarex. Bur-
ied contacts, which are metal connec-
tors recessed into the cell in grooves
cut by a laser, eliminate the need for
wires lying on top of the cell that block
out some sunlight.

GreenÕs cell consists of many very
thin layers of silicon, doped so that Òp-
typeÓ layers alternate with Òn-typeÓ lay-
ers. Buried contacts made the develop-
ment possible: traditional methods of
attaching contacts could not be used to
connect a wire to all the even-numbered
layers (for example) in the multilayer
sandwich that is the cell design. Sproul
says he believes the new cell should be
able to achieve 25 percent eÛciency at
a cost of only $1 per square foot. That
would make solar power competitive
with electricity from fossil fuels in many
homes. But Sproul estimates that 10
years of development work will be need-
ed to turn his laboratory-scale rig into
a commercial product. At least the ger-
mination process Down Under should
be free of the legal tangles impeding
progress to the north. ÑTim Beardsley
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Food Fights
Is it a drug or 
a carrot stick?

T
he new, it has been said, arrives
disguised as the old. And some-
times it is just the reverse. The

notion of food as elixir, a hand-me-
down from antiquity, has reemerged
bearing a new set of names; among
them are nutraceuticals, designer foods
and functional foods. By whatever name,
the health beneÞts of sulforaphane from
broccoli, beta carotene from carrots or
calcium from a variety of sources have
caught the attention of corporate re-
search and marketing departments at
major drug companies and consumer
food products concerns.

ÒThis is potentially a huge new mar-
ket,Ó says Rick Guardia, group vice pres-
ident of technology for Kraft General
Foods. The once immortal baby-boom
generation has worries about the pros-
pect of the chronic diseases that come
with aging. Facing price pressure, drug
companies want to embrace preventive
instead of curative medicine. Business-
es now give employees incentives to
watch blood pressure and cholesterol.

Such opportunities could begin to
blur the distinction between a food and
a drug company. At MerckÕs Kelco divi-
sion, an executive now bears the word
ÒnutraceuticalÓ in a job title. Procter &
Gamble is setting up a group in its
health care sector to probe the possi-
bility of a new line of business. PÞzer is
securing the rights for natural sources
of beta carotene. 

The industrial activity is comple-
mented in academia. The University of
Illinois has a functional foods program;
Tufts University is trying to organize
one. A steady ßow of Þndings is being
reported in a number of medical jour-
nals (some of the studies funded from
corporate coffers). 

Pressure has begun to build on the
regulatory authorities. Industry wants
latitude to perform clinical tests and
then summarize the study results on
the labels of chicken soup cans or fruit-
drink containers. It believes that the
Food and Drug Administration has
shown an overcautious attitude toward
letting companies convey information
about foods or their components that
have been ingested for hundreds of
years without ill eÝect. ÒI have argued
very strenuously that this FDAÕs restric-
tive interpretation amounts to nothing
short of censorship,Ó says Peter Barton
Hutt, a Washington attorney and pro-
fessor of food and drug law at Harvard
Law School. ÒThe only people who are
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not permitted to talk about food are
the people who make the product.Ó

The FDA is unimpressed. The agency
is responsible for the safety of substanc-
es ingested by the public every day, not
for nurturing new markets. The Nutri-
tion Labeling and Education Act of 1990
(NLEA), which began to take eÝect only
last year, does allow the use of general
health claims on food labels: the link
between the sodium in salt and hyper-
tension, for example.

Broad assertions about low sodium
or the healthy aspects of consuming
fruits and vegetables can be made by
any company that meets the FDA rules.
But food and drug manufacturers want
to diÝerentiate one product from anoth-
er by making claims based on research
carried out on a speciÞc substanceÑa
patented form of calcium that is more
readily absorbed in the body, for exam-
ple. The industry argues that the NLEA
sets no clear regulatory pathway for
justifying an exclusive health conten-
tion. ÒWithout those rules, I canÕt go to
management and ask for $10 million
to prove how garlic might prevent the
common cold,Ó Guardia says.

The inventor of the word Ònutraceu-
tical,Ó Stephen L. DeFelice, a former
chief of clinical pharmacology at Walter
Reed Army Institute of Research, has
proposed the establishment of a panel
of experts that would be independent
of the FDA. This nutraceutical commis-
sion would evaluate the merit of re-
search Þndings conducted by a compa-
ny. If valid, the company would be giv-
en exclusive rights to make a health
claim for seven years.

The process for approving a nutra-
ceutical would resemble that used to
grant exclusive marketing status to
pharmaceuticals for rare diseases,
which are called orphan drugs. DeFe-
liceÕs ideas have not been universally
endorsed by industryÑcompanies do
not want another regulatory body. 

The FDA is not about to readily em-
brace an ÒorphanÓ carrot-juice cocktail.
Agency oÛcials say that justiÞcation for
their conservative wait-and-see stance
is bolstered by recent experience. The
NLEA requires signiÞcant agreement
among scientiÞc experts on whether a
health beneÞt can be attributed to a
particular class of food. During the past
year the agency was considering wheth-
er to reevaluate its earlier decision not
to allow a general health claim for anti-
oxidant compounds, such as beta caro-
tene, which some studies suggest lower
the risk of heart disease and cancer.

Then this spring a study by the Na-
tional Cancer Institute and FinlandÕs
National Public Health Institute showed
that Finnish men who were heavy smok-
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Power Medicine

At least five medical device manufacturers have research or clinical trials in 
progress to bring to market a transdermal patch supplemented with a

battery and electrodes that supply a slight current to the skin. In the U.S. the
unelectrified patch has been used for delivering seven or eight compounds—
nicotine for repentant smokers is one; scopolamine for travel sickness is an-
other. The drugs transported through the skin have a molecular weight of no
more than a few hundred daltons. With an electrical patch, a weightier mole-
cule—an ionized peptide drug that inhibits bone loss, for example—moves
through the top layer of skin with the flow of current.

The typical electrical patch is equipped with a battery, two electrodes and
a microprocessor-based controller. One developer, an Irish company called
Elan, even has an agreement with the Swiss manufacturer of Swatches to de-
sign a wristwatchlike drug-delivery device.

Manufacturers believe the electrical patch could broaden the market for
transdermal devices. The patch may also be the ideal way to infuse the ex-
otic peptides and proteins devised by biotechnology companies.

Safety is of course an essential feature. The major developers—Becton,
Dickinson & Co., Iomed, Alza and Elan—see the patch as a relatively fool-
proof means by which patients can administer painkillers to themselves. The
controlled level of electric current ensures a more predictable level of drug
delivery than does the patch alone. The precise amounts delivered could
avoid the overdosing with opioids that has occurred with the nonelectrical
patch. A patch equipped with a button could enable patients to administer a
painkilling drug as needed. This technology is cheaper and gives a patient
more mobility than do current self-medication devices that inject a drug with
a pump and needle.

Other research has shown how the electrical patch could be used to admin-
ister anticancer agents, including drugs for treating some forms of skin can-
cer. The patch might also infuse luteinizing hormone to increase fertility, or
calcitonin for osteoporosis and antibiotics to fight infection of burned tissue.

In the competition to reach the market, manufacturers have devised new
variants on the original design. Instead of applying a steady, low direct cur-
rent, the patch developed by Cygnus Therapeutic Systems delivers a mil-
lisecond pulse of a few hundred volts to generate a high electrical field. The
technique, called electroporation, is said to increase skin permeability, there-
by enabling a drug to infuse more readily.

Any new product will have to be evaluated carefully to avoid irritation
caused by stimulating the skin with a current. Food and Drug Administration
approval could prove a challenge: regulators may struggle in doing a techni-
cal assessment of an item that is half drug, half medical device.

If they succeed, manu-
facturers have already
conceived of a late-mod-
el electrical patch. Elec-
tric current from a bat-
tery—and the consequent
flow of drug—could be
adjusted by incorporat-
ing minute sensors into
the patch’s electronic con-
trol unit. With the smart
electrical patch, a physi-
cian may one day be able
to say, “You won’t feel a
thing”—and really mean
it. —Gary Stix

NO SHOT IN THE ARM is
needed with an electrical
patch that can infuse into
the skin larger molecules
than can conventional
transdermal patches.A
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ers and ingested beta carotene had high-
er rates of cancer than did those smok-
ers who just took a placebo. ÒThe most
carefully controlled study that has ever
been done came in, and it blew the an-
tioxidants completely out of the water,Ó
says Fred R. Shank, the FDAÕs director
of the center for food safety and ap-
plied nutrition.

The agencyÕs defenders emphasize
that a process already exists for tying a
claim to an individual product. If a nu-
traceutical is a cross between a food and
a drug, apply the strictest standard: con-
sider the compound to be a drug. ÒWhat
some companies would like to do is
make pharmaceutical claims about food
and disease without going through the
process of proving their pharmaceuti-
cal effectiveness,Ó says Mark Silbergeld,
director of Consumers UnionÕs Wash-
ington oÛce.

Foreign markets oÝer more freedom.
Procter & Gamble has licensed to a Jap-
anese company the rights to manufac-
ture calcium citrate malate, a form of
the mineral that it contends is quite
easily absorbed by the body and has
been shown to promote bone growth in
children. Takara Shuzo Company re-
cently began marketing a fruit-ßavored
drink enhanced with this formulation;
the label contends that the product
helps to increase bone mass.

The Japanese Ministry of Health and
Welfare gave Takara permission to use
that label after the company submitted
data from studies on bone density that
Procter & Gamble had helped fund at
universities in the U.S. and that were
then published in the New England

Journal of Medicine. For several years,
the calcium health claim will be allowed
only for this compound.

In the U.S., the FDA allows a label on
any product that meets its rules to say
that calcium helps to reduce the risk of
osteoporosis. So Procter & GambleÕs cal-
cium-enriched Hawaiian Punch product
in U.S. markets is just one more calci-
um product on the shelf.

Over timeÑprobably a longer stretch
of it than the industry would wishÑa
new regulatory classiÞcation for the
health-giving properties of an individu-
al food will probably emerge in the U.S.
The FDAÕs Shank believes a revamped
process will eventually be worked out
for making health claims about food,
perhaps even one akin to the current
means for approving orphan drugs. In
its slow and deliberate manner, the FDA

may move toward becoming the Foods
as Drugs Administration. ÒThe focus,Ó
Shank says, Òis shifting from what pro-
vides normal growth and development
in people to what provides optimal
health.Ó ÑGary Stix
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Crabshoot
Manufacturers gamble on 
cancer vaccinesÑagain

T
he idea of using a vaccine for
stimulating the immune system
to Þght tumors has a long, undis-

tinguished history. Because early at-
tempts were based on extracts of tu-
mors, which are inherently variable, oc-
casional reports of success generally
led nowhere.

In the past few years the climate has
radically changed. Advanced cell culture
techniques have made possible the iden-
tiÞcation of speciÞc antigensÑsubstanc-
es recognized by the immune systemÑ
that are present on tumor cells in larger
amounts than they are on ordinary cells.
Using monoclonal antibodies, workers
have been able to distinguish diÝerent
types of cells in the immune system
from one another so that the bodyÕs re-
sponses can be minutely monitored.
More recently, tools such as the poly-
merase chain reaction (PCR) have been
used to analyze and copy tiny samples
of gene fragments. Rapid progress in
identifying cytokines, the chemicals
that control the immune system, raises
the hope that essential support from T
cells can be mobilized.

As a result, work on therapeutic vac-
cinesÑfor infectious diseases as well as
cancerÑis enjoying a high-tech renais-
sance. At least 16 biotechnology and
pharmaceutical companies around the
world, including some of the biggest
names, have research programs in vac-
cine therapy for cancer. Several have
clinical trials already under way, and
many more plan to initiate trials in the
near future.

Cytel in San Diego is betting
that small is beautiful. CytelÕs ap-
proach is to analyze published se-
quences of tumor-associated anti-
gens in order to Þnd in them
characteristic peptides that might
bind to histocompatibility com-
plexes. The rationale is that histo-
compatibility complexes on cells
would present such peptides to T
cells. The company tests selected
candidates for their ability to
stimulate human T cell activity.
Cytel has a pilot study in prog-
ress with Steven Rosenberg, chief
of surgery at the National Cancer
Institute (NCI). In the study, killer
T cells from patients with a vari-
ety of tumor types are cultured
outside the body and exposed to
stimulatory peptides before being
reinfused. 

Lynn E. Spitler, president of

Jenner Technologies in Tiburon, Calif.,
says she fears peptides might be too
small to elicit immune responses ade-
quate to Þght cancer. Jenner is actively
developing two vaccines that employ
much larger proteins. The proteins in-
corporate multiple sites that Jenner has
shown can excite T cells. An adjuvantÑ
a cocktail of immune-stimulating chem-
icalsÑis a key part of the formula. Jen-
nerÕs targets are prostate, colorectal and
lung cancers.

MedImmune in Gaithersburg, Md., is,
like Cytel, interested in provoking im-
mune reaction against tumors by means
of short peptides. The company gener-
ates the peptides by splicing genes into
BCG, a harmless bacterium widely used
as a preventive vaccine for tuberculosis.
The resultant engineered bacteria ex-
press the peptides on their membranes,
thus stimulating T cell activity, says
Scott Koenig of MedImmune. The com-
pany is investigating antigens involved
in breast and colon cancer as well as in
melanomas.

Some companies have decided that
antigens are most eÝectively presented
to the immune system by live viruses.
Cantab Pharmaceuticals in Cambridge,
England, has a pilot study in progress
of a candidate therapy for cervical can-
cer. Cantab uses vaccinia virusÑbetter
known for preventing smallpoxÑto pre-
sent antigens to patientsÕ immune sys-
tems. The antigens are similar to ones
that can stimulate immune responses
against related cancers in animals. Genes
encoding the antigens were identiÞed
by PCR and other techniques.

In the Massachusetts Cambridge,
Therion Biologics has started clinical
studies that test another use of vaccin-
ia. It has engineered its virus to pro-

duce carcinoembryonic antigen, which
is borne by many kinds of tumors. Ther-
ion also hopes to instill in its vaccinia
the ability to make cytokines.

Not all antigens are proteinsÑthe im-
mune system can recognize sugars and
other chemicals on cells as well. Biomira
in Edmonton, Alberta, has developed a
vaccine for breast cancer that mimics
an unusual form of sugar found on the
malignant cells. B. Michael Longenecker
of Biomira says that in a pilot study de-
signed to test toxicity, four of 13 pa-
tients with metastatic breast cancer ex-
hibited substantial reduction in tumor
size, and six remained stable. ImClone
Systems in New York City is testing
monoclonal antibodies that are Òanti-
idiotypesÓÑthat is, antibodies that re-
semble antigens. The advantage of this
approach is that antibodies can be
made to resemble antigens that are not
proteins. ImCloneÕs antibodies resem-
ble gangliosides, molecules with sugar
and lipid components that are found in
large amounts on a variety of tumors. 

Although many vaccine developers
are boutique operators, major pharma-
ceutical corporations are also coming
into the Þeld. Boehringer Ingelheim
Pharmaceuticals and SmithKline Beech-
am have initiated research. And Chiron
Corporation in Emeryville, Calif., one of
the oldest of the new generation of bio-
tech companies, has initiated a collabo-
ration with Thierry Boon of the Ludwig
Institute for Cancer Research in Brus-
sels to investigate melanoma-associat-
ed antigens in a vaccine. The antigens
will be given with interleukin-2, which
Chiron manufactures.

Chiron has also initiated a collabora-
tion with Viagene in San Diego that
combines vaccine therapy for mela-

noma with gene therapy. Viagene
has a product that can insert the
gene for gamma-interferon into
tumor cells. Experiments suggest
that tumor cells thus modiÞed can
present antigens to the immune
system in such a way as to invite
destruction. Somatix in Alameda,
Calif., is pursuing similar research.

Mainstream cancer researchers
are becoming more interested in
cancer vaccines, although they are
not yet sold on them. ÒWe know 
a lot more about tumor antigens
than we did,Ó comments Bruce A.
Chabner, head of cancer treatment
at the NCI, Òbut I do not think I
can say weÕre optimistic.Ó Boon
thinks there is a 50 percent chance
that vaccines will become valued
cancer therapies. ÒIn two or three
years,Ó he adds, Òwe will know
whether that has changed to 10
or 90 percent.Ó ÑTim Beardsley
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GENETICALLY ENGINEERED BCG bacteria (red)
might stimulate cells of the human immune system
(blue) to Þght tumors.
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THE ANALYTICAL ECONOMIST

A
rich man died during the early 
days of GermanyÕs Weimar Repub-

lic (so the story goes) and left all
he had to his two sons. To the prudent
one he willed his fortune, and to the
proßigate his collection of bottle caps.
When the inßation came, the prudent
son invested wisely and lost everything;
the proßigate sold the bottle caps and
survived. Or, as Harvard University
economist JeÝrey Sachs says, hyperin-
ßation (price increases of more than 50
percent in one month) has Òvery costly,
arbitrary distributive consequences.Ó

When prices rise so quicklyÑsome-
times even doubling in four daysÑthey
turn a nationÕs economy upside down
and render banknotes so much waste-
paper. The same disaster that overtook
Germany, Austria, Hungary, Poland and
Russia in the 1920s and China, Greece
and Hungary in the 1940s attacked Ar-
gentina, Bolivia, Nicaragua, Peru and
others in the 1980s. Brazil ßirted with it
earlier this year before imposing wage
controls and a new economic stabiliza-
tion plan (the sixth in 10 years) this
summer. How does money lose its val-
ue so suddenly, and why are the effects
so devastating? Who might fall next?

It is all very simple, according to
Sachs, who helped Bolivia and Poland
get out of the inßation trap. First, a gov-
ernment allows its expenditures to ex-
ceed its revenues dramatically. Then,
instead of cutting outlays or collecting
more revenue, it prints money to pay its
bills. During the 1920s and 1940s, na-
tional bankruptcy came on the heels of
world wars; in the 1980s, it was the af-
termath of excess international lending.

Simply creating more money does not
increase the amount of goods available
in the country, and so inßation soaks
up the excess currency. If the treasury
doubles the supply of reichmarks or
peng�s or rubles, prices double. Each
reichmark, peng� or ruble is worth half
of what it was, but the governmentÕs
need for gasoline, paper, bureaucrats,
soldiers and so forth remains the same.
So it prints more money to cover the
now inßated prices. Worse yet, citizens
quickly realize that money is not a good
investment. They seek to get rid of it,
and so, as with any unwanted commod-
ity, its value drops further. The spiral
soon becomes vertiginous.

By itself, the falling value of money 
is not ruinous. A number of countries,
most notably Brazil and Argentina,
learned to cope with inßation rates of
several hundred percent a year by index-
ing wages, pensions, savings accounts,
loans and other Þnancial objects. Just
as automobile workers or Social Securi-
ty recipients in the U.S. received cost-
of-living adjustments, the governments
of high-inßation countries compensated
their citizens. ÒIndexation can be very
eÝective,Ó says John Williamson of the
Institute for International EconomicsÑ
high and low rates of inßation are not
qualitatively diÝerent.

Indeed, in theory a perfectly indexed
economy could be almost indistinguish-
able from one with no inßation at all.
Yet the practice is unpleasantly diÝer-
ent. If holding banknotes or uncashed
checks for even a day means losing
money, then Þnancial transactions of all

kinds become more diÛcult. ÒFinance is
a grease for the economy,Ó states Alan
Gelb of the World Bank. ÒItÕs an inter-
mediate input for production, the same
way that a railway system is.Ó And med-
dling destructively with money will hurt
an economy Òjust as much as if you
screw the rail system up,Ó he asserts.

Furthermore, as Sachs notes, most
countries do not come on an episode of
rampant inßation with indexing mech-
anisms in place. And although the prin-
ciples of hyperinßation may be rigidly
mathematical, its implementation de-
pends on the psyches of millions of
merchants, employers, customers and
laborers. Each individual who loses con-
Þdence in the value of moneyÑor be-
comes aware of just how far it has al-
ready been debasedÑstarts the race to
get rid of as much as possible before
its worth drops any further.

As a result, Gelb points out, every in-
crement of inßation brings with it an
increase in uncertainty. Prices cannot
rise continuously ( imagine thousands

of store clerks constantly scribbling or
ringing up purchases with one eye on
the clock), and so they leap upward in
Þts. Some merchants may readjust in
the morning, others at night and others
at noon; prices thus depend unpredict-
ably on where an item is bought and
when, rendering the notion of a uniÞed
market meaningless. And if there is no
market, Gelb says, inßation indexes
cease to represent anything real: ÒPrices
might be rising at 50 percent a month,
but when you go shopping, the increase
could be half that or twice that.Ó

Faced with such massive uncertainty,
he comments, people avoid risk by
abandoning the local currency for more
stable alternatives such as dollars or
deutsche marks. Capital ßight adds fuel
to the inßationary Þrestorm and further
reduces economic activity.

Only rarely does a nation manage to
wind down hyperinßation gradually,
Williamson says. Instead the government
collapses, and a new one capable of
keeping its accounts in order takes its
place. Often the replacement has been
authoritarian, Sachs notes: a danger that
looms in the economic crises in Russia,
eastern Europe and elsewhere.

Surprisingly, hyperinßations stop even
more abruptly than they start. Once the
treasuryÕs printing presses stop, accord-
ing to Sachs, so does the crisis. By the
time stabilization comes, he explains,
almost everyone is doing business in
dollars or other ÒhardÓ currencies, and
so stabilizing the value of the peso, real
or ruble is automatic once Þscal respon-
sibility is restored. Indeed, inßation that
stops short of complete monetary col-
lapse may be more diÛcult to bring un-
der control, Sachs observesÑindexing
institutionalizes rising prices. Finance
ministries must carry oÝ the most deli-
cate footwork to give everyone the
ÒlastÓ increase.

In line with the symbolic nature of
money, many nations ( including Brazil
for the fourth time this summer) issue
a new currency to mark the end of their
insolvency. Most economists agree, how-
ever, that the eÝect of such replace-
ments is largely psychological. Indeed,
replacing pounds with shekels or cru-
zeiros with reals while leaving underly-
ing problems untouched is a sure way
to lose the last shreds of economic cred-
ibility, Williamson remarks: ÒSooner or
later people are going to Þnd out, and
then youÕre lost.Ó ÑPaul Wallich

Not Worth the Paper ItÕs Printed On

People lose conÞdence 
in money, and they race 
to get rid of it before its
worth drops any further.
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MATHEMATICAL RECREATIONS by Ian Stewart

T
he Tweedle twins and I were strap-
hanging on the New York City
subway. Delia Tweedle was univer-

sally known as Dee, so her brother had
inevitably become Dum. Even though
his real name was Seymour. As usual
they were interrupting each other.

ÒWell, if the universe is algorithmic,
then strong AIÑÓ

ÒDonÕt be pedantic, Dee, what you
mean is computers that thinkÑÓ

ÒMust be possible in principle.Ó
ÒWhy?Ó I said.
ÒIf our universe is algorithmicÑÓ
ÒYou could set up a computer to

simulate itÑÓ
ÒWhich would therefore simulate ev-

erything in it, including us having this
conversation,Ó Dee concluded.

ÒYou realize that if youÕre right, then
a suÛciently complex subway system
could become intelligent?Ó I said. ÒIt
would think rather s-l-o-w-l-y . . . but it
would still be able to think.Ó

ÒThatÕs dumb,Ó Dee exclaimed. ÒA sub-
way canÕt think.Ó

ÒMaybe not. But a subway can com-
pute, according to a fascinating article
IÕve just read in the latest issue of Eure-

ka. It was written by Adam Chalcraft
and Michael Greene, and itÕs about the
computational abilities of train sets.Ó

ÒYou mean toy train sets? Rails and
points and tunnels with sheep painted
on their sides?Ó

ÒThatÕs right, Dee. And whatever a
train set can do, a subway surely can.
ItÕs not quite your hyperparallel super-
duperultracomputer, but in theoretical
computing ability, equally as powerful.
A computer is, after all, just a huge
switching circuit with adaptable switch-
es. And trains can switch tracks using
points. What Chalcraft and Greene asked
was: If youÕve got a big enough stock of
straight and curved track, bridges and
various kinds of points, but youÕve got
only one engine and no rolling stock,

then what computations can you do if
you set up the right track layout?Ó

ÒI donÕt see how a train can compute
at all,Ó Dee puzzled. ÒItÕs just a thing
on wheels that moves along the rails.Ó

ÒElectrons are just things that move
along wires, but they are what comput-
ers compute with,Ó I pointed out. ÒIn
both cases, the computational aspect is
a matter of interpretation. For a train
layout, the idea is to encode an input as
0Õs and 1Õs corresponding to the settings
of various points. Then you run the train
through the layout, and sometimes
those settings change, which in turn al-
ters the path of the train. Eventually the
train is sidetracked onto a line leading
to a terminal, the program Ôstops,Õ and
you read the output from the settings
of the same collection of points.Ó

ÒOkay, I see that it might work. But
does it?Ó

ÒLet me start with the simplest
switching unit, known as a lazy point
[see top illustration on page 106 ]. ItÕs a
Y-shaped piece of track. A train enter-
ing the Y from below runs up the up-
right and out of whichever arm of the Y
the points are set for, leaving them un-
changed. But a train that enters from
one of the arms willÑif necessaryÑre-
set the points so that they connect that
arm to the upright and then exit via the
upright. Lazy points have two states,
depending on which arm is connected
to the upright: call them left and right.

ÒThe next type of point is a sprung
one. ItÕs like a lazy point except that
any train entering along the upright of
the Y always leaves by the same arm.
The third kind of point is a ßip-ßop. 

ÒWith a ßip-ßop, trains always enter
along the upright of the Y and exit
through the left and right arms alter-
nately,Ó I went on. We lurched judder-
ingly into the Liberty Avenue station.
ÒThe big question is: Given these com-
ponents, can we build a computer?Ó

ÒWhat kind?Ó wondered Dee.
ÒA Turing machine,Ó I said. ÒAlan M.

Turing proved that his simple model of
a computational system can do any-
thing that a programmable digital com-
puter can. Think of a Turing machine as
a box that can travel along a very long
tape of square cells, each containing ei-
ther the symbol 0 or 1. You can either
use an inÞnite tape or, if you donÕt like
inÞnities, you just have to be prepared
to add some more cells to the tape if
you need them.

ÒThe box can be in any of a Þnite set
of internal states, depending on what
hardware is inside it. For each combi-
nation of its own state and the digit
written on the cell immediately below
it, it must obey a small list of instruc-
tions, like this:

ÔLeave the current tape digit alone/
change it.

ÔThen move one space left/right.
ÔThen go into some speciÞed internal

state ready for the next step.Õ
ÒOr the instruction can be just ÔSTOP,Õ

and the computation then Þnishes.Ó
ÒGive me an example.Ó
ÒOkay. HereÕs a typical list of rules for

a Turing machine with three statesÑ1,
2 and 3:

ÔState 1, Digit 0: Change digit, move
left, go to state 2.

ÔState 1, Digit 1: STOP.
ÔState 2, Digit 0: Leave digit, move

right, go to state 3.
ÔState 2, Digit 1: Change digit, move

right, go to state 2.
ÔState 3, Digit 0: Change digit, move

right, go to state 1.
ÔState 3, Digit 1: Leave digit, move

left, go to state 2.Õ Ó
ÒWhat does that compute?Ó
ÒI havenÕt the foggiest idea, Dum. Try

it and see. Sensible programs generally
need a lot more states than three, any-
way. The digits on the tape provide the
computerÕs input. The list of which in-
structions to perform for which inter-
nal state of the box forms the program,
and the list of digits on the tape when
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the computation stops is the output.
Amazingly, these simple devices can
carry out any algorithm whatsoever. So
all we need is to Þnd a train layout that
simulates any chosen Turing machine.Ó

ÒTricky.Ó
ÒYes. It helps to break down the prob-

lem into a series of stages. Now, the idea
is to Þnd a train layout that can play
the role of the box. Instead of using a
tape, you just plug an enormous num-
ber of these boxes into each other, side
by side, to represent the whole tape [see
illustration below ]. Each box will have
several tracks coming in from the left
and the same number going out the
rightÑone track for each internal state.Ó

ÒSo instead of the box moving along
the tapeÑÓ Dee began.

ÒThe train moves along the row of
boxes,Ó Dum Þnished, enthusiastically.

ÒYou can tell which ÔcellÕ of the ÔtapeÕ
is being worked onÑÓ

ÒBy which box the train is in. Neat.Ó
ÒYeah,Ó Dee agreed. ÒBut what do you

put in the box? Schr�dingerÕs cat?Ó
ÒIÕll explain how the box is designed

in stages. The train tracks are used as
both input and output lines, so the box
doesnÕt ÔrememberÕ which direction the
trains came in from. Therefore, it can
be set up as an outer shell that feeds
trains from both input lines the same
way into a core and conducts them out
again according to the Turing program.
Then we can ignore the outer shell and
concentrate on the design of the core.Ó

ÒYouÕre going to needÑÓ Dum started.

ÒSubroutines,Ó Dee said. TheyÕd been
thinking ahead, as usual. A subroutine
is a part of a program that can be used
repeatedly by ÒcallingÓ it from any other
part. You can build complex programs
by stringing together subroutines.

ÒYes,Ó I concurred. ÒYou can set up a
subroutine by hooking up a self-con-
tained sublayout to a whole series of
lazy points. Then the train comes in,
setting the points as it does so, and
wanders around the sublayout until it
has carried out whatever subroutine
that the sublayout computes. Finally, it
exits by the same track that it came in
on because of the way it set the points
on entry. Using one lazy point for each
input line, the trains can all be made to
enter from the left, carry out the sub-
routine and exit to the right along the
same track they entered on [see top left

illustration on opposite page].Ó
ÒOh, right.Ó
ÒNow, you need one more piece of

gadgetry: a read/write head. If a train
comes into a read/write head from the
left, then it exits along line 0 or line 1
depending on the digit at the ÔcurrentÕ
point of the tape. If a train comes in
from above, then it swaps the 0 and the
1 and exits at the bottom. To achieve
this, the lazy point P is set to redirect
the train along output line 0 or 1 ac-
cording to the digit on the ÔtapeÕ at that
square. The ßip-ßop is set so that the
Þrst train entering from the top switch-
es P to the other position.

ÒHaving got all these bits and pieces,
you build the inner core of the box [see
right illustration on opposite page]. You
may need some bridges to avoid the
tracks crossing, but we can ignore that.
The core consists of a parallel set of
read/write heads, one for each internal
state of the box. The output lines 0 and
1 lead to one of the output lines of the
core, or to a lazy point that diverts the
train into a subroutine that changes
the state of that cell on the tape, or to a
STOP subroutine that guides the train
into a single terminal.Ó

ÒLet me see,Ó Dee interjected. ÒFor
your example, one of the rules is ÔState

1, Digit 0: Change digit, move left, go to
state 2.Õ How does that work?Ó

ÒBeing in state 1 means that the train
enters the cell along line 1, from the
side. This state is actually set by the out-
put of the previous cell, which directs
the train onto line 1 when it exits. In
this case, the digit ÔwrittenÕ on the cur-
rent cell is 0: that is, all the lazy points
in the read/write heads are set to 0. So
the train comes into the Þrst read/write
head, leaves along line 0 and runs into
a set of sprung points. These direct it
into the Ôchange digitsÕ subroutine. It
runs vertically downward, through all
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THREE TYPES OF POINTS

TURING MACHINE TAPE can be replaced by series of identical boxes (top). Each box
(bottom) consists of a shell, which ensures that trains entering from either direction
are treated alike, and of a core, which carries out the rules of the Turing machine.
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of the read/write heads, and ßips their
states from 0 to 1. So the digit written
in the current cell now reads 1, not 0.
The train continues back up the verti-
cal track to the left of the heads, exits
from the subroutine back onto its orig-
inal track and then comes out of the
core on the output line 2 left, which
eÝectively moves the train into the cell
to the left, in state 2, as required [see

yellow line on illustration above].Ó
ÒCute. Suppose we look at the rule

ÔState 2, Digit 0: Leave digit, move right,
go to state 3.Õ The train comes in along
line 2 and exits the read/write head
along line 0, which leads directly to exit
3 right. And it never goes anywhere near
the subroutine loop, so the state of the
cell remains unchanged [see orange line

on illustration above].Ó
ÒRight,Ó Dum said. ÒAnd itÕs equally

obvious that the rule ÔState 1, Digit 1:

STOPÕ works properly. Enter along line
1, exit the read/write head along line 1,
and you get fed straight into the line
that ends at the terminal.Ó

ÒExactly. You just set up the lines ac-
cording to the rules that deÞne the Tur-
ing machine.Ó

ÒDo you realize,Ó Dee asked, Òthat
this shows that the future behavior of a
train set can be undecidable?Ó

ÒOf course,Ó Dum said. ÒTuring proved
that the halting problem for Turing ma-
chines is formally undecidable. You can
set up a Turing machine for which there
is no way to decide, in advance, whether
or not the computation stops.Ó

ÒWhich means that for the corre-

sponding train layout, you canÕt predict
in advance whether the train is ever go-
ing to reach the terminal.Ó

ÒThatÕs quite startling,Ó I remarked.
ÒIÕve never been terribly bothered by
the formal undecidability of theoretical
mathematical questions. I mean, who
cares? But itÕs a bit worrying that you
can set up a mechanical systemÑtoy
train tracks, for heavenÕs sakeÑwhose
workings are totally transparent, but
not be able to answer such a simple
question as whether the train will ever
reach a chosen station.Ó

ÒSpeaking of whichÑÓ interrupted
Dee.

ÒItÕs been an awfully long time since
the last stop,Ó Dum said.

I wiped away the moisture fogging
up the window. ÒHmm,Ó I said. ÒWeÕve
slowed down to a crawl. All I can see is
a big square with the digit Ô1Õ painted
on it. And I swear thereÕs a sign just
along the tunnel that reads Ôßip-ßop
7743A/91.Õ Ó

ÒDee gets claustrophobic if subway
trains stop between stations,Ó Dum
whispered.

ÒThey have been adding some new
connecting lines to the subway net-
work,Ó I oÝered. ÒMaybe its connectivi-
ty has passed the Turing threshold, and
it has achieved artiÞcial intelligence.Ó

ÒO Mighty Subway,Ó Dee declaimed,
her voice rising rapidly in pitch, Òwe
humble humans solicit your omniscient
aid in getting us out ofÑÓ At that mo-
ment a connecting door opened, and a
uniformed guard stepped into the car.

ÒSmall problem up the line, folks,Ó he
smiled. ÒNothing to worry about, but
we have to slow down for a while.Ó Dee
sighed with relief. ÒHey, is the little lady
all right?Ó

ÒYeah,Ó Dum answered. ÒShe just
thought sheÕd got stuck in an artiÞcial-
ly intelligent Turing machine.Ó

ÒThis isnÕt any touring machine,Ó the
guard said indignantly. ÒThis is a per-
sonnel commuter, buddy.Ó

At least, I think thatÕs what he said.
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FURTHER READING

THE TURING OMNIBUS. A. K. Dewdney.
Computer Science Press, 1989.

TRAIN SETS. Adam Chalcraft and Michael
Greene in Eureka, Vol. 53, pages 5Ð12;
1994. (To subscribe to this Òapproxi-
mately annualÓ journal of the Universi-
ty of CambridgeÕs mathematical soci-
ety, the Archimedeans, send £10 to the
Business Manager, Eureka, Arts School,
BeneÕt Street, Cambridge CB3 3PY, En-
gland. Internet address: archim@phx.
cam.ac.uk)

SUBROUTINE

INPUTS /OUTPUTS

0

1

P

1

2

3

TERMINAL

C
U

R
R

E
N

T 
S

TA
TE

 (I
N

P
U

T 
V

IA
 S

H
E

LL
)

“STOP” SUBROUTINE

“CHANGE DIGITS”
 SUBROUTINE

321 123
LEFT RIGHT
TO NEXT CELL ON TAPE VIA SHELL

1

0

1

0

1

0

READ/
WRITE
HEAD

CORE

READ/WRITE
HEAD

READ/
WRITE
HEAD

READ/
WRITE
HEAD

IN THE CORE (right), the train enters
from the left, obeys the appropriate Tur-
ing machine rule, then exits at the bot-
tom. A layout for a subroutine is shown
above: trains enter through lazy points
and exit along the same track. Below the
subroutine is a read/write head; note
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BOOK REVIEWS by Philip Morrison

Unraveling the Past

WOMENÕS WORK: THE FIRST 20,000
YEARS: WOMEN, CLOTH, AND SOCIETY

IN EARLY TIMES, by Elizabeth Wayland
Barber. W. W. Norton & Company, 1994
($23).

T
wo hundred centuries is a long
time, and archaeological authors
often skimp on evidence of so

high an antiquity. Not Professor Barber,
whose high expertise supports her 
unfailing originality of judgment. She
shows us the stuÝ that persuades; her
title is apt. The chapters unpack her per-
sonal, fascinating and long-awaited syn-
opsis of the textile crafts.

She centers our attention on Europe
and its old roots eastward, until woman-
power with unstinted talent for putting
cloth on our backs at last gave way to
steam-turned shafts. Her scholarship is
active, wide and deep: few archaeolo-
gists these days redraw their own illus-
trations, even to maps, or cite Homer
and Ovid freely in new translations of
their own, and fewer still go on to ap-
ply the full method: Þnd the data, then
Òdraw it, count it, map it, chart it, and 
if necessary (or possible) re-create it.Ó
That activity demonstrably pays.

The source of her evidence for the
antiquity of the soft-Þber arts is famil-
iar to most who have read of Paleolith-
ic cultures. It is the well-dated Þgurines
of carved bone, dubbed Gravettian, enig-
matic, plump ÒVenusesÓ from site after
site along the edge of the ice sheet from
Spain to Ukraine. One of them, the Ve-
nus of Lespugue, is shown with a small
skirt of about 12 Òlong strings hanging
down the back from a hip band.Ó The
twists in each string are engraved. ÒFur-
thermoreÑa detail I did not notice un-
til I began to make my own drawing

from a large.. .photograph,Ó each string
frays out into untwisted Þbers. These
cannot be sinew or hide, but only twist-
ed threads. From string came cloth and,
well before that, Þshnets, snares, han-
dles, bindings. ÒWe could call it the
String RevolutionÓ; the use of soft plant
Þbers is of course much older than agri-
culture. Basketry using hard Þbers is
even older.

Support is needed, and here it is: a
marvelous Þnd of a clay imprint dis-
covered in the celebrated cave of Las-
caux, dated 15,000 B.C. The impression
records a small length of Þber com-
posed of three two-ply cords, made by
people who had the full skills for
cordage. More: there are half a dozen
string skirts on other Þgurines of the
same culture. Epoch after epoch, the
record goes on. In burials of the Danish
Bronze Age, just such a skirt, but of
wool, was preserved on a young wom-
an, and another one, very brief, Òthe
original miniskirt,Ó with ends weighted
by swinging bronze tubes, was found
as well. Not at all warm, hardly modest,
these costumes were coded symbols,
perhaps standing for the readiness to
marry.

Your clothing speaks plainly to all you
encounter. Its declaratory function is at
least as general as its insulating ones;
look around you or in the mirror! Later
chapters elaborate this conclusion great-
ly. Barber, adept at these crafts, makes
clear that PenelopeÕs famous weaving
could not have deceived her suitors for
so long were it merely a winding-sheet
for a relativeÕs funeral; it was an intri-
cate story-cloth that could plausibly take
years for a talented artist to Þnish. Af-
ter all, Helen of Troy, so Homer reports,
was herself Òweaving a great warp,/a
purple double-layered cloak, and she
was working into it the many struggles/

of the horse-taming Trojans and bronze-
clad Achaians.Ó

Over and over we read of textile tools
of precious metal, royal gifts to noble-
women; these are more than metaphor,
for Þve or six have been found in Early
Bronze Age tombs. So widespread a cus-
tom was not likely to have been served
by a few eccentric devotees. The palace
need for everyday textiles was the work
of many servingwomen whose spindles
were merely wood. The glittering tools
were customary for queens and prin-
cesses, who deftly recorded the sacred
mythohistory of their clans Òwith their
gold and silver spindles and royal pur-
ple wool.Ó (That truly fast colorant was
itself precious, gathered drop by drop
from rare seashells.) While kings and
their sons raised high the funeral
mounds and found poets to sing of
their heroic deeds, the royal women
made an enduring pictorial record on
cloth.

ÒFor millennia women have sat togeth-
er spinning, weaving, and sewing.Ó Why
should textiles be so much the wom-
enÕs craft, and was it always so? A
sound answer was given by the anthro-
pologist Judith Brown a generation back.
We have no example of a community
that relied on men for the rearing of
children. If productive labor power is
not to be lost for many years, a woman
must Þnd other work Òcompatible with
simultaneous child watching.Ó Such
tasks cannot demand intense concen-
tration; they should be repetitive, easy
to resume after an interruption, safe

GREEK WOMEN engaged in all phases
of textile work. This illustration, based
on a Greek vase of 560 B.C., shows wom-
en folding Þnished cloth, spinning, weav-
ing and weighing out unworked wool. 

Copyright 1994 Scientific American, Inc.



SCIENTIFIC AMERICAN September 1994       109

for children close at hand and easily
done at home. Mining, foundry work,
plowing will not do. This division of la-
bor is based not on ability but on re-
liance; males can and often do cook
and sew, as females hunt. The question
is the practicality of reliance on one
group to specialize: for women, hunt-
ing is out and textiles in. Adam delved,
while Eve as she spun watched and
taught little Cain and Abel. Food prepa-
ration Þts almost equally well: food and
clothing were worldwide the core of
womenÕs daily work for 20 millennia,
perishable artifacts not easily preserved
in typical conditions.

This volume would be a readerÕs plea-
sure even if its topic were perfectly usu-
al, for Elizabeth Barber is as knowing
and perceptive as any archaeologist-au-
thor in sight. She has the happy gift of
a clear, warm style and a wide interest
in image and myth. And her topic is
wonderfully freshÑall too much so, for
hers is the only recent popular account
of the remarkable accomplishments of
half our subtle species.

Members of the Club

NUCLEAR WEAPONS DATABOOK, Vol. 5:
BRITISH, FRENCH, AND CHINESE NUCLE-
AR WEAPONS, by Robert S. Norris, An-
drew S. Burrows and Richard W. Field-
house. Westview Press, 1994 ($85; pa-
perbound, $34.95).

C
omprehensive if episodic, this
volume is based on primary
documents of three nations, an

archival study of diÛculties beside
which the frustrations of oÛcial Wash-
ington seem pale. By turns scrupulous-
ly documented and plausibly conjec-
tural, the chronicle reviews the past and
present among the Lesser Triads of the
Club, their nuclear weapons, produc-
tion plants and delivery systems.

In America, those most dangerous
weapons, nuclear bombs and warheads,
are a dwindling species. Although the
stock remains fearsome, the crews at the
very Pantex plant near Amarillo where
these weapons were assembled are now
taking them apart instead, Þve bombs
a dayÑsteady, gingerly work for a de-
cade. Similar tasks, less well regulated,
occupy Sverdlovsk-45 and a few other
numbered secret towns of the former
Soviet Union. A tangle of counterpart or-
ganizations Þlls these pages. To match
the big plant at Amarillo in west Texas,
you might select smaller BurghÞeld, a
few miles from Reading on the upper
Thames, or Valduc, a little north of Di-
jon in the C�te dÕOr, or Jiuquan, a Los
AlamosÐlike complex in arid western
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Gansu. All four plants named are de-
voted to the series assembly of nuclear
weapons, although the complex man-
ufacture of componentsÑeverything
from electronics to plastic packagingÑ
and design, testing and eventual trans-
fer to military stocks or to deployment
are often far away.

The book allows comparative evolu-
tionary study. Most of the traits con-
verge on the necessities of nuclei (and
of governments); some simply record
historical links; and a few are no doubt
imposed in the uncertain process of
analysis. Key nuclear materials for to-
dayÕs nuclear weapons are six in num-
ber: normal uranium from mine to met-
al, its separated light isotope uranium
235, plutonium, tritium, deuterium and
lithium 6. These esoteric products are
made in similar plants over all three
lands; the photographs mainly show
the functional ranks of vent-studded
factory roofs typical of chemical engi-
neering. Style enters visibly only in
France, where some recycled installa-
tions preserve the grassy mounds and
imposing masonry walls of an earlier
world of military engineering.

The explosive devices themselves em-
body several broad designs that might
be called Òbody plan.Ó Two have been
used for Þssion. First of all came the
ineÛcient gun, assembled by shooting
a big bullet of U-235 into a matched
target. Obsolescent since Hiroshima,
such guns have been stocked as artillery
shells and land mines but here appear
mostly oÝstage. (Several such weapons
were made and unmade as late as the
1980s by the Republic of South Africa.)
Present Þssion weapons use either U-
235 or plutonium (or both) held within
a chemical explosive, imploded sym-
metrically to squeeze some Þssile sphere
or shell into momentary dense com-
paction. There is plenty of scope for
varying national expertise.

But pure Þssion weapons cannot eas-
ily make light, powerful warheads. Only
nuclear fusion enables the bomb de-
signer to meet missile standards; two or
three megatons of TNT explosive yield,
within one single ton of actual weight,
a 200-fold increase over the bulky de-
signs of 1945. Fusion design works with-
in the Three Ideas of Andrei Sakharov:
a Þssion bomb, much boosted in yield
by enclosing some tritium within its
core; a Òlayer-cakeÓ design that has not
survived in practice; and the two-step
device Þrst tested at Eniwetok in 1952.
In that ingenious process, Þrst pro-
posed by Edward Teller and Stanislaw
Ulam at Los Alamos, a primary Þssion
bomb generates a carefully managed
ßood of x-rays used to implode the ad-
joining secondary, a lithium deuteride

and uranium charge of more or less un-
limited size.

The U.K., China and France have
mastered and now deploy deliverable
Þssion, boosted Þssion and true ther-
monuclear weapons. They all produce
the six essential materials. They all pos-
sess powerful Þssion reactors to make
plutonium and tritium as well as plants
(mainly gaseous diÝusion) to enrich 
U-235 for bomb and reactor use. They
have all tested repeatedly (the dates
are listed), none test any more above-
ground and probably none will test
again anywhere after 1995.

The Chinese have the largest stock-
pile, some 450 warheads and bombs.
The largest single warheads are now also
Chinese, mounted on four liquid-fueled
missiles targeted on U.S. cities; each
yields close to Þve megatons. Those few
long-range deterrent missiles are hid-
den in silos among many similar decoys,
somewhere in China. An up-to-date
French warhead, the TN 75, is now un-
der trial at sea. Its characterization here
reads like a commercial : miniaturized,
hardened (against laser beams), pene-
trating, safe and Òalmost invisibleÓ to
radar. Its submarine-launched missile
carries six warheads to distinct targets
up to 3,300 miles away. The U.K. makes
its warheads and submarines mainly
on its own, but its missiles, like its nu-
clear tests, have long been American.

All three national ÒtriadsÓ are not as
elaborated as the American example.
BritainÕs strategic deterrent relies en-
tirely on the nuclear-powered missile
submarines of the Royal Navy. France,
too, is steadily reducing its land-based
silos. China, never maritime, deploys
single-warhead missiles mainly in silos,
a ßeet of somewhat aging bombers and
a truly minimal undersea force.

All these forces arose, of course, from
political history. The U.K. was full part-
ner in the World War II origins of nucle-
ar weapons but was kept at armÕs length
by the U.S. once the war ended. It started
independent nuclear armament through
a set of secret step-by-step ministerial
decisions, completed by the beginning
of 1947.

Cooperation between the U.S. and the
U.K. returned, especially for missiles, in
the early 1960s. In France, postwar
work began slowly, then sped up incre-
mentally during the 1950s. The French
bomb was long scheduled for 1960.

General Charles de Gaulle had been
personally committed to a French bomb
as a sign of full independence ever since
conversations with French nuclear phys-
icists in wartime Ottawa. A deÞning an-
ecdote is told here. In 1958 de Gaulle,
president of the new Fifth Republic,
sought to learn the Òdisposition of NATO
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troops in France.Ó The NATO comman-
der was then General Lauris Norstad,
U.S.A.F. military diplomat of the Þrst
rank. (It had been Norstad who ßew, as
1945 opened, to the big Guam B-29
base, to empower Curtis LeMay to light
his 100 jellied gasoline conßagrations
in Japanese cities.) President de Gaulle
asked Norstad for the locations and tar-
gets of U.S. nuclear weapons in France.
The tactful NATO general sent out all
the entourage before he would answer.
Once the two men were alone, Norstad
admitted that he was not free to answer
the presidentÕs questions. Ò ÔGeneralÕ, de
Gaulle concluded, Ôthis is the last time,
I am telling you, that a French leader
will hear such an answer!Õ Ó It was. The
Þrst French bomb, a powerful Þssion
implosion, was indeed tested in 1960.
France left NATO within a few years.
But Òthe stereotypeÓ of French nuclear
independence outlived the reality. Be-
tween 1972 and 1985 the French covert-
ly received U.S. Ònegative guidanceÓ from
experts authorized to oÝer droll hints,
winks and nods that led to faster French
solid-fuel missile and MIRV design, with-
out giving frankly illegal answers.

The Chinese development started with
full Soviet aid, rather as the U.K. began
out of its own World War II nuclear part-
nership. The U.S.S.R. also gave China de-
signs, training, parties of experts, plants
and materials, aircraft parts, even Sovi-
et versions of the V-2 itself. (The U.S.,
too, had tested residual V-2s and drawn
leading missile engineers from Peene-
m�nde.) One day in June 1959 all Soviet
assistance to China suddenly stopped.
Thrown on their own resources, the Chi-
nese made the loss good by enormous
eÝort. It is hard to judge just what had
leaked through; it is striking that the
Chinese needed only 32 months to pass
from their Þrst Þssion test of 1964, a
U-235 implosion, to a full two-stage
thermonuclear test. That was less than
half the time taken by the U.K., itself
the second fastest among all Þve pow-
ers. (The British had minimal U.S. hints
about fusion, but there is evidence that
they had reinvented the Teller-Ulam
conÞguration as had Sakharov before
them.)

The air of change blows through
these circumstantial pages. These states
are planning reduced forces. The three
smaller powers have made over the
years no more than 1,000 nuclear war-
heads each and tested 10-fold less of-
ten than have the superpowers. All
three of them combined retain roughly
a tenth of the unusable arsenals that
the superpowers will hold once all pres-
ent dismantling is complete and all
agreements implemented. A new road
opens.

Circus Animals

NIGHT AFTER NIGHT, by Diana Starr
Cooper. Illustrations by Ivy Starr. Shear-
water Books, Island Press, 1994 ($18).

C
entral within the big blue tent
that shelters a rapt audience, the
single circus ring is the center of

this account, too. The book is no larger
than your hand, keenly evocative of an
eveningÕs fascination but able to state a
lucid view of what humans are: a unique
animal, yet one animal species among
the animals with which our fate has been
entwined ever since we ßed the hunting
cats and scavenged the lionÕs leavings.

The circus is the art that most closely
explores the relationship of people with
animals, says the cofounder of the Big
Apple Circus, which is resident in New
York City and seasonal visitor among
the cities of the Northeast. Cooper
glosses his point well : the show reveals
people as animals, in cooperation and
contrast alike. No animals, no circus.

The word ÒcircusÓ of course means
Òcircle,Ó the central ring. (Multi-ring cir-
cuses are awkward and remain outside
present consideration.) The ring is made
for horses: its 42-foot diameter was
long ago found to be the optimum Òto
make the back of a galloping horse. . .
hospitable to a person dancing.Ó The
horses at the Big Apple are slowly be-
ing educated to perform at the world
level of haute �cole by their trainer,
herself a lifelong student at the same
school. She explains, ÒOf course we love
the horses,/but they are not pets;/they
are colleagues./They need me in order
to eat,/and I need them in order to
eat./They are colleagues/with their
own needs and ways/and their own
ways of living/and part of that life/we
do together.Ó 

Circus, a reader infers, is thus neither
magic nor wild; it is classical and ex-
quisitely cultivated, unlike the dark and
illusory animal mysteries of the shaman.
It dates to the time our species worked
out a new intimacy, neither hunter nor
prey, mutually changing both the ani-
mals and ourselves by consciously
spending their lives together. Circus is
as natural as we are. If you want to see
the horses, or Anna May, the artful se-
nior of dancing elephants, or the aston-
ishing subspecies of our lineage, the ßy-
ers, the jugglers, the stilt dancers orÑ
get to the Big Apple. For additional
reasons, read Diana CooperÕs illuminat-
ing arguments. She closes in wonder :
around that one ring, people and ani-
mals are not divided but united. It comes
clear that these circles need never end,
and Òagainst all opposition, creatures
may celebrate the world together.Ó
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P
ublic hopes and presidential
promises that cancer could be
cured provided much of the cul-

tural meaning and all of the federal
funding for the modern war on cancer,
launched some two decades ago. The
search for a cancer cure, in part, re-
ßected the belief that the disease arises
chießy from discrete external entities
that can be attacked and eradicated.

Lately the war on cancer has reinvent-
ed itself as the exhilarating quest for
defective genes. We read and hear that
all cancer is genetic in origin, arising
from mutations in the basic building
blocks of cells that lead to unregulated
growth. Yet only a relatively small por-
tion of most dominant types of cancer
is inherited. The key questions remain:
What causes the majority of people who
have originally inherited a healthy array
of genesÑsome 95 percent of women
with breast cancer, for instanceÑto de-
velop defects that lead them to acquire
cancer; and what strategies can be ap-
plied to reducing the incidence of dis-
ease for all segments of society?

The history of infectious disease in
the 19th century supplies a model. Such
illness began to decline as a major cause
of death largely because of improve-
ments in providing cleaner water, food
and air and better housing and working
conditions. Reductions in the number
of people suÝering from these diseases
usually stemmed not from treatment
but from public health programs that
kept these aÜictions from occurring in
the Þrst place.

Of course, there are more cases of
cancer today because there are more
older people, and the technology for
identifying the disease has advanced.
But the rate of all new cases of cancer,
excluding that of the lung, has increased
about 35 percent since 1950; by one
estimate, rates of cases not linked to
smoking have tripled in men of the
baby-boom generation and grown by a
third in women of that generation, com-
pared with their great-grandparents.

In most modern countries, one indi-
vidual in three will contract some form
of cancer, and one in four will die from
it. Rates of breast cancer, multiple mye-
loma and brain cancer have been rising
for several decades and are about Þve
times higher in the U.S. than in some
PaciÞc Rim countries and up to 50 times

higher than in less developed countries.
This remarkable divergence in cancer
patterns within and between geograph-
ic regions, along with elevated rates in
some poor, disadvantaged communities
and notably high incidences in about
50 diÝerent workforces, implies that a
substantial segment of cancer is avoid-
able or postponable.

At present, the mounting toll of lung
cancer provides incontrovertible evi-
dence that smoking remains the single
most important avoidable cause of can-
cer, responsible for about 30 percent of
all cancer deaths in industrialized soci-
eties. But a prolonged and protracted
scientiÞc debate greeted Þrst reports in
1949 from Ernst Wynder that tied smok-
ing to lung cancer. While this debate
persisted, millions of people became ad-
dicted. Recent reductions in lung can-
cer in white males in the U.S. and sever-
al other developed countries constitute
a bona Þde public health success, large-
ly attributable to a decline in the num-
ber of those who smoke. Unfortunately,
smoking-related lung cancer continues
to increase at alarming rates in women
in the U.S. and in other countries. Also,
lung cancer in nonsmokers has report-
edly increased in several countries.

A
growing body of experimental and
human evidence has identiÞed a 
number of signiÞcant environ-

mental risk factors as causes of cancer.
They include past diagnostic and thera-
peutic radiation; diets high in some fats
and low in fresh fruits and vegetables;
workplace exposures to chemicals, dusts
and fumes; pharmaceuticals; sunlight;
and heavy alcohol drinking. Long-term,
low-level exposures to some environ-
mental contaminants, such as small par-
ticulates, chlorination by-products in
domestic water and organochlorine resi-
dues in animal and Þsh fat, appear to
increase the risk of cancer in human
populations, and extensive animal stud-
ies indicate a clear risk. Some com-
pounds may function by altering hor-
mones, whereas others may directly af-
fect gene expression.

Meanwhile two decades and $24 bil-
lion since the formal launching of the
war on cancer, both the war and its war-
riors are weary. Despite some stunning
and gratifying successes in curing the
relatively rare cancers of young people,

no radically different intervention has
been developed for any of the predom-
inant forms of the disease. The poor
and uninsured have limited access to
early detection and treatment and are
often Þrst diagnosed with much higher
rates of advanced illness. Even where
treatment for relatively rare cancers has
been eÝective, as with testicular cancer,
new cases have more than doubled in
the past two decades in many countries.
Moreover, cancer-cured children and
young adults sometimes face a trou-
bling legacy: they have been subject to
intensive radiation, surgery or chemical
treatments at vulnerable stages of their
lives and carry lifelong increases in risk
and reductions in function.

This country spends about Þve times
more per patient on chemotherapy than
the U.K. does, but survival for most
common cancers does not diÝer. Even
when beneÞt is unexpected, chemother-
apy and other cancer treatment have
come to be regarded as an entitlement.
A decade ago John Cairns of Harvard
University pointed out the folly of pour-
ing hundreds of millions of dollars ev-
ery year into giving a growing number
of patients chemotherapy with little
proven beneÞt for the major types of
cancer, while doing virtually nothing to
protect the population from cigarettes.
To this sensible charge, we now wish to
add that it is time to turn attention to
conÞrming other avoidable causes of
cancer.

No matter how eÛcient we may be-
come at delivering health care, we must
also seek to reduce the need for treat-
ment. An increase in cases of cancer in
younger persons in the U.S. and paral-
lel Þndings in Sweden indicate that we
need to identify avoidable causes of can-
cer in addition to smoking and to devel-
op eÝective interventions that keep peo-
ple from developing the disease alto-
gether. If we avert only 20 percent of all
cancers each year, we will save more
than 200,000 people and their families
from this diÛcult disease and spare
the public from the burgeoning costs
of treatment and care.

DEVRA LEE DAVIS is senior adviser to

the Assistant Secretary for Health at the

Department of Health and Human Ser-

vices. HAROLD P. FREEMAN, director

of surgery at the Harlem Hospital Cen-
ter, is chairman of the PresidentÕs Can-

cer Panel.

ESSAY by Devra Lee Davis and Harold P. Freeman

112 SCIENTIFIC AMERICAN September 1994

An Ounce of Prevention

Copyright 1994 Scientific American, Inc.


	Cover
	Table of Contents
	Letters to the Editors
	50 and 100 Years Ago
	Science and the Citizen
	Profile: Jeremiah and Alicia Ostriker, A Marriage of Science and Art
	Disarming Lyme Disease
	Low-Energy Ways to Observe High-Energy Phenomena
	The Aluminum Beverage Can
	The Machinery of Cell Crawling
	Solving the Paradox of Deep Earthquakes
	Privatizing Public Research
	The Scientific Importance of Napoleon's Egyptian Campaign
	Software's Chronic Crisis
	Science and Business
	The Analytical Economist
	Mathematical Recreations
	Book Reviews
	Essay: An Ounce of Prevention



