
Copyright 1994 Scientific American, Inc.



October 1994     Volume 271     Number 4

4

44

52

58

66

SPECIAL
ISSUE

Life in the Universe
Steven Weinberg

The Evolution of the Universe
P. James E. Peebles, David N. Schramm, Edwin L. Turner and Richard G. Kron

The EarthÕs Elements
Robert P. Kirshner

We know how physical forces emerging from the big bang 15 to 20 billion years ago
have sculpted matter and energy into vast sheets of galaxies as well as into stars,
planets and life itself. This understandingÑmodern scienceÑconstitutes one of hu-
mankindÕs greatest cultural achievements. Yet for all its sophistication, our knowl-
edge encounters sharp limits. They arise from the paradox that we who observe are
part of what we are trying to comprehend.

At the moment of creation, natureÕs four forces were united. Then the infant universe
expanded vastly and instantaneously. The forces decoupled, and elementary particles
took shape, forming atoms and molecules, galaxies and stars. Today expansion con-
tinues. Will it glide to a halt, or will the universe fall back in on itself in a big crunch?

As the universe expanded and cooled, atoms and ions of hydrogen, helium and
lithium in the nascent galaxies gravitated together to form the Þrst stars. Nuclear
reactions in stars and in the shock fronts of supernovae forged the elements from
which are made the ordinary matter that surrounds usÑand we ourselves.

Soon after birth, the stuÝ of the earth sorted itself into a molten core, a hot, plastic
mantle, crustal plates and a primordial atmosphere of gases, including water vapor
and carbon dioxide. Once meteoritic and volcanic cataclysms had subsided, the in-
terplay between the geosphere and atmosphere gave rise to life.

The Evolution of the Earth
Claude J. All�gre and Stephen H. Schneider

76 The Origin of Life on the Earth
Leslie E. Orgel

Life emerged only after self-reproducing molecules appeared. A favored theory pro-
poses that such molecules yielded a biology based on ribonucleic acids. This RNA
system then invented proteins. As the RNA system evolved, proteins became the
main workers in cells, and DNA became the prime repository of genetic information.
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The Evolution of Life on the Earth
Stephen Jay Gould

The Search for Extraterrestrial Life
Carl Sagan

Conventional evolutionary theory views life as a steady progress in which the envi-
ronment tests the viability of various species. Reality may be more complicated.
Catastrophes as well as rolls of the molecular dice that pushed life in one direction
instead of another have strongly aÝected the array of living beings. 

Odds favor the existence of life elsewhere in the universe. Mars may even have once
harbored it. Titan, one of SaturnÕs moons, is swathed in a haze of organic molecules,
which may rain onto its surface. What clues would announce the presence of life on
another world? If it were based on an alien biochemistry, would we recognize it?

The ability to anticipate and plan may have come about as a result of the need to
organize throwing or other ballistic movements, which cannot be modiÞed as they
are executed. Environmental changes during the ice ages may have turned intelli-
gence into a selective advantage for humanityÕs immediate ancestors.
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Marvin Minsky

Will the machines that we have invented to extend the power of the human mind
outlive us to inherit the earth? Yes, presuming that humankind decides to amplify
its intellectual powers and replace failing parts of its mental machinery with com-
puter circuitry. Nanotechnology would make such prostheses possible.
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Robert W. Kates

Through intelligence, human beings have become a natural force to be reckoned
with. Each major technological revolutionÑtoolmaking, agriculture and manufac-
turingÑhas triggered geometric population growth. Can we learn enough about bi-
ological, physical and social reality to fashion a future that our planet can sustain?
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LETTERS TO THE EDITORS

Rift over Origins

According to his account in ÒEast Side
Story: The Origin of HumankindÓ [SCI-
ENTIFIC AMERICAN, May], Yves Coppens
developed the idea in 1982Ð1985 that
the evolutionary divergence of the Af-
rican apes and hominids was caused
by the formation of the African Rift Val-
ley. He stated that I Òhad thought about
such a possible scenario, but without
any paleontological support, some years
before.Ó In fact, I had developed the
same theory in the 1960s and called it
the Ò(Western) Rift hypothesis of Afri-
can ape-hominid divergence.Ó Coppens
must have known that the most com-
prehensive account of my hypothesis
was given in my book New Perspectives

on Ape and Human Evolution (Stichting
voor Psychobiologie, Amsterdam, 1972).
That work reviewed all the available ev-
idence from the earth sciences, includ-
ing tectonics, stratigraphy, paleontolo-
gy and paleoclimatology, as well as the
ecological, paleoecological, taxonomic
and behavioral sciences.

In that book, I demonstrated, among
other things, that the apparent discrep-
ancy between the paleontological and
molecular data could be resolved by tak-
ing into account the deceleration factor
in molecular evolutionÑa conclusion I
reached 10 years before the Papal Acad-
emy meeting. In 1972 the fossil apes
classiÞed as Ramapithecus were gener-
ally considered to be ancestors of the
hominids, but I argued that they proba-
bly could not have been. Again, that ar-
gument predated by 10 years the dis-
covery of the facial and mandibular
bones of Sivapithecus indicus in Paki-
stan and the ousting of Ramapithecus

from hominid ancestry.

ADRIAAN KORTLANDT

Oxford, England

Coppens replies:
I respect KortlandtÕs work, which is

why I had intended to include a cita-
tion of his book in my article. Unfortu-
nately, the space available in the ÒFur-
ther ReadingÓ box was too brief for all
the references I had hoped.

But Kortlandt is also aware that at the
beginning of the 1960s, two Pliocene-
Pleistocene sites in eastern Africa (Lae-
toli and Olduvai) had yielded a total of
just Þve fossil hominids. In the subse-
quent two decades, 2,000 hominid re-

mains were recovered from Pliocene-
Pleistocene strata at many other sites.
The discovery of more than 200,000
vertebrate remains at those great sites
in Kenya, Ethiopia and Tanzania did not
begin until after the mid-1960s. That is
why the publication of the analysis of
those enormous collections did not be-
gin until the 1980s. One could not real-
ly know, prior to those publications,
whether precursors of the chimpanzees
existed among the fauna. It is the ab-
sence of these Panidae from the Plio-
cene-Pleistocene ecosystems of East Af-
rica that I call the paleontological proof.

The Þrst indirect isotopic dating of a
hominid fossil remain, a skull from Ol-
duvai, was published in 1961. It gave an
age of 1.75 million years, which at the
time seemed immensely old to every-
one. Only during the 20 years that fol-
lowed was an absolute chronological
scale constructed that permits us today
to speak of a possible age of eight mil-
lion years for the divergence of homi-
nids and African apes (the East Side
Story) and of three million years for the
emergence of the Homo lineage (the
(H)Omo event, which KortlandtÕs pre-
monition did not include).

Environment Institute

As president of the Committee for
the National Institute for the Environ-
ment (CNIE), I commend Tim Beards-
leyÕs ÒShooting the RapidsÓ [ÒScience
and the Citizen,Ó SCIENTIFIC AMERICAN,
June]. I hope, however, that readers
donÕt get a pessimistic impression of
the prospects for creating the NIE. A
U.S. Forest Service oÛcial is quoted as
stating that NIE supporters lack Òany
real recognition of what federal gov-
ernment scientists already doÓ and that
they seek an Òexclusive roleÓ for the NIE
in environmental research. Both points
are emphatically false.

In fact, the CNIE has consulted with
more than 100 federal scientists and
research managers. The NIE is designed
to complement existing programs by
Þlling acknowledged long-term research
voids. This research, together with the
NIEÕs other activities, will provide deci-
sion makers with the information they
need to make better choices about the
environment. Three former administra-
tors of the Environmental Protection
Agency (William Reilly, William Ruckels-

haus and Russell Train) recently wrote
to President Clinton, urging his support
for the NIE.

Legislation to create the NIE has al-
ready been introduced in both the House
and Senate. Even if passage doesnÕt oc-
cur this year, there is clearly growing
support for the NIE, not only in Con-
gress but also in the scientiÞc, business
and environmental constituencies. Final-
ly, Beardsley ßatters me by suggesting
that I aspire to head the new institute;
as a former diplomat, I recognize that
the NIE director will need quite differ-
ent credentials.

RICHARD E. BENEDICK

President
CNIE
Washington, D.C.

Ye Olde HMO?

The contractual agreements that Gary
Stix described in ÒManaged Care, Circa
1300Ó [ÒScience and the Citizen,Ó SCI-
ENTIFIC AMERICAN, July] were really the
equivalent of inexpensive prepaid health
insurance. Managed care involves a fea-
ture not entertained by our medieval
forebears: the control of medical care
by an entity other than the patient or
the patientÕs physician. Such control
serves to restrict diagnostic and treat-
ment options, based on the Þnancial
interests of the manager, which is usu-
ally a commercial insurance company.

Permit me to doubt that our me-
dieval predecessors would have tolerat-
ed such Òmanagement.Ó

EDWARD H. DAVIS

Wellington, Fla.

Letters selected for publication may

be edited for length and clarity. Unso-
licited manuscripts and correspondence

will not be returned or acknowledged

unless accompanied by a stamped, self-

addressed envelope.
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ERRATUM

Two of the three photographs on page
64 of ÒRed TidesÓ [August] were inadver-
tently switched. The central image shows
active harmful cells; the photograph at
the right shows germinating cysts.
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50 AND 100 YEARS AGO

OCTOBER 1944

ÒProduction of penicillin has soared
to a point where the output in March,
1944, was a hundred times that in the
Þrst Þve months of 1943. Civilians are
promised supplies of the new drug
suÛcient to treat all urgent civilian cas-
es in the relatively near future.Ó

ÒTransparent plastic manikins sculpt-
ed to the trim feminine dimensions of
the WASPS are now enabling designers
to adjust plane interiors and equipment
so that girl ßyers can operate safely and
eÛciently in quarters scaled to the male
dimensions of the United States Army
Air Forces. The action of each joint is re-
produced by means of elastic ÔtendonsÕ
making possible Ôin actionÕ studies of
operating space requirements. Applica-
tions are foreseen for the principle in
post-war planning of automobiles, fur-
niture, and personal equipment.Ó

ÒA brief survey of patents issued re-
cently shows a large number of devel-
opments in the paper Þeld whereby the
lowly pulp can be processed into forms
that will be water-proof, ßexible, fusible
and resistant to oils and greases.Ó

ÒA device using charcoal for fueling
motor vehicles is now available. Essen-
tially the ÔGasogeneÕ unit consists of a
generator with a storage capacity of ap-
proximately 100 pounds of charcoal.
This is connected through temperature
reduction and puriÞcation Þlters to a
centrifugal carburetor where the gas
and air are mixed and sent into the in-
take manifold. Tests show that a two-
ton truck with a Gasogene generator
and operated over fairly hilly roads av-
eraged a speed of 30.5 miles per hour
using 1.4 pounds of charcoal per mile.Ó

OCTOBER 1894

ÒMr. Garrett P. Serviss, the well-known
astronomer, said recently that the great
question in regard to Mars is whether it
is now inhabited, or whether its ability
to support animal life has departed. He
said that Prof. Campbell, of the Lick Ob-
servatory, has, by spectroscopic obser-
vation, proved that Mars shows no more

evidence of an atmosphere than the
moon. Yet the existence of polar snows
and of moisture seemed to indicate the
presence of an atmosphere which, al-
though possibly very rare, might be suf-
Þcient to support some form of animal
life adapted to such an atmosphere.Ó

ÒIn a recently published volume of
lectures by Ruskin he says: ÔI cannot ex-
press the amazed awe, the crushed hu-
mility, with which I sometimes watch a
locomotive take its breath at a railroad
station, and think what work there is in
its bars and wheels, and what manner
of men they must be who dig brown
ironstone out of the ground and forge
it into that!Õ Ó

ÒThe manufacture of glass has pro-
gressed so rapidly in the last twelve
years that it may now be asked what
cannot be done with glass. Even con-
ducting pipes of large diameter have
been made of it, tiles, drains, tubs, cur-
tains, furniture, chimneys, and even
houses. Glass is now blown mechanical-
ly. And as this machine has the breath
of a giant, it has become very easy to
manufacture objects of great size.Ó

ÒNotation or reproduction of the nois-
es of the frog is not an easy thing to do.
Yet the music of Hermann Landois, ex-
ecuted by a harsh, youthful voice, is ca-
pable of recalling pretty closely the
croaking of the green frog. Notation of
the croaking of the green frog [see illus-

tration above] is diÛcult, but register-
ing the jerky notes of the spotted frogs
and tree frogs is quite easy. The spotted
frog, generally considered mute, has a
simple ÔsongÕ at the period of spawn-
ing. It merely repeats a single note. As
regards tree frogs and the Pelobatides,
their voice is sonorous and clear, and
may be compared to the sounds of a
silver bell. In a general way, the sounds
of frogs may be registered as follows:
ÔBrekeke-brekeke, krekete! Kpate too-oo-
oo! brekete, brekete! brekete, kwarr, bre-
kete, too-oo!ÕÑLa Science en Famille.Ó

ÒJefferson was fond of telling a story
which illustrates the importance that
absurdly insigniÞcant matters may
sometimes assume. When the delibera-
tive body that gave the world the Dec-
laration of Independence was in session,
its proceedings were conducted in a hall
close to a livery stable. The weather was
warm, and from the stable came swarms
of ßies that bit through the thin silk
stockings of the honorable members. 
In despair, some one suggested that
matters be hurried so that the body
might adjourn and get away from the
ßies. The immortal declaration was hur-
riedly copied, and the members has-
tened up to the table to sign the au-
thentic copy. Had it not been for the
livery stable and its inmates, there is
no telling when the document would
have been complete, but it certainly
would not have been signed on the
Fourth of July.ÑNew York Sun.Ó

Music of the green frog
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By Jove!
A cometÕs bombardment 
of Jupiter ignites debate

T
he week-long bombardment of
Jupiter by Comet Shoemaker-Levy
9 has already generated enough

data to sustain decades of astronomy
conferences. ÒWeÕre going to have lots
to argue about,Ó chortles Eugene M.
Shoemaker, a veteran comet hunter,
who together with his wife, Carolyn
Shoemaker, and amateur astron-
omer David Levy discovered the
comet. ÒThis is absolutely the
most dramatic event weÕve
ever observed in the solar
system.Ó The impact has
also, inevitably, aroused
concern over whether,
or when, the earth will
be revisited by some
celestial Shiva.

Just weeks after
the Shoemakers and
Levy discovered the
comet at CaliforniaÕs
Mount Palomar Ob-
servatory on March
24, 1993, further ob-
servations revealed it
to consist of numerous
fragmentsÑeventually
labeled A through WÑ
spread out in space like a
strand of diamonds. Work-
ers calculated that the comet
had broken up during a previous
approach near Jupiter and that it
would plunge into the planet for good
in July 1994.

Before the impact, theorists had ar-
gued over whether the fragments were
solid chunks or merely swarms of grav-
el and dust loosely bound by gravity.

Paul R. Weissman of the Jet Propulsion
Laboratory ( JPL) in Pasadena, Calif.,
who favored the swarm model, predict-
ed in Nature that the event would be a
Òbig ÞzzleÓ as pebbles rained harmless-
ly onto the planet.

Wrong. Fragment G alone propelled a
Þreball thousands of kilometers above
JupiterÕs stratosphere and is thought to
have yielded at least six million mega-
tons of energy. (A megaton is the equiv-

alent of a million tons of TNT.) One
would have to detonate a Hiroshima-
type bomb every second for 10 years to
expend that much energy.

On the other hand, the fragments did
not penetrate as deeply into the planet
as some observers initially believed. The
soot-colored smudges, as broad as the
earth, marking some impact sites ap-
parently do not extend much below Ju-
piterÕs stratosphere. The lack of water
in those regions indicates that the com-
et did not reach the dense banks of
aqueous clouds thought to cloak Jupi-

terÕs lower atmosphere, according
to George H. Rieke of the Uni-

versity of Arizona.
The absence of water also
suggests, surprisingly, that

Shoemaker-Levy itself
contained little or no
water. Some astrono-
mers suspect Shoe-
maker-Levy might
have been a rocky
asteroid rather than
an icy comet. Don-
ald K. Yeomans of
JPL has proposed a
hybrid theory: Shoe-
maker-Levy was an
old comet whose ice

had evaporated, leav-
ing behind a delicate,

spongelike skeleton of
silicon and carbon-based

compounds.
Astronomers hope Galileo,

a spacecraft that happened to
have a direct view of the cometÕs

demise, may dispel some of the
mystery over Shoemaker-LevyÕs charac-
ter. Unfortunately, a programming er-
ror led to the loss of some data coin-
ciding with the collisions, reports Rob-
ert T. Mitchell of JPL. Moreover, a ßawed
antenna limits the spacecraftÕs ability
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SHARDS of Shoemaker-Levy 9 (top) col-
lided with Jupiter this past July, bruising
the planetÕs banded surface.

HUBBLE SPACE TELESCOPE COMET TEAM NASA

H. A. WEAVER and T. E. SMITH Space Telescope Science Institute/NASA

SCIENCE AND THE CITIZEN
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to transmit information. By late Au-
gust, however, Galileo had yielded im-
ages showing at least one fragment of
the comet ßashing through JupiterÕs
stratosphere.

Investigators hope to learn about Ju-
piterÕs alien meteorology by watching

how bruises left by Shoemaker-Levy
disperse. ÒThat will tell us a lot about
the stratospheric winds,Ó says Imke de
Pater of the University of California at
Berkeley. The data may illuminate the
dynamics underlying the planetÕs gaily
colored bands and gigantic red spot.

For some observers, Shoemaker-LevyÕs
impact was a warning shot. The comet
was still hammering Jupiter when the
House of Representatives Committee
on Science, Space and Technology called
on the National Aeronautics and Space
Administration to draw up plans for a
system that could detect asteroids or
comets that might threaten the earth.
NASA quickly created the Near-Earth
Object Search Committee and appoint-
ed Shoemaker as its chairman. The ap-
pointment is appropriate, since Shoe-
maker has long advocated such an ef-
fort. The committee is scheduled to
deliver its initial recommendations ear-
ly next year.

Some researchers, notably Edward
Teller, known as the father of the hy-
drogen bomb, have urged that tests be
conducted to determine whether mis-
siles armed with nuclear explosives
could destroy or deßect an object head-
ed our way. Shoemaker emphasizes that
his committee is chartered to study only
detection, not deßection: ÒMy personal
view is that itÕs very premature to con-
sider [deßection], because the odds are
very low that weÕll Þnd something thatÕs
a real threat.Ó

In fact, an object resembling one of
Shoemaker-LevyÕs smaller fragments
may have blasted the earth less than a
century ago. In 1908 a mysterious ex-
plosion ßattened more than 1,000
square kilometers of a Siberian forest.
Many investigators, notes Arie Gross-
man of the University of Maryland, now
believe the devastation stemmed from
the explosion of a comet in the upper
atmosphere.

ShoemakerÕs analyses of craters on
the moon and the earth suggest that the
earth is likely to be struck once every
100,000 years by an asteroid at least
one kilometer acrossÑwhich is thought
to be large enough to trigger worldwide
eÝects. Given the potential outcome of
such a collision, Shoemaker thinks an
early-warning system will be a worthy
investment. After all, he adds, if Shoe-
maker-Levy had struck the earth rather
than Jupiter, it would have precipitated
Òa global catastrophe.Ó ÑJohn Horgan
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More pictures of the Shoemaker-Levy
impact can be downloaded from Scien-
tiÞc American on America Online. If you
would like to inquire about subscribing
to this service, please dial 1-800-827-
6364, ext. 0208.

BULLÕS-EYE marks where fragment G
blasted Jupiter. The crescent-shaped out-
er ring is broader than the earth. Frag-
ment D made the small spot to the left. H
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Standing Tall
Inner-ear bones provide clues
to the emergence of bipedalism

A
lone among the primates, we hu-
mans are upright creatures, ana-
tomically speaking. That fact 

raises an obvious question: When did
our ancestors Þrst lift their knuckles
from the earth and begin walking tall?
Was Homo erectus, who appeared rough-
ly 1.5 million years ago, the Þrst homi-
nid species to assume a fully upright
posture, or did bipedalism emerge sev-
eral million years earlier among the
australopithecines? 

Now researchers have uncovered a
new source of evidence: a chamber of
the inner ear, which houses organs that
help us maintain our balance while
standing or moving. Although the cham-
ber is buried within one of the thickest
and hardest regions of the skull, its di-
mensions can be measured with high-
resolution computed tomography (CT),
which yields three-dimensional images
of small structures.

Fred Spoor, a Dutch anatomist at the
University College London, developed
the technique. With the help of Frans
Zonneveld, a radiologist at Utrecht Uni-
versity Hospital in the Netherlands,
Spoor has been scanning the inner-ear
chambers of hominid fossils, primates
and modern humans since he was a
graduate student at Utrecht University.
Spoor, Zonneveld and Bernard Wood, a
paleontologist at Liverpool who helped

Spoor analyze the data, have presented
their results in Nature.

After analyzing three H. erectus

skulls, Spoor and his colleagues con-
clude that the species had the same in-
ner-ear structure that modern humans
do. The CT scans support the view that
H. erectus was indeed an ÒobligatoryÓ
biped, who walked and ran exclusive-
ly on two feet. The investigators have
reached a quite diÝerent conclusion
concerning the australopithecines.

The australopithecines, who appeared
more than four million years ago and
persisted for another two million years,
have long resisted easy interpretation.
Their legs and feet resembled those of
modern humans, but, like apes, their
arms were long and their shoulders
heavily muscled. Some workers have ar-
gued that the australopithecines were
fully bipedal; their apelike arms were
merely vestiges of an arboreal past.

The CT scans contradict this view.
The inner ears of four Australopithecus

specimens resembled those of modern
great apes such as chimpanzees and
gorillas. SpoorÕs team suggests that the
australopithecines, though capable of
standing and walking on two feet, still
tended to clamber in trees rather than
amble across the savanna. A proponent
of this view, Kevin D. Hunt of Indiana
University, calls SpoorÕs work Òbrilliant.Ó
There is just one problem: the famous
3.6-million-year-old footprints found in
Africa by Mary Leakey seem too mod-
ern, Hunt says, to have been created by
Australopithecus. The mysteries of our
origins die hard. ÑJohn Horgan
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HOMO ERECTUS was the Þrst hominid with a modern inner-ear structure. In this
scene at the American Museum of Natural History, a couple scares oÝ scavengers. 
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WhatÕs in a Name?
When capybaras become Þsh
and tomatoes are vegetables

T
he classiÞcation of the planetÕs
life-forms has implications that
reach beyond biology. Take the

capybara, a shy and intelligent rodent
that in size (100 pounds) and color
looks much like a pig. Yet in the 16th
century, in response to a petition by
Venezuelans and Colombians, the pope
decreed that the capybara is a Þsh. The
dispensation enables observant com-
municants to consume the creature
during the fast of LentÑmore than 400
tons of it every year, according to a
1991 report by the National Research
Council.

Likewise gracing the Lenten menu in
parts of Canada is the beaverÕs tail. The
scaliness and predominantly aquatic
environment of the appendage per-
suaded the Royal Academy of Sciences
of Paris in the early 1700s to place it in
the piscine order. The faculty of divini-
ty at the University of Paris graciously
deferred to the superior scientiÞc acu-
men of its colleagues.

The judicial system has also indulged
in biological reclassiÞcation. In the late
1800s the Collector of Customs for the
Port of New York declared that the to-
mato was a vegetableÑand therefore

taxable. The importers sued, arguing
that the tomato is botanically a fruit. In
1893 the case went to the U.S. Supreme
Court, which concurred with the de-
fense. (The tomato is now AmericaÕs
second most important commercial
vegetable, after the potato; more than
22 billion pounds are consumed every
year.)

The classiÞcation of fauna can also
prove challenging to amateur taxono-
mists such as the secretary of agricul-
ture. A case in point is the lowly mouse,
at the other end of the rodent scale
from the capybara. The Animal Welfare
Act regulates the use of animals in ex-
periments. As amended in 1970, the
act states that Òthe term ÔanimalÕ means
any live or dead dog, cat, monkey. . .or
such other warm-blooded animal as the
Secretary may determine is being used,
or intended for use, for research.Ó The
U.S. Department of Agriculture argues
that the act allows it to deÞne what an
animal is; mice, rats and birds are not.
(The reason for the omission is appar-
ently economic: if the creatures are
brought under the purview of the act,
inspecting the facilities that use them
would cost at least $1 million a year.)

Animal-welfare groups that sued to
have birds, rats and mice included in
the list of animals were recently told by
the U.S. Court of Appeals that they have
no legal standing: they had not them-
selves been injured by the omission.

Thus, the 15 million or so mice and rats
used in U.S. laboratories each year, be-
ing neither animals nor legal entities,
have yet to gain the protection their
overseas cousins were granted in 1876.
In that year the British Act regulating
animal experimentation was enacted.

(Curiously, because of the issue of
standing, wild animals are easier to
protect under the law than are labora-
tory animals. The plaintiÝ can claim to
have been injured by coming across
the corpse of a wild animal while on a
hike. But whatever happens in a labora-
tory happens out of sight.)

The law has had a consistently turbu-
lent relationship with animals. Often, it
has held them to human standards of
behavior. According to The First Pet His-

tory of the World, by David Comfort, a
chimpanzee was convicted in Indiana
in 1905 of smoking in public. And 75
pigeons were executed in 1973 in Trip-
oli for ferrying stolen money across the
Mediterranean.

On rare occasions the creatures have
reciprocally been granted rights that
humans normally enjoy. In Italy in
1519, while convicting moles of killing
crops, a judge allowed them safe pas-
sage to the next county. He also grant-
ed Òan additional respite of 14 days to
all those which are with young, and to
such as are yet in their infancy.Ó A Fran-
ciscan monastery in Brazil lost its 1713
case against termites. The court agreed
with the defense that termites had pri-
or claim to the land and ordered the
friars to give them their own parcel of
property.

Sometimes the law has veered com-
pletely in favor of animals. A fourth-
century Indian text, the Arthashastra,

states that any man injured by a tame
elephant would be Þned, the presump-
tion being that he had been harassing
it. Hindus classify most animals as gods
(including the mouse, which ferries the
elephant-god, Ganesa, around on its
back) and, needless to say, do not eat
immortals. ÑMadhusree Mukerjee
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SCHOOL OF CAPYBARA rests in warm waters. The rodent was decreed to be a Þsh
by the Roman Catholic Church and is eaten during the Lenten fast. Sitting on the
capybara is a birdÑor is it a reptile?

A Healthy Mess
Congress wonÕt bite 
the cost-control bullet

W
hen the Clinton administration
promised to overhaul health
care in the U.S., it vowed to

create a system that would ensure uni-
versal coverage, maintain Þrst-rate care
and control the cost of medical servic-
es. The most ambitious of these inter-
locking goals may well be the third. The
subject raises mind-numbing technical
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complexities. Worse, it pushes so many
ideological and economic buttons that
several of the bills moving through
Congress make no attempt whatsoever
to introduce cost-control mechanisms.

Yet the U.S. spends a jaw-dropping 14
percent of its gross domestic product
on health care, almost twice as much as
the next most lavish member of the Or-
ganization for Economic Cooperation
and Development. Small wonder : the
medical component of the consumer
price index has steadily outpaced inßa-
tion for decades now. The Congression-
al Budget OÛce (CBO) predicts that un-
der the current system, health care will
consume 20.1 percent of the GDP by
2003. Is the problem so intractable that
only a law that postpones any radical
change indeÞnitely, or one that no one
wants now, is the answer?

Economists, at least, do not think so.
ÒNothing the politicians do now has
anything to do anymore with the Amer-
ican people,Ó says Uwe E. Reinhardt of
Princeton University. ÒThe whole deal
now is about a Rose Garden ceremony.Ó
Victor R. Fuchs, a Stanford Universi-
ty economist and president-elect of the
American Economic Association, agrees.
ÒWeÕre being treated to a really good
shell gameÑboth from the Democrats
and the Republicans.Ó

ÒThere is really an ideological split,Ó

says Rashi Fein of the Harvard School
of Public Health. ÒThere are those who
deeply believe that the marketplace is
the best arbiter, or at least better than
the government, and those who may not
be enamored of the governmentÕs do-
ing it but feel that that will better con-
trol costs.Ó

In the original plan, Hillary and Bill
Clinton leaned toward the latter ap-
proach. Certainly, it is diÛcult to sum-
marize the 1,364-page document their
secret college of experts produced. Nev-
ertheless, a fair encapsulation might
hold that the administration intended
to rein in runaway costs by establishing
purchasing alliances throughout the
country. These large agencies, to which
individual citizens and other beneÞcia-
ries would belong, would collect premi-
ums from their members. The alliance
would then muscle down prices on stan-
dard beneÞts packages by bargaining
with insurance corporations, health
maintenance organizations, individual
physicians and other providers. The
government would deÞne the contents
of the packages.

The White House credited this
planned solution to a model of reform
known as managed competition. Alain
Enthoven, a professor of business at
Stanford and a participant in the Jack-
son Hole Group, a loose band of health

industry executives, public oÛcials and
economists who began meeting in the
mid-1970s, Þrst proposed the idea.

Enthoven made a particularly original
contribution by proposing a mechanism
through which patients would have a
direct economic incentive to reduce
spending on health care. Each individual
in a health care plan would defray part
of the expense by paying some share of
the cost for the coverage. The patient
would be able to save money by choos-
ing the less expensive alternatives from
a menu of health care packages.

Under EnthovenÕs plan, health insur-
ance purchasing cooperatives would ne-
gotiate prices with the provider groups,
who would thereby have an incentive to
give better care for lower prices. Con-
sumer choice, backed with purchasing
power on a large scale, could then keep
prices in checkÑas happens in other
markets.

ClintonÕs plan, according to Enthoven,
fails. The economist has criticized both
the inclusion of price controls and pro-
visions that would prevent plans from
picking physicians and hospitals accord-
ing to quality or cost. Such measures,
he has said, would cripple the private
sectorÕs ability to exert any inßuence
over cost. ÒI called ClintonÕs proposal a
monster in Jackson Hole clothing,Ó he
exclaims.
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The notion of creating massive feder-
al purchasing alliances is all but aban-
doned now. Other critics charge that
ClintonÕs Þnancing strategy, one shared
by House Democrats, would rob many
employers and their workers of any sav-
ings that might emerge from reform.
Under ClintonÕs plan, employers would
pay most of the premium for whichev-
er care package each of their workers
chose. Small business owners, who
could not aÝord this expense, and the
unemployed would receive subsidies
from the government to participate.

An employer mandate, some argue,
will send jobs overseas, fuel layoÝs, re-
duce wages and force many small busi-
nesses to close. The president of Pizza
Hut testiÞed that to balance the burden
of an employer mandate, the price of a
Medium Supreme, now $11, would need
to rise by roughly $1.10. He explained
that in Germany, where Pizza Hut must
insure employees, the same fare costs
$19. Senator Robert Dole of Kansas 
exclaimed that an employer mandate
would drive the price of a pizza to $20.

ÒThe eÝects of an employer mandate
have been severely exaggerated,Ó Rein-
hardt says, adding that the price would
probably rise by no more than 40 cents
a pie. Dough aside, though, he Þnds em-
ployer mandates troublesome because
they create a system far more complex
than the one we now have. Fuchs, too,
takes a critical stance. ÒThe impact
would be exactly the same as raising the
minimum wage by $2 or $3, which has
obvious direct eÝects on the economy.Ó

Fuchs also dislikes direct subsidies:
ÒIn trying to subsidize people explicitly,
we will simply put the near poor in in-
tolerably high tax brackets.Ó The CBO

has indicated that the subsidy package
from the Senate Finance Committee plan
could cost taxpayers an additional $63
billion a year. Martin Feldstein, an eco-
nomics professor at Harvard University
and president and CEO of the National
Bureau of Economic Research, has pre-
dicted a much higher Þgure, closer to
$100 billion.

According to Fuchs, only advocates
of a single-payer system, like that in
Canada, have made clear who will real-
ly pay for universal coverage. In Canada,
the government limits the level of health
care expenditures by rationing. Patients
queue up for costly elective surgical
procedures and other services, just as
Americans waited in line for gasoline
when President Richard M. Nixon im-
posed price controls on that product in
the 1970s. More than 500 economists,
including Enthoven, signed a letter to
the president, dated January 13, asking
him to remove price controls from his
proposal.
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ÒThe price controls in the House are
all pipe dreams, and the Senate, in my
mind, doesnÕt have any,Ó Reinhardt re-
marks. ÒEven with price caps, the vol-
ume keeps running away.Ó Fuchs sees
an even bigger worry associated with
spending caps: ÒAny serious attempt to
slow spending would tend to have a
negative eÝect on medical research and
development.Ó Indeed, many fear that
the reform bills proposed thus far will
eÝectively hobble innovation, a key pro-
cess for ratcheting down prices in other
industries. New cost-saving devices and
drugs might never be developed if in-
vestors fear their returns will be limited.
In 1993 analysts attributed more than
$500 million in canceled stock oÝerings
for medical research Þrms to the threat
of price controls. 

Elizabeth O. Teisberg, a professor at
Harvard Business School, shares this
concern. She states that the legislation
suggested so far aims to remedy only
the symptoms of the nationÕs dysfunc-
tional health care system and ignores
the skewed incentives that cause its
more serious underlying ßaws..  Together
with Michael E. Porter, also at Harvard
Business School, and former surgeon
Gregory B. Brown, now at Vector Securi-
ties International, Teisberg spent three
years studying the health care market.

Teisberg believes the current bills aim
to achieve greater eÛciency only in the
short run and will eventually lead to ra-
tioning or lower quality care. ÒOur Þnd-
ings really ßy in the face of traditional
plans to cut costs,Ó Teisberg explains.
Managed care systems send patients to
specialists within a given network. This
practice promotes the duplication and
protection of specialized services. In an
open market the best providers could
compete eÝectively for patients. ÒThose
having higher costs or lower quality,Ó
Teisberg notes, Òwould be forced to
exit.Ó

She illustrates this point by noting
that the American College of Surgeons
recommends that open-heart surgery
teams perform at least 150 operations
a year. Findings show that teams that
complete fewer than this number have
higher complication rates. That can
lead, in addition to higher morbidity
and mortality, to longer hospital stays
and higher costs. In a system that pro-
vides care through a network, such in-
eÛcient services are protected from
competition. ÒWhen specialists are ex-
empt from competition,Ó Teisberg says,
Òpatients are the losers.Ó

Furthermore, the supply of such ser-
vices begets demand. Twice as many
residents of Manchester, N.H., under-
went open-heart surgery in the year af-
ter a local hospital established an open-

heart surgery clinicÑalthough the rate
of mortality associated with heart dis-
ease in the region had not changed.
ÒItÕs hard to imagine a better recipe for
driving up costs,Ó Teisberg says.

To control costs, Teisberg, Porter and
Brown emphasize that outcome mea-
surementsÑcomparisons of the quality
and price of speciÞc providers and ser-
vicesÑmust be more widely available.
Patients or their alliances or other cor-
porate representatives need to be able
to make informed purchasing decisions.
If consolidation continues or is further
encouraged, Teisberg predicts that com-
petition will exist between networks
only and not between providers.

The Pennsylvania Health Care Cost
Containment Council collected data
showing that referring physicians and
patients often unwittingly recommend
providers that had poorer track records
and higher prices than did nearby rivals.
ÒLuckily, doctors are starting to study
outcome measures,Ó Teisberg says.
ÒFirms are springing up to provide this
kind of information, and groups of
small businesses are looking for better
value.Ó

Indeed, the insurance industry seems
to be implementing modest reforms. So
far in 1994, medical care prices have
risen at roughly half the annual rate
clocked in 1990. Much of this improve-
ment can be credited to various brands
of managed care that have cropped up
in many states.

For example, the Central Florida
Health Care Coalition of private and
public employers in OrlandoÑinclud-
ing Disney, General Mills, GTE and the
school districtÑdevised an information
system to compare the mortality or
complication rates and charges of local
hospitals. Based on that information,
Orlando Regional Hospital conferred
with the best performers and reduced
their expenses per admission by 2 per-
cent the next year. The hospital brought
their Medicare losses down from $12
million annually to roughly zero.

Yet Teisberg warns that without ac-
tion, such promising trends could eas-
ily dissipate. ÒI donÕt think we can be
complacent,Ó she urges. Fuchs, too,
fears that relying on voluntary reform
will prove futile. ÒThe more you bring
people who are poor and sick into the
system, the more you create incentive
for those who are not poor or sick to
get out,Ó he says. Indeed, the fear of ex-
posure to unlimited expense is a power-
ful one. ÒNo other country,Ó Fuchs con-
tinues, Òprovides universal coverage
without a combination of subsidy and
compulsion.Ó

Fein thinks a national budget on
health care spending is necessary. ÒItÕs
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Fishy Repair Jobs
To Þx a damaged neuron,
kill some other brain cells

F
ish are not notably intelligent, but
in one respect their central ner-
vous system has an edge over

that of humans. If neurons (nerve cells)
in the brain or spinal cord of a Þsh are
damaged, they can sometimes repair
themselves. Not so for us: neurons in
the mammalian central nervous system
fail to regenerate, which means that the
paralysis and other losses that can fol-
low injuries are often permanent.

With a compound taken from Þsh
brains, however, neuroscientists in Is-
rael say they have recently coaxed a few
neurons in the severed optic nerves of
mice to regrow and connect to the
brain. Other researchers have achieved
some regeneration in the past, often

using grafts of nerve tissue as guides
for the regrowing neurons. The Israeli
team took a diÝerent approach by acti-
vating latent chemical mechanisms in
the body for killing cells that usually
block regeneration.

More sophisticated treatments de-
rived from this work may one day im-
prove the lives of people who are blind
or paralyzed. ÒI think that in the not too
distant future, we will be able to trans-
plant eyes,Ó speculates Michael Belkin of
the Goldschleger Eye Research Institute
of Tel Aviv University, one of the scien-
tists on the project.

Michal Schwartz of the Weizmann In-
stitute of Science, the teamÕs leader, be-
lieves the Þndings point to a largely
overlooked connection between the ner-
vous and immune systems. Scientists
had once thought inßammation retard-
ed neural repair, but now, she says, Òwe
have no doubt that some inßammation
is essential for regeneration.Ó

During the 1980s, work by Albert J.
Aguayo of McGill University and others
revolutionized neuroscience by proving
that neurons of the central nervous sys-
tem do have the capacity to regenerate,
but only in the right biochemical envi-
ronment. Since then, much of the eÝort
in regeneration research has focused
on identifying the factors that either
promote or inhibit neural growth.

Martin E. Schwab of the University of
Zurich, on the basis of his studies, sug-
gested several years ago that a major
source of the inhibition comes from
oligodendrocytes, one of the types of
glial cells that mechanically support and
nourish neurons in the central nervous
system. A primary job of oligodendro-
cytes is to produce myelin, the fatty
material that sheathes and insulates
the conductive axon Þbers. Yet Schwab
showed that when brain and spinal neu-
rons are damaged, oligodendrocytes also
apparently release a factor that stops
axons from elongating.

Schwartz and her colleagues have
now provided clear evidence for that
theory. ÒOur working hypothesis was
that if Þsh can regenerate spontaneous-
ly, thereÕs a machinery to regulate the
response to injury,Ó she recalls. That
machinery involves an enzyme, called a
nerve-derived transglutaminase, and in-
terleukin-2, a chemical signal produced
by the immune system at sites of in-
ßammation. Schwartz discovered that
the transglutaminase fuses pairs of in-
terleukin-2 molecules into a toxin that
selectively kills oligodendrocytes. 

Her team tested the concept by sev-
ering the optic nerves of mice and ad-
ministering the transglutaminase at the
injury. A small but signiÞcant number
of the neurons in the eye subsequently
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interesting to note that when the gov-
ernmentÕs role in universal coverage
was discussed 20 years ago, the fear was
of a proßigate government that would
bankrupt us,Ó he says. ÒNow it is of a
parsimonious government that will not
spend enough.Ó At this point, Reinhardt
prescribes prayer. ÑKristin Leutwyler
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regrew and connected to the brainÕs vi-
sual system. Electrophysiological tests
conÞrmed that the regenerated axons
did transmit signals, but the researchers
cannot yet say whether the animals per-
ceived the signals as visual information.

ÒIt looks very impressive,Ó remarks
Naomi Kleitman of the Miami Project to
Cure Paralysis of the University of Mia-
mi School of Medicine. ÒI think itÕs a
startling recovery in a mammalian sys-
tem.Ó One unanswered question, she ob-
serves, is what the long-term eÝects of
disrupting the oligodendrocyte popula-
tion might be. SchwartzÕs group found
that the myelin was forming around the
regenerating axons, which suggests that
oligodendrocytes eventually reinÞltrat-
ed the treated area. Whether that mye-
lination would be suÛcient to sustain
optimum nerve function remains to be
seen, Kleitman says.

The researchers do not yet know
whether the same oligodendrocyte-kill-
ing technique would be eÝective in the
spinal cord. According to Bradford T.
Stokes, a spinal-injury specialist at the
Ohio State University Medical Center,
some studies indicate that the optic
nerve and the spinal cord may have dif-
ferent populations of oligodendroglial
cells. If so, the spinal cells might not be
aÝected in the same way. SchwartzÕs
laboratory is investigating the eÝects
of the treatment in the spine now.

Transglutaminase treatments are still
far from a practical therapy. What works
in mice often fails in humans. Moreover,
only about 0.5 percent of the Þbers in
the transected nerve regenerated. ÒWe
got full-length regeneration,Ó Belkin ac-
knowledges. ÒWe didnÕt get full-width
regeneration.Ó On the other hand, he
says, the quantity of the enzyme they
administered was almost Òpure guess-
work. Now that we are doing the dose-
response relationship, IÕm sure we will
get much better growth.Ó

If central nervous system repair does
depend on interleukin-2, Schwartz ar-
gues, then it is only one more example
of the kind of chemical Òcross talkÓ that
seems to occur between the nervous
and immune systems. Damaged neu-
rons and the glial cells called astrocytes
can release a cocktail of growth factors
that attract scavenging macrophages
and other immune system cells. Those
cells in turn secrete factors of their own
that apparently make the site of an in-
jury more conducive to regeneration.

The inability of the mammalian brain
nerves to regenerate may therefore rep-
resent an imbalance in this give and
take that the Þsh enzyme can partially
correct. For now, though, the cure for
paralysis and brain trauma is still the
big one that got away. ÑJohn Rennie
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Daydreaming
Experiments reveal links 
between memory and sleep

A
h, blissful sleep, when we leave our
daily toils behind and slip into 
mindless repose. Or do we? Two

reports in Science, one involving rats
and the other humans, suggest that dur-
ing sleep our brains remain quite busy,
furiously consolidating important mem-
ories that have accumulated during the
day.

In the rat experiments, Matthew A.
Wilson of the Massachusetts Institute
of Technology and Bruce L. McNaugh-
ton of the University of Arizona insert-
ed electrodes into the hippocampus, a
region of the brain thought to be in-
volved in spatial memory. As the rats
learned to navigate a maze, their neu-
rons Þred in certain patterns corre-
sponding to speciÞc parts of the maze.

For several nights after the ratsÕ maze
exercises, their hippocampal neurons
displayed similar Þring patterns; the
rats were apparently playing back their
memories of running the maze. The ma-
jor diÝerence was that the Þring was
more rapid, as if the memories were be-
ing run on fast-forward. The Þring oc-
curred during slow-wave sleep, a phase
of deep (but not dreamless) sleep
marked by low-frequency pulses of

electrical activity in certain regions of
the brain.

The studies of humans were under-
taken at the Weizmann Institute of Sci-
ence in Israel. A team led by Avi Karni
and Dov Sagi trained volunteers to rec-
ognize rapidly the orientation of sym-
bols hidden in images ßashed at the
periphery of their vision. The workers
had previously noted improvements in
performance over a 10-hour period fol-
lowing a training session.

To determine whether sleep played 
a role in this phenomenon, Karni and
Sagi disrupted the sleep of volunteers
after they had had their training ses-
sion. Interfering with the subjectsÕ slow-
wave sleep had no signiÞcant eÝect.
But an equivalent disruption of REM
sleep, which is marked by rapid eye
movements (hence its name) and vivid
dreaming, kept the subjects from im-
proving overnight.

ÒThese results indicate that a pro-
cess of human memory consolidation,
active during sleep, is strongly depen-
dent on REM sleep,Ó the group states.
The experiments lend support to a the-
ory advanced by Jonathan Winson of
the Rockefeller University that dreams
represent, in eÝect, Òpractice sessionsÓ
in which animals hone survival skills.

Why did Karni and Sagi detect mem-
ory consolidation during REM sleep
and Wilson and McNaughton only dur-
ing slow-wave sleep? The answer seems

SLEEPING RATÕS NEURONS display the same pattern as when the rat ran a maze
earlier in the day. The image shows correlations between the Þring of one neuron
(top of the ring) and 73 others. Strongest correlations are red; weakest are blue.
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to be that each group studied a diÝer-
ent type of memory, one involving a
highly repetitious task and the other
the recollection of a place.

Of course, hucksters have long assert-
ed that people can learn new languages
and other skills by listening to tapes
while asleep. Wilson says he has been
inundated with queries from people
wanting to know if these claims are
true. He responds that his research ap-
plies only to memories originally laid
down during waking hours.

Oddly enough, the National Research
Council just completed a study, ÒLearn-
ing, Remembering, Believing: Enhanc-
ing Human Performance,Ó that consid-
ers the claims of learn-while-you-sleep
enthusiasts. The council concludes that
such claims are based on little or no ev-
idence. Please, memory-enhancing prod-
uct makers, withhold your letters. We
just report the news. ÑJohn Horgan

High ProÞle
The Simpson case raises
the issue of DNA reliability

I
n the decade since its invention by
the British geneticist Alec JeÝreys,
DNA proÞling has become an ac-

cepted forensic tool. The Federal Bu-
reau of Investigation performs 2,500
tests a year for federal, state and local
prosecutors, tests that have helped to
convict or exonerate tens of thousands
of suspects. Yet the method continues
to be questioned, primarily by defense
lawyers. The technique may face its
stiÝest challenge yet from the legal
team of O. J. Simpson, whose trial for
the murder of his former wife and a
male friend was slated to begin in the
middle of September.

The Los Angeles district attorneyÕs
oÛce has ordered DNA tests to deter-
mine whether SimpsonÕs blood matches
samples taken from the murder scene
and elsewhere. By late August prelimi-
nary results had placed Simpson at the
scene of the crime, according to a state-
ment by the prosecution. Anticipating
this possible turn of events, SimpsonÕs
legal team had hired experts experi-
enced in challenging DNA proÞling. 

One of these specialists is attorney
Peter J. Neufeld, who critiqued DNA
tests in an article he co-wrote with Ne-
ville Colman for this magazine [ÒWhen
Science Takes the Witness Stand,Ó May
1990]. In an interview, he reveals one
possible strategy for countering DNA
tests implicating his client: an attack on
how scientists calculate the odds that
two people can have the same DNA
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proÞle. The method, Neu-
feld says, has been Òchal-
lenged with success all over
the country.Ó

No one disputes the ba-
sic principles of DNA pro-
Þling. Human genes come
in diÝerent forms, or al-
leles, corresponding, for ex-
ample, to diÝerent eye col-
ors. Genetic typing focuses
on sites on speciÞc chro-
mosomes (the bundles in
which DNA is packaged)
that have many diÝerent
alleles and are therefore
called polymorphic mark-
ers. Forensic clinicians con-
struct a DNA proÞle by an-
alyzing at least three and
usually Þve polymorphic
markers.

In general, markers are
distinguished from each
other by their length. En-
zymes snip the markers
from the longer strands of
DNA within which they are
embedded; markers of dif-
ferent lengths are then sep-
arated from one another through elec-
trophoresis and are ÒtaggedÓ with ra-
dioactive probes, thereby creating
distinctive bands on an x-ray Þlm.
Modern genetic techniques can isolate
markers from as few as 20 cells, a mi-
nute fraction of the number contained
in a single drop of blood.

A DNA proÞle is not as unique as,
say, a Þngerprint. (Most scientists thus
avoid the term ÒDNA Þngerprinting,Ó
originally coined by JeÝreys.) A small
chance does exist that unrelated peo-
ple will have the same set of alleles at
the studied sites. To calculate that prob-
ability, scientists employ the so-called
multiplication rule. They estimate the
frequency with which each allele oc-
curs in the general population and then
multiply that frequency to obtain the
odds of a random match.

For example, previous studies may
show that allele A appears in 2 percent
of a randomly selected population; B in
5 percent; C in 1 percent. So the odds
that two unrelated people will have the
same proÞle are 2/100 × 5/100 × 1/100,
or one in 100,000. By increasing the
number of markers, scientists can push
the odds against a match higher.

This method of calculating odds rests
on a crucial assumption: that the al-
leles of diÝerent markers are inherited
independently of one another. In other
words, if two people both carry allele A,
they are not both more likely to have
allele B as well. The markers employed
in DNA tests were chosen to minimize

such linkages. Nevertheless, critics of
DNA testing have contended that cer-
tain ÒsubgroupsÓÑwhite Europeans, Af-
rican-Americans, Hispanics, AsiansÑ
might have more alleles in common
with one another than would members
of a randomly chosen sample.

In 1992 a committee of the National
Academy of Sciences (NAS) sought to
end the controversy over subgroups by
recommending that courts employ a
Òceiling principleÓ for calculating the
odds of a spurious match. Workers
would consult population studies show-
ing how often each allele appears in the
diÝerent subgroups. The allele would
then be assigned the highest frequency
observed in a subgroup or a value of
10 percent, whichever is largest. Thus,
a DNA match based on Þve alleles can
have no less than one chance in 100,000
of being coincidental.

Far from settling the debate concern-
ing subgroups, the NAS report exacer-
bated it. The academy recently con-
vened yet another committee to recon-
sider and, it is hoped, resolve the issue.
The report is due next year. Neufeld
pounces on the undertaking. The deci-
sion to convene a new committee, he
says, shows that there is Òa tremendous
amount of dispute in the scientiÞc com-
munityÓ over DNA proÞling.

But most of the reportÕs critics
thought the ceiling principle was too
conservativeÑin other words, too favor-
able to defense attorneys. Neil J. Risch
and Bernard Devlin of Yale University

reported in 1992 that they
found no signiÞcant linkage
between markers in an anal-
ysis of several hundred
thousand DNA proÞles kept
by the FBI and a commercial
DNA-testing company. The
probability of a Þve-allele
match between unrelated in-
dividuals was less than one
in a million, or Òvanishingly
small,Ó Risch and Devlin stat-
ed in Science. They added
that Òan innocent suspect
has little to fear from DNA
evidence, unless he or she
has an evil twin.Ó (Or unless
the test is processed incom-
petently or malignly.)

Indeed, the next NAS re-
port may recommend a pro-
cedure that would allow
prosecutors to present ju-
ries with much lower odds
against a spurious match.
ÒThe ceiling principle could
be a last resort, but one
could do better,Ó says James
F. Crow, a geneticist at the
University of Wisconsin who

heads the second NAS committee.
Where might the improvement come
from? According to Crow, scientists
now have many more data on the fre-
quency of polymorphic markers in dif-
ferent ethnic groups than they had
when the Þrst report was published.

Eric S. Lander of the Whitehead Insti-
tute for Biomedical Research, a mem-
ber of the Þrst NAS committee, thinks
prosecutors should stick with the ceil-
ing principle. EÝorts to introduce more
impressive statistics may be interpreted
as a confession of weakness in the ad-
versarial atmosphere of a trial. The dif-
ference between odds of one in 100,000
and one in 10 million, Lander adds, is
signiÞcant Òonly to statisticians.Ó 

Victor A. McKusick of Johns Hopkins
Hospital, chairman of the original NAS
report, is not quite that sanguine. Giv-
en odds of one in 100,000 that a blood
sample came from someone other than
Simpson, a lawyer could point out that
Los Angeles contains 10 million people
and therefore 100 other potential sus-
pects. That argument is obviously spe-
cious, McKusick says. But it could cre-
ate a doubt, no matter how unreason-
able, in a jurorÕs mind.

Statistical issues do not apply to ex-
clusions, and SimpsonÕs lawyers would
have embraced DNA results exonerating
their client. Neufeld and Barry Scheck
of the Benjamin N. Cardozo School of
Law, another Simpson soldier, have
used DNA tests to overturn eight con-
victions since 1992. ÑJohn Horgan
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PETER J. NEUFELD, a member of O. J. SimpsonÕs legal team, is
an attorney who specializes in challenging DNA tests. 
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M
ary Leakey waits for my next
question, watching from behind
a thin curtain of cigar smoke.

Leakey is as famous for her precision,
her love of strong tobaccoÑhalf coro-
nas, preferably DutchÑand her short
answers as she is for some of the most
signiÞcant archaeological and anthro-
pological Þnds of this century. The lat-
ter would have hardly been excavat-
ed without her exactitude and
toughness. And in a profes-
sion scarred by battles of in-
terpretation and of ego, Lea-
keyÕs unwillingness to specu-
late about theories of human
evolution is unique.

These characteristics have
given Leakey a formidable
reputation among journalists
and some of her colleagues.
So have her pets. In her auto-
biography, Disclosing the Past,

Leakey mentions a favorite
dog who tended to chomp
people whom the archaeolo-
gist didnÕt like, Òeven if I have
given no outward sign.Ó So as
we talk in her home outside
Nairobi, I sit on the edge of a
faded sofa, smiling exuber-
antly at her two dalmatians,
Jenny and Sam, waiting for
one of them to bite me. I
quickly note detailsÑher fa-
therÕs paintings on the wall,
the array of silver trophies
from dog shows and a lamp-
shade with cave painting Þg-
ures on itÑin case I have to
leave suddenly. But the two
dogs and soon a cat and lat-
er a puppy sleep or play, and
LeakeyÕs answers, while con-
sistently private, seem less terse than
simply thoughtful.

Leakey Þrst came to Kenya and Tan-
zania in 1935 with her husband, the
paleontologist Louis Leakey, and except
for forays to Europe and the U.S., she
has been there ever since. During those
many years, she introduced modern ar-
chaeological techniques to African Þeld-
work, using them to unearth stone tools
and fossil remains of early humans that
have recast the way we view our origins.
Her discoveries made the early ape Pro-

consul, Olduvai Gorge, the skull of Zin-

janthropus and the footprints of Lae-

toli, if not household names, at least
terms familiar to many.

Leakey was born in England, raised
in large part in France and appears to
have been independent, exacting and
abhorrent of tradition from her very be-
ginnings. Her father, an artist, took his
daughter to see the beautiful cave paint-
ings at such sites as Fond de Gaume
and La Mouthe and to view some of the
stone and bone tools being studied by
French prehistorians. As she has writ-
ten, these works of art predisposed Lea-

key toward digging, drawing and ear-
ly history: ÒFor me it was the sheer in-
stinctive joy of collecting, or indeed one
could say treasure hunting: it seemed
that this whole area abounded in objects
of beauty and great intrinsic interest
that could be taken from the ground.Ó

These leanings ultimately induced
Leakey at the age of about 17 to begin
working on archaeological expeditions
in the U.K. She also attended lectures
on archaeology, prehistory and geology
at the London Museum and at Universi-
ty College London. Leakey says she nev-
er had the patience for formal education

and never attended university; she nev-
er attended her governesses either. (At
the same time, she is delighted with her
many honorary degrees: ÒWell, I have
worked for them by digging in the sun.Ó)

A dinner party following a lecture
one evening led her, in turn, to Louis
Leakey. In 1934 the renowned research-
er asked Mary, already recognized for
her artistic talents, to do the illustra-
tions for a book. The two were soon oÝ
to East Africa. They made an extraordi-
nary team. ÒThe thing about my moth-

er is that she is very low pro-
Þle and very hard working,Ó
notes Richard E. Leakey, for-
mer director of the Kenya
Wildlife Service, an iconoclast
known for his eÝorts to ban
ivory trading and a distin-
guished paleontologist. ÒHer
commitment to detail and per-
fection made my fatherÕs ca-
reer. He would not have been
famous without her. She was
much more organized and
structured and much more of
a technician. He was much
more excitable, a magician.Ó

What the master and the
magician found in their years
of brushing away the past did
not come easily. From 1935
until 1959 the two worked at
various sites throughout Ken-
ya and Tanzania, searching for
the elusive remains of early
humans. They encountered all
kinds of obstacles, including
harsh conditions in the bush
and sparse funding. Success
too was sparseÑuntil 1948. In
that year Mary found the Þrst
perfectly preserved skull and
facial bones of a hominoid,
Proconsul, which was about
16 million years old. This tiny

Miocene ape, found on Rusinga Island
in Lake Victoria, provided anthropolo-
gists with their Þrst cranium from what
was thought to be the missing linkÑa
tree-dwelling monkey boasting a bigger
brain than its contemporaries.

Proconsul was a stupendous Þnd, but
it did not improve the ßow of funds.
The Leakeys remained short of Þnan-
cial support until 1959. The big break
came one morning in Olduvai Gorge, an
area of Tanzania near the Great Rift Val-
ley that slices East Africa from north to
south. Again it was Mary who made the
discovery. Louis was sick, and Mary went

PROFILE: MARY LEAKEY

Unearthing History

ARCHAEOLOGIST MARY LEAKEY sits with dalmatian, Sam.
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out to hunt around. Protruding slightly
from one of the exposed sections was a
roughly 1.8-million-year-old hominid
skull, soon dubbed Zinjanthropus. Zinj
became the Þrst of a new groupÑAus-

tralopithecus boiseiÑand the Þrst such
skull to be found in East Africa.

ÒFor some reason, that skull caught
the imagination,Ó Leakey recalls, paus-
ing now and then to relight her slowly
savored cigar or to chastise a dalmatian
for being too forward. ÒBut what it also
did, and that was very important for
our point of view, it caught the imagi-
nation of the National Geographic Soci-
ety, and as a result they funded us for
years. That was exciting.Ó

How Zinj Þts into the family tree is
not something Leakey will speculate
about. ÒI never felt interpretation was
my job. What I came to do was to dig
things up and take them out as well as
I could,Ó she describes. ÒThere is so
much we do not know, and the more
we do know, the more we realize that
early interpretations were completely
wrong. It is good mental exercise, but
people get so hot and nasty about it,
which I think is ridiculous.Ó

I try to press her on another bone 
of contention: Did we Homo sapiens

emerge in Africa, or did we spring up
all over the world from diÝerent ances-
tors, a theory referred to as the multi-
regional hypothesis? Leakey starts to
laugh. ÒYouÕll get no fun out of me over
these things. If I were Richard, I would
talk to you for hours about it, but I just
donÕt think it is worth it.Ó She pauses.
ÒI really like to feel that I am on solid
ground, and that is never solid ground.Ó

In the Þeld, Leakey was clearly on ter-
ra Þrma. Her sites were carefully plot-
ted and dated, and their stratigraphyÑ
that is, the geologic levels needed to es-
tablish the age of ÞndsÑwas rigorously
maintained. In addition to the hominid
remains found and catalogued at Oldu-
vai, Leakey discovered tools as old as
two million years: Oldowan stone tools.
She also recorded how the artifacts
changed over time, establishing a sec-
ond form, Developed Oldowan, that was
in use until some 500,000 years ago.

ÒThe archaeological world should be
grateful that she was in charge at Oldu-
vai,Ó notes Rick Potts, a physical an-
thropologist from the Smithsonian In-
stitution who is studying Olorgesailie, 
a site about an hour south of Nairobi
where the Leakeys found ancient stone
axes in 1942. Now, as they did then, the
tools litter the white, sandy Maasai sa-
vanna. The most beautiful ones have
been stolen, and one of LeakeyÕs current
joys is that the Smithsonian is restor-
ing the site and its small museum and
plans to preserve the area.

Olduvai Gorge has not fared as well.

After years of residence and work there,
and after the death of Louis in 1972,
Mary Þnally retired in 1984. Since then,
she has worked to Þnish a Þnal volume
on the Olduvai discoveries and has also
written a book on the rock paintings of
Tanzania. ÒI got too old to live in the
bush,Ó she explains. ÒYou really need to
be youngish and healthy, so it seemed
stupid to keep going.Ó Once she left,
however, the site was ignored. ÒI go once

a year to the Serengeti to see the wilde-
beest migrations because that means a
lot to me, but I avoid Olduvai if I can
because it is a ruin. It is most depress-
ing.Ó In outraged voice, she snaps out a
litany of losses: the abandoned site, the
ruined museum, the stolen artifacts, the
lost catalogues. ÒFortunately, there is so
much underground still. It is a vast
place, and there is plenty more under
the surface for future generations that
are better educated.Ó

LeakeyÕs most dramatic discovery,
made in 1978, and the one that she con-
siders most important, has also been all
but destroyed since she left the Þeld.
The footprints of Laetoli, an area near
Olduvai, gave the world the Þrst posi-
tive evidence of bipedalism. Three hom-
inids had walked over volcanic ash,
which fossilized, preserving their tracks.
The terrain was found to be about 3.6
million years old. Although there had
been suggestions in the leg bones of
other hominid fossils, the footprints
made the age of bipedalism incontro-
vertible. ÒIt was not as exciting as some
of the other discoveries, because we
did not know what we had,Ó she notes.
ÒOf course, when we realized what they
were, then it was really exciting.Ó 

Today the famous footprints may only
be salvaged with the intervention of the
Getty Conservation Institute. ÒOh, they
are in a terrible state,Ó Leakey exclaims.
ÒWhen I left, I covered them over with
a mound of river sand and then some
plastic sheeting and then more sand
and a lot of boulders on top to keep
the animals oÝ and the Maasai oÝ.Ó But
acacia trees took root and grew down
among the tracks and broke them up.

Although Leakey steers clear of con-
troversy in her answers and her writ-
ings, she has not entirely escaped it.
She and Donald Johanson, a paleontol-
ogist at the Institute of Human Origins
in Berkeley, Calif., have feuded about the

relation between early humans found
in Ethiopia and in Laetoli. ( Johanson set
up his organization as a philosophical
counterweight to the L.S.B. Leakey Foun-
dation.) And some debate erupted about
how many prints there were at Laetoli.
Tim White of the University of Califor-
nia at Berkeley claimed that there were
only two and that Leakey and her crew
had made the other track with a tool
during excavation. LeakeyÕs response?
ÒIt was a nonsense,Ó she laughs, and
we are on to the next subject.

A subject Leakey does not like. Ò ÔWhat
was it like to be a woman? A mother? A
wife?Õ I mean that is all such nonsense,Ó
she declares. LeakeyÑlike many other
female scientists of her generation, in-
cluding Nobel laureates Rita Levi-Mon-
talcini and Gertrude Belle ElionÑdis-
likes questions about being a woman in
a manÕs Þeld. Her sex played no role in
her work, she asserts. She just did what
she wanted to do. ÒI was never con-
scious of it. I am not lying for the sake
of anything. I never felt disadvantaged.Ó

Leakey just did her work, surviving
bitter professional wars in anthropolo-
gy and political upheavals. In 1952 Lou-
is, who had been made a member of
the Kikuyu tribe during his childhood
in Africa, was marked for death during
the Mau Mau uprising. The four years
during the height of the rebellion were
terrifying for the country. The brakes
on MaryÕs car were tampered with, and
a relative of LouisÕs was murdered. The
house that Leakey lives in today was
designed during this time: a low, white
square structure with a central court-
yard where the dogs can run at night.

These pets are very important to Lea-
keyÑa source of companionship and
safety out in the bush. She admires the
traits in them that others admire in
her : independence and initiative. (Any
small joy that I have about emerging
from her house unbitten fades sadly
when I reread the section in her autobi-
ography about her telepathic dalmatian
and learn that he died years ago.)

We seem to have covered everything,
and so she reviews her discoveries
aloud. ÒBut you have not mentioned the
fruits,Ó she reminds me. One of Lea-
keyÕs favorite Þnds is an assortment of
Miocene fossils: intact fruits, seeds, in-
sectsÑincluding one entire ant nestÑ
and a lizard with its tongue hanging out.
They lay all over the sandy ground of
Rusinga Island. ÒWe only found them
because we sat down to smoke a ciga-
rette, hot and tired, and just saw all
these fruits lying on the ground next to
us. Before that we had been walking all
over them all over the place.Ó She stops.
ÒYou know, you only Þnd what you are
looking for, really, if the truth be
known.Ó ÑMarguerite Holloway
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I
n Walt WhitmanÕs often quoted
poem ÒWhen I Heard the LearnÕd
Astronomer,Ó the poet tells how, be-

ing shown the astronomerÕs charts and
diagrams, he became tired and sick and
wandered oÝ by himself to look up Òin
perfect silence at the stars.Ó Generations
of scientists have been annoyed by these
lines. The sense of beauty and wonder
does not become atrophied through the
work of science, as Whitman implies.
The night sky is as beautiful as ever, to
astronomers as well as to poets. And as
we understand more and more about
nature, the scientistÕs sense of wonder
has not diminished but has rather be-
come sharper, more narrowly focused
on the mysteries that still remain.

The nearby stars that Whitman could
see without a telescope are now not so

mysterious. Massive computer codes
simulate the nuclear reactions at the
starsÕ cores and follow the ßow of ener-
gy by convection and radiation to their
visible surfaces, explaining both their
present appearance and how they have
evolved. The observation in 1987 of
gamma rays and neutrinos from the su-
pernova in the Large Magellanic Cloud
provided dramatic conÞrmation of the
theory of stellar structure and evolution.
These theories are themselves beauti-
ful to us, and knowing why Betelgeuse
is red may even add to the pleasure of
looking at the winter sky.

But there are plenty of mysteries left,
many of them discussed by other au-
thors in this issue. Of what kind of mat-
ter are galaxies and galactic clusters

made? How did the stars, planets and
galaxies form? How widespread in the
universe are habitats suitable for life?
How did the earthÕs oceans and atmo-
sphere form? How did life start? What
are the relations of cause and eÝect be-
tween the evolution of life and the ter-
restrial environment in which it has oc-
curred? How large is the role of chance
in the origin of the human species? How
does the brain think? How do human
institutions respond to environmental
and technological change?

We may be very far from the solution
of some of these problems. Still, we can
guess what kinds of solutions they will
have, in a way that was not possible
when ScientiÞc American was founded
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Life in the Universe
We comprehend the universe and our place in it. But there are 

limits to what we can explain at present. Will research 
at the boundaries of science reveal a special role for intelligent life?

by Steven Weinberg
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150 years ago. New ideas and insights
will be needed, which we can expect to
Þnd within the boundaries of science
as we know it.

Then there are mysteries at the outer
boundaries of our science, matters that
we cannot hope to explain in terms of
what we already know. When we explain
anything we observe, it is in terms of
scientiÞc principles that are themselves
explained in terms of deeper principles.
Following this chain of explanations,
we are led at last to laws of nature that
cannot be explained within the bound-
aries of contemporary science. And in
dealing with life and many other as-
pects of nature, our explanations have
a historical component. Some historical
facts are accidents that can never be
explained, except perhaps statistically:
we can never explain precisely why life
on the earth takes the form it does, al-
though we can hope to show that some
forms are more likely than others. We
can explain a great deal, even where his-
tory plays a role, in terms of the condi-
tions with which the universe began, as
well as the laws of nature. But how do
we explain the initial conditions? A fur-
ther complex of puzzles overhangs the
laws of nature and the initial condi-
tions.. It concerns the dual role of intel-
ligent lifeÑas part of the universe we
seek to explain, and as the explainer.

The laws of nature as we currently
understand them allow us to trace the
observed expansion of the universe back
to what would be a true beginning, a mo-
ment when the universe was inÞnitely
hot and dense, some 10 to 20 billion

years ago. We do not have enough con-
Þdence in the applicability of these laws
at extreme temperatures and densities
to be sure that there really was such a
moment, much less to work out all the
initial conditions, if there were any. For
the present, we cannot do better than
to describe the initial conditions of the
universe at a time about 10Ð12 second
after the nominal moment of inÞnite
temperature.

T
he temperature of the universe
had dropped by then to about
1015 degrees, cool enough for us

to apply our physical theories. At these
temperatures the universe would have
been Þlled with a gas consisting of all
the types of particles known to high-
energy nuclear physics, together with
their antiparticles, continually being an-
nihilated and created in their collisions.
As the universe continued to expand
and cool, creation became slower than
annihilation, and almost all the particles

and antiparticles disappeared. If there
had not been a small excess of electrons
over antielectrons, and quarks over an-
tiquarks, then ordinary particles like
electrons and quarks would be virtual-
ly absent in the universe today. It is this
early excess of matter over antimatter,
estimated as one part in about 1010,
that survived to form light atomic nu-
clei three minutes later, then after a mil-
lion years to form atoms and later to
be cooked to heavier elements in stars,
ultimately to provide the material out
of which life would arise. The one part
in 1010 excess of matter over antimat-
ter is one of the key initial conditions
that determined the future development
of the universe.

In addition, there may exist other
types of particles, not yet observed in
our laboratories, that interact more
weakly with one another than do quarks
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and electrons and that therefore would
have annihilated relatively slowly. Large
numbers of these exotic particles would
have been left over from the early uni-
verse, forming the Òdark matterÓ that
now apparently makes up much of the
mass of the universe.

F
inally, although it is generally 
assumed that when the universe
was 10Ð12 second old its contents

were pretty nearly the same everywhere,
small inhomogeneities must have exist-
ed that triggered the formation, mil-
lions of years later, of the Þrst galaxies
and stars. We cannot directly observe
any inhomogeneities at times earlier
than about a million years after the be-
ginning, when the universe Þrst became
transparent. Astronomers are currently
engaged in mapping minute variations
in the intensity of the cosmic micro-
wave radiation background that was
emitted at that time, using them to in-
fer the primordial distribution of mat-
ter. This information can in turn be used
to deduce the initial inhomogeneities
at 10Ð12 second after the beginning.

From the austere viewpoint of funda-
mental physics, the history of the uni-
verse is just an illustrative example of
the laws of nature. At the deepest level
to which we have been able to trace our
explanations, those laws take the form
of quantum Þeld theories. When quan-
tum mechanics is applied to a Þeld such
as the electromagnetic Þeld, it is found
that the energy and momentum of the
Þeld come in bundles, or quanta, that
are observed in the laboratory as parti-
cles. The modern Standard Model posits
an electromagnetic Þeld, whose quanta

are photons; an electron Þeld, whose
quanta are electrons and antielectrons;
and a number of other Þelds whose
quanta are particles called leptons and
antileptons. There are various quark
Þelds whose quanta are quarks and an-
tiquarks, and there are 11 other Þelds
whose quanta are the particles that
transmit the weak and strong forces
that act on the elementary particles.

The Standard Model is certainly not
the Þnal law of nature. Even in its sim-
plest form it contains a number of ar-
bitrary features. Some 18 numerical pa-
rameters exist whose values have to be
taken from experiment, and the multi-
plicity of types of quarks and leptons
is unexplained. Also, one aspect of the
model is still uncertain: we are not sure
of the details of the mechanism that
gives masses to the quarks, electrons
and other particles. This is the puzzle
that was to have been solved by the now
canceled Superconducting Super Collid-
er. We hope it will be unraveled by the
Large Hadron Collider being planned at
CERN near Geneva. Finally, the model is
incomplete; it does not include gravita-
tion. We have a good Þeld theory of grav-
itation, the General Theory of Relativi-
ty, but the quantum version of this the-
ory breaks down at very high energies.

It is possible that all these problems
will Þnd their solution in a new kind of
theory known as string theory. The
point particles of quantum Þeld theory
are reinterpreted in string theory as
tiny, extended one-dimensional objects
called strings. These strings can exist in
various modes of vibration, each mode
appearing in the laboratory as a diÝer-
ent type of particle. String theory not

only provides a quantum description of
gravitation that makes sense at all en-
ergies; one of the modes of vibration of
a string would appear as a particle with
the properties of the graviton, the quan-
tum of the gravitational Þeld, so string
theory even oÝers an explanation of
why gravitation exists. Further, there are
versions of string theory that predict
something like the menu of Þelds in-
corporated in the Standard Model.

But string theory has had no success-
es yet in explaining or predicting any of
the numerical parameters of the Stan-
dard Model. Moreover, strings are much
too small for us to detect directly the
stringy nature of elementary particles;
a string is smaller relative to an atomic
nucleus than is a nucleus relative to a
mountain. The intellectual investment
now being made in string theory with-
out the slightest encouragement from
experiment is unprecedented in the his-
tory of science. Yet for now, it oÝers our
best hope for a deeper understanding
of the laws of nature.

T
he present gaps in our knowl-
edge of the laws of nature stand
in the way of explaining the ini-

tial conditions of the universe, at 10Ð12

second after the nominal beginning, in
terms of the history of the universe at
earlier times. Calculations in the past
few years have made it seem likely that
the tiny excess of quarks and electrons
over antiquarks and antielectrons at
this time was produced a little earlier,
at a temperature of about 1016 degrees.
At that moment the universe went
through a phase transition, something
like the freezing of water, in which the
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known elementary particles for the Þrst
time acquired mass. But we cannot ex-
plain why the excess produced in this
way should be one part in 1010, or cal-
culate its precise value, until we under-
stand the details of the mass-produc-
ing mechanism.

The other initial condition, the degree
of inhomogeneity in the early universe,
may trace back to even earlier times. In
our quantum Þeld theories of elemen-
tary particles, including the simplest
version of the Standard Model, several
Þelds pervade the universe, taking non-
zero values even in supposedly empty
space. In the present state of the uni-
verse, these Þelds have reached equilib-
rium values, which minimize the ener-
gy density of the vacuum. This vacuum
energy density, also known as the cos-
mological constant, can be measured
through the gravitational Þeld that it
produces. It is apparently very small. 

In some modern theories of the early
universe, however, there was a very ear-
ly time when these Þelds had not yet
reached their equilibrium values, so that
the vacuum would have had an enor-
mous energy density. This energy would
have produced a rapid expansion of the
universe, known as inßation. Tiny inho-
mogeneities that would have been pro-
duced by quantum ßuctuations before
this inßation would have been magni-
Þed in the expansion and could have
produced the much larger inhomoge-
neities that millions of years later trig-
gered the formation of galaxies. It has
even been conjectured that the inßa-
tion that began the expansion of the

visible universe did not occur through-
out the cosmos. It may instead have
been just one local episode in an eter-
nal succession of local inßations that
occur at random throughout an inÞnite
universe. If this is true, then the prob-
lem of initial conditions disappears;
there was no initial moment. 

In this picture, our local expansion
may have begun with some special in-
gredients or inhomogeneities, but like
the forms of life on the earth, these
could be understood only in a statisti-
cal sense. Unfortunately, at the time of
inßation gravitation was so strong that
quantum gravitational eÝects were im-
portant. So these ideas will remain spec-
ulative until we understand the quan-
tum theory of gravitationÑperhaps in
terms of something like a string theory.

T
he experience of the past 150
years has shown that life is sub-
ject to the same laws of nature as

is inanimate matter. Nor is there any ev-
idence of a grand design in the origin or
evolution of life. There are well-known
problems in the description of con-
sciousness in terms of the working of
the brain. They arise because we each
have special knowledge of our own con-
sciousness that does not come to us
from the senses. In principle, no obsta-
cle stands in the way of explaining the
behavior of other people in terms of
neurology and physiology and, ulti-
mately, in terms of physics and history.
When we have succeeded in this en-
deavor, we should Þnd that part of the

explanation is a program of neural ac-
tivity that we will recognize as corre-
sponding to our own consciousness.

But as much as we would like to take
a uniÞed view of nature, we keep en-
countering a stubborn duality in the
role of intelligent life in the universe,
as both subject and student. We see
this even at the deepest level of mod-
ern physics. In quantum mechanics the
state of any system is described by a
mathematical object known as the wave
function. According to the interpreta-
tion of quantum mechanics worked out
in Copenhagen in the early 1930s, the
rules for calculating the wave function
are of a very diÝerent character from
the principles used to interpret it. On
one hand, there is the Schr�dinger equa-
tion, which describes in a perfectly de-
terministic way how the wave function
of any system changes with time. Then,
quite separate, there is a set of princi-
ples that tells how to use the wave func-
tion to calculate the probabilities of var-
ious possible outcomes when someone
makes a measurement.

The Copenhagen interpretation holds
that when we measure any quantity,
such as position or momentum, we are
intervening in a way that causes an un-
predictable change in the wave func-
tion, resulting in a wave function for
which the measured quantity has some
deÞnite value, in a manner that cannot
be described by the deterministic Schr�-
dinger equation. For instance, before a
measurement the wave function of a
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spinning electron is generally a sum of
terms corresponding to diÝerent direc-
tions of the electronÕs spin; in such a
state the electron cannot be said to be
spinning in any particular direction. If
we measure whether the electron is
spinning clockwise or counterclockwise
around some axis, however, we some-
how change the electronÕs wave function
so that it is deÞnitely spinning one way
or the other. Measurement is thus re-
garded as something intrinsically diÝer-
ent from anything else in nature. And al-
though opinions diÝer, it is hard to iden-
tify anything special that qualiÞes some
process to be called a measurement,
except its eÝect on a conscious mind.

Among physicists and philosophers
one Þnds at least four diÝerent reac-
tions to the Copenhagen interpretation.
The Þrst is simply to accept it as it
stands. This attitude is mostly limited
to those who are attracted to the old,
dualistic worldview that puts life and
consciousness on a diÝerent footing
from the rest of nature. The second at-
titude is to accept the rules of the Co-
penhagen interpretation for practical
purposes, without worrying about their
ultimate interpretation. This attitude is
by far the most common among work-
ing physicists. The third approach is to
try to avoid these problems by chang-
ing quantum mechanics in some way.
So far no such attempt has found much
acceptance among physicists.

The Þnal approach is to take the
Schr�dinger equation seriously, to give
up the dualism of the Copenhagen in-
terpretation and to try to explain its
successful rules through a description
of measurers and their apparatus in
terms of the same deterministic evolu-
tion of the wave function that governs
everything else. When we measure some
quantity (like the direction of an elec-
tronÕs spin), we put the system in an

environment (for instance, a magnetic
Þeld) where its energy (or momentum)
has a strong dependence on the value
of the measured quantity. According to
the Schr�dinger equation, the diÝerent
terms in the wave function that corre-
spond to diÝerent energies will oscillate
at rates proportional to these energies. 

A measurement thus makes the terms
of the wave function that correspond
to diÝerent values of a measured quan-
tity, such as an electron spin, oscillate
rapidly at diÝerent rates, so they can-
not interfere with one another in any
future measurement, just as the signals
from radio stations broadcasting at
widely spaced frequencies do not inter-
fere. In this way, a measurement causes
the history of the universe for practical
purposes to diverge into diÝerent non-
interfering tracks, one for each possi-
ble value of the measured quantity. 

Y
et how do we explain the Copen-
hagen rules for calculating the
probabilities for these diÝerent

ÒworldtracksÓ in a world governed by
the completely deterministic Schr�din-
ger equation? Progress has recently been
made on this problem, but it is not yet
deÞnitely solved. (For what it is worth, I
prefer this last approach, although the
second has much to recommend it.)

It is also diÛcult to avoid talking
about living observers when we ask why
our physical principles are what they
are. Modern quantum Þeld theory and
string theory can be understood as an-
swers to the problem of reconciling
quantum mechanics and special relativ-
ity in such a way that experiments are
guaranteed to give sensible results. We
require that the results of our dynami-
cal calculations must satisfy conditions
known to Þeld theorists as unitarity,

positivity and cluster decomposition.
Roughly speaking, these conditions re-
quire that probabilities always add up
to 100 percent, that they are always pos-
itive and that those observed in distant
experiments are not related. 

This is not so easy. If we try to write
down some dynamical equations that
will automatically give results consis-
tent with some of these conditions, we
usually Þnd that the results violate the
other conditions. It seems that any rel-
ativistic quantum theory that satisÞes
all these conditions must appear at suf-
Þciently low energy like a quantum Þeld
theory. That is presumably why nature
at accessible energies is so well de-
scribed by the quantum Þeld theory
known as the Standard Model. 

Also, so far as we can tell, the only
mathematically consistent relativistic
quantum theories that satisfy these con-
ditions at all energies and that involve
gravitation are string theories. Further,
the student of string theory who asks
why one makes this or that mathemati-
cal assumption is told that otherwise
one would violate physical principles
like unitarity and positivity. But why are
these the correct conditions to impose
on the results of all imaginable experi-
ments if the laws of nature allow the
possibility of a universe that contains no
living beings to carry out experiments?

This question does not intrude on
much of the actual work of theoretical
physics, but it becomes urgent when we
seek to apply quantum mechanics to
the whole universe. At present, we do
not understand even in principle how
to calculate or interpret the wave func-
tion of the universe, and we cannot re-
solve these problems by requiring that
all experiments should give sensible re-
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sults, because by deÞnition there is no
observer outside the universe who can
experiment on it.

T
hese mysteries are heightened
when we reßect how surprising it
is that the laws of nature and the

initial conditions of the universe should
allow for the existence of beings who
could observe it. Life as we know it
would be impossible if any one of sev-
eral physical quantities had slightly dif-
ferent values. The best known of these
quantities is the energy of one of the
excited states of the carbon 12 nucleus.
There is an essential step in the chain of
nuclear reactions that build up heavy
elements in stars. In this step, two heli-
um nuclei join together to form the un-
stable nucleus of beryllium 8, which
sometimes before Þssioning absorbs
another helium nucleus, forming carbon
12 in this excited state. The carbon 12
nucleus then emits a photon and decays
into the stable state of lowest energy. In
subsequent nuclear reactions carbon is
built up into oxygen and nitrogen and
the other heavy elements necessary for
life. But the capture of helium by beryl-
lium 8 is a resonant process, whose re-
action rate is a sharply peaked function
of the energies of the nuclei involved. If
the energy of the excited state of car-
bon 12 were just a little higher, the rate
of its formation would be much less, so
that almost all the beryllium 8 nuclei
would Þssion into helium nuclei before
carbon could be formed. The universe
would then consist almost entirely of

hydrogen and helium, without the in-
gredients for life.

Opinions diÝer as to the degree to
which the constants of nature must be
Þne-tuned to make life necessary. There
are independent reasons to expect an
excited state of carbon 12 near the res-
onant energy. But one constant does
seem to require an incredible Þne-tun-
ing: it is the vacuum energy, or cosmo-
logical constant, mentioned in connec-
tion with inßationary cosmologies.

Although we cannot calculate this
quantity, we can calculate some contri-
butions to it (such as the energy of
quantum ßuctuations in the gravitation-
al Þeld that have wavelengths no short-
er than about 10Ð33 centimeter). These
contributions come out about 120 or-
ders of magnitude larger than the max-
imum value allowed by our observa-
tions of the present rate of cosmic ex-
pansion. If the various contributions to
the vacuum energy did not nearly can-
cel, then, depending on the value of the
total vacuum energy, the universe either
would go through a complete cycle of
expansion and contraction before life
could arise or would expand so rapidly
that no galaxies or stars could form. 

Thus, the existence of life of any kind
seems to require a cancellation between
diÝerent contributions to the vacuum
energy, accurate to about 120 decimal
places. It is possible that this cancella-
tion will be explained in terms of some
future theory. So far, in string theory as
well as in quantum Þeld theory, the
vacuum energy involves arbitrary con-
stants, which must be carefully adjust-
ed to make the total vacuum energy
small enough for life to be possible.

All these problems can be solved with-
out supposing that life or conscious-
ness plays any special role in the fun-
damental laws of nature or initial con-
ditions. It may be that what we now call
the constants of nature actually vary
from one part of the universe to anoth-
er. (Here ÒdiÝerent parts of the uni-
verseÓ could be understood in various
senses. The phrase could, for example,
refer to diÝerent local expansions aris-
ing from episodes of inßation in which
the Þelds pervading the universe took
diÝerent values or else to the diÝerent
quantum-mechanical worldtracks that
arise in some versions of quantum cos-
mology.) If this is the case, then it would
not be surprising to Þnd that life is
possible in some parts of the universe,
though perhaps not in most. Naturally,
any living beings who evolve to the point
where they can measure the constants
of nature will always Þnd that these
constants have values that allow life to
exist. The constants have other values
in other parts of the universe, but there

is no one there to measure them. (This
is one version of what is sometimes
called the anthropic principle.) Still, this
presumption would not indicate any
special role for life in the fundamental
laws, any more than the fact that the
sun has a planet on which life is possi-
ble indicates that life played a role in
the origin of the solar system. The fun-
damental laws would be those that de-
scribe the distribution of values of the
constants of nature between diÝerent
parts of the universe, and in these laws
life would play no special role.

If the content of science is ultimately
impersonal, its conduct is part of hu-
man culture, and not the least interest-
ing part. Some philosophers and sociol-
ogists have gone so far as to claim that
scientiÞc principles are, in whole or in
part, social constructions, like the rules
of contract law or contract bridge. Most
working scientists Þnd this Òsocial con-
structivistÓ point of view inconsistent
with their own experience. Still, there is
no doubt that the social context of sci-
ence has become increasingly important
to scientists, as we need to ask society
to provide us with more and more ex-
pensive tools: accelerators, space vehi-
cles, neutron sources, genome projects
and so on.

I
t does not help that some politicians
and journalists assume the public
is interested only in those aspects

of science that promise immediate prac-
tical beneÞts to technology or medicine.
Some work on the most interesting
problems of biological or physical sci-
ence does have obvious practical value,
but some does not, especially research
that addresses problems lying at the
boundaries of scientific knowledge. To
earn societyÕs support, we have to make
true what we often claim: that todayÕs
basic scientiÞc research is part of the
culture of our times.

Whatever barriers now exist to com-
munication between scientists and the
public, they are not impermeable. Isaac
NewtonÕs Principia could at Þrst be un-
derstood only by a handful of Europe-
ans. Then the news that we and our uni-
verse are governed by precise, knowable
laws did eventually diÝuse throughout
the civilized world. The theory of evo-
lution was strenuously opposed at Þrst;
now creationists are an increasingly iso-
lated minority. TodayÕs research at the
boundaries of science explores environ-
ments of energy and time and distance
far removed from those of everyday life
and often can be described only in eso-
teric mathematical language. But in the
long run, what we learn about why the
world is the way it is will become part
of everyoneÕs intellectual heritage.
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A
t a particular instant roughly 15 
billion years ago, all the matter 
and energy we can observe, con-

centrated in a region smaller than a
dime, began to expand and cool at an
incredibly rapid rate. By the time the
temperature had dropped to 100 mil-
lion times that of the sunÕs core, the
forces of nature assumed their present
properties, and the elementary particles
known as quarks roamed freely in a sea
of energy. When the universe had ex-
panded an additional 1,000 times, all
the matter we can measure Þlled a re-
gion the size of the solar system.

At that time, the free quarks became
conÞned in neutrons and protons. After
the universe had grown by another fac-
tor of 1,000, protons and neutrons com-
bined to form atomic nuclei, including
most of the helium and deuterium pres-
ent today. All of this occurred within
the Þrst minute of the expansion. Con-
ditions were still too hot, however, for
atomic nuclei to capture electrons. Neu-
tral atoms appeared in abundance only
after the expansion had continued for
300,000 years and the universe was
1,000 times smaller than it is now. The
neutral atoms then began to coalesce
into gas clouds, which later evolved into
stars. By the time the universe had ex-
panded to one Þfth its present size, the
stars had formed groups recognizable
as young galaxies.

When the universe was half its pres-
ent size, nuclear reactions in stars had
produced most of the heavy elements
from which terrestrial planets were
made. Our solar system is relatively
young: it formed Þve billion years ago,
when the universe was two thirds its
present size. Over time the formation of
stars has consumed the supply of gas

in galaxies, and hence the population
of stars is waning. Fifteen billion years
from now stars like our sun will be rela-
tively rare, making the universe a far less
hospitable place for observers like us.

Our understanding of the genesis
and evolution of the universe is one of
the great achievements of 20th-centu-
ry science. This knowledge comes from
decades of innovative experiments and
theories. Modern telescopes on the
ground and in space detect the light
from galaxies billions of light-years
away, showing us what the universe
looked like when it was young. Particle
accelerators probe the basic physics of
the high-energy environment of the ear-
ly universe. Satellites detect the cosmic
background radiation left over from the
early stages of expansion, providing an
image of the universe on the largest
scales we can observe.

Our best eÝorts to explain this wealth
of data are embodied in a theory known
as the standard cosmological model or
the big bang cosmology. The major
claim of the theory is that in the large-
scale average the universe is expanding
in a nearly homogeneous way from a
dense early state. At present, there are
no fundamental challenges to the big
bang theory, although there are certain-
ly unresolved issues within the theory
itself. Astronomers are not sure, for ex-
ample, how the galaxies were formed,
but there is no reason to think the pro-
cess did not occur within the frame-
work of the big bang. Indeed, the pre-
dictions of the theory have survived all
tests to date.

Yet the big bang model goes only so
far, and many fundamental mysteries
remain. What was the universe like be-
fore it was expanding? (No observation

we have made allows us to look back
beyond the moment at which the ex-
pansion began.) What will happen in
the distant future, when the last of the
stars exhaust the supply of nuclear
fuel? No one knows the answers yet.

O
ur universe may be viewed in
many lightsÑby mystics, theo-
logians, philosophers or scien-

tists. In science we adopt the plodding
route: we accept only what is tested by
experiment or observation. Albert Ein-
stein gave us the now well-tested and
accepted Theory of General Relativity,
which establishes the relations between
mass, energy, space and time. Einstein
showed that a homogeneous distribu-
tion of matter in space Þts nicely with
his theory. He assumed without discus-
sion that the universe is static, unchang-
ing in the large-scale average [see ÒHow
Cosmology Became a Science,Ó by Ste-

The Evolution of the Universe
Some 15 billion years ago the universe emerged from 

a hot, dense sea of matter and energy. As the cosmos expanded 
and cooled, it spawned galaxies, stars, planets and life

by P. James E. Peebles, David N. Schramm, Edwin L. Turner and Richard G. Kron

P. JAMES E. PEEBLES, DAVID N.
SCHRAMM, EDWIN L. TURNER and
RICHARD G. KRON have individually
earned top honors for their work on the
evolution of the universe. Peebles is pro-
fessor of physics at Princeton Universi-
ty, where in 1958 he began an illustrious
career in gravitational physics. Most of
his free time is spent with his three
grandchildren. Schramm is Louis Block
Professor in the physical sciences depart-
ment at the University of Chicago. When
he is not directing the Board on Physics
and Astronomy of the National Research
Council, he can be found ßying his 1967
King Air. Turner is associate chair of as-
trophysical sciences at Princeton and
leads the council that oversees research
at the Space Telescope Science Institute
in Baltimore. Turner has a personal, cul-
tural and religious interest in Japan.
Since 1978 Kron has served on the facul-
ty of the department of astronomy and
astrophysics at Chicago, and he is also a
member of the experimental astrophys-
ics group at the Fermi National Accelera-
tor Laboratory. He enjoys observing dis-
tant galaxies almost as much as visiting
Lake Geneva in Wisconsin.

GALAXY CLUSTER is representative of what the universe looked like when it was
60 percent of its present age. The Hubble Space Telescope captured the image by
focusing on the cluster as it completed 10 orbits. This image is one of the longest
and clearest exposures ever produced. Several pairs of galaxies appear to be
caught in one anotherÕs gravitational Þeld. Such interactions are rarely found in
nearby clusters and are evidence that the universe is evolving.
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In 1922 the Russian theorist Alexan-
der A. Friedmann realized that Ein-
steinÕs universe is unstable; the slight-
est perturbation would cause it to ex-
pand or contract. At that time, Vesto M.
Slipher of Lowell Observatory was col-
lecting the Þrst evidence that galaxies
are actually moving apart. Then, in
1929, the eminent astronomer Edwin P.
Hubble showed that the rate a galaxy is
moving away from us is roughly pro-
portional to its distance from us.

The existence of an expanding uni-
verse implies that the cosmos has
evolved from a dense concentration of
matter into the present broadly spread
distribution of galaxies. Fred Hoyle, an
English cosmologist, was the Þrst to call
this process the big bang. Hoyle intend-
ed to disparage the theory, but the
name was so catchy it gained populari-
ty. It is somewhat misleading, however,
to describe the expansion as some type
of explosion of matter away from some
particular point in space.

That is not the picture at all : in Ein-
steinÕs universe the concept of space
and the distribution of matter are inti-
mately linked; the observed expansion
of the system of galaxies reveals the un-
folding of space itself. An essential fea-
ture of the theory is that the average
density in space declines as the uni-
verse expands; the distribution of mat-
ter forms no observable edge. In an ex-
plosion the fastest particles move out
into empty space, but in the big bang
cosmology, particles uniformly Þll all

space. The expansion of the universe
has had little inßuence on the size of
galaxies or even clusters of galaxies that
are bound by gravity; space is simply
opening up between them. In this sense,
the expansion is similar to a rising loaf
of raisin bread. The dough is analogous
to space, and the raisins, to clusters of
galaxies. As the dough expands, the rai-
sins move apart. Moreover, the speed
with which any two raisins move apart
is directly and positively related to the
amount of dough separating them.

T
he evidence for the expansion of
the universe has been accumulat-
ing for some 60 years. The Þrst

important clue is the redshift. A galaxy
emits or absorbs some wavelengths of
light more strongly than others. If the
galaxy is moving away from us, these
emission and absorption features are
shifted to longer wavelengthsÑthat is,
they become redder as the recession
velocity increases. This phenomenon is
known as the redshift.

HubbleÕs measurements indicated
that the redshift of a distant galaxy is
greater than that of one closer to the
earth. This relation, now known as Hub-
bleÕs law, is just what one would expect
in a uniformly expanding universe. Hub-
bleÕs law says the recession velocity of
a galaxy is equal to its distance multi-
plied by a quantity called HubbleÕs con-
stant. The redshift eÝect in nearby gal-
axies is relatively subtle, requiring good
instrumentation to detect it. In contrast,
the redshift of very distant objectsÑra-
dio galaxies and quasarsÑis an awe-

some phenomenon; some appear to be
moving away at greater than 90 percent
of the speed of light.

Hubble contributed to another crucial
part of the picture. He counted the num-
ber of visible galaxies in diÝerent direc-
tions in the sky and found that they ap-
pear to be rather uniformly distributed.
The value of HubbleÕs constant seemed
to be the same in all directions, a nec-
essary consequence of uniform expan-
sion. Modern surveys conÞrm the fun-
damental tenet that the universe is ho-
mogeneous on large scales. Although
maps of the distribution of the nearby
galaxies display clumpiness, deeper sur-
veys reveal considerable uniformity.

The Milky Way, for instance, resides
in a knot of two dozen galaxies; these
in turn are part of a complex of galaxies
that protrudes from the so-called local
supercluster. The hierarchy of cluster-
ing has been traced up to dimensions
of about 500 million light-years. The
ßuctuations in the average density of
matter diminish as the scale of the
structure being investigated increases.
In maps that cover distances that reach
close to the observable limit, the aver-
age density of matter changes by less
than a tenth of a percent.

To test HubbleÕs law, astronomers
need to measure distances to galaxies.
One method for gauging distance is to
observe the apparent brightness of a
galaxy. If one galaxy is four times faint-
er in the night sky than an otherwise
comparable galaxy, then it can be esti-
mated to be twice as far away. This ex-
pectation has now been tested over the
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MULTIPLE IMAGES of a distant quasar (left ) are the result of
an eÝect known as gravitational lensing. The eÝect occurs
when light from a distant object is bent by the gravitational

Þeld of an intervening galaxy. In this case, the galaxy, which
is visible in the center, produces four images of the quasar.
The photograph was produced using the Hubble telescope.
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whole of the visible range of distances.
Some critics of the theory have point-

ed out that a galaxy that appears to be
smaller and fainter might not actually
be more distant. Fortunately, there is a
direct indication that objects whose red-
shifts are larger really are more distant.
The evidence comes from observations
of an eÝect known as gravitational lens-
ing [see illustration on opposite page].
An object as massive and compact as a
galaxy can act as a crude lens, produc-
ing a distorted, magniÞed image (or
even many images) of any background
radiation source that lies behind it. Such
an object does so by bending the paths
of light rays and other electromagnetic
radiation. So if a galaxy sits in the line
of sight between the earth and some
distant object, it will bend the light rays
from the object so that they are ob-
servable [see ÒGravitational Lenses,Ó by
Edwin L. Turner; SCIENTIFIC AMERICAN,
July 1988]. During the past decade, as-
tronomers have discovered more than
a dozen gravitational lenses. The ob-
ject behind the lens is always found to
have a higher redshift than the lens it-
self, conÞrming the qualitative predic-
tion of HubbleÕs law.

HubbleÕs law has great signiÞcance
not only because it describes the expan-
sion of the universe but also because it
can be used to calculate the age of the
cosmos. To be precise, the time elapsed
since the big bang is a function of the
present value of HubbleÕs constant and
its rate of change. Astronomers have
determined the approximate rate of the
expansion, but no one has yet been able
to measure the second value precisely.

Still, one can estimate this quantity
from knowledge of the universeÕs aver-
age density. One expects that because
gravity exerts a force that opposes ex-
pansion, galaxies would tend to move
apart more slowly now than they did in
the past. The rate of change in expan-
sion is therefore related to the gravita-
tional pull of the universe set by its av-
erage density. If the density is that of
just the visible material in and around
galaxies, the age of the universe proba-
bly lies between 12 and 20 billion years.
(The range allows for the uncertainty in
the rate of expansion.)

Yet many researchers believe the den-
sity is greater than this minimum value.
So-called dark matter would make up
the diÝerence. A strongly defended ar-
gument holds that the universe is just
dense enough that in the remote future
the expansion will slow almost to zero.
Under this assumption, the age of the
universe decreases to the range of sev-
en to 13 billion years.

To improve these estimates, many as-
tronomers are involved in intensive re-

search to measure both the distances to
galaxies and the density of the universe.
Estimates of the expansion time provide
an important test for the big bang mod-
el of the universe. If the theory is cor-
rect, everything in the visible universe
should be younger than the expansion
time computed from HubbleÕs law.

These two timescales do appear to be
in at least rough concordance. For ex-
ample, the oldest stars in the disk of the
Milky Way galaxy are about nine billion
years oldÑan estimate derived from
the rate of cooling of white dwarf stars.
The stars in the halo of the Milky Way
are somewhat older, about 15 billion
yearsÑa value derived from the rate of
nuclear fuel consumption in the cores
of these stars. The ages of the oldest
known chemical elements are also ap-
proximately 15 billion yearsÑa number
that comes from radioactive dating tech-
niques. Workers in laboratories have
derived these age estimates from atom-
ic and nuclear physics. It is noteworthy
that their results agree, at least approx-
imately, with the age that astronom-
ers have derived by measuring cosmic 
expansion.

A
nother theory, the steady state the-
ory, also succeeds in accounting 
for the expansion and homogen-

eity of the universe. In 1946 three phys-
icists in EnglandÑHoyle, Hermann Bon-
di and Thomas GoldÑproposed such a
cosmology. In their theory the universe
is forever expanding, and matter is cre-
ated spontaneously to Þll the voids. As
this material accumulates, they suggest-
ed, it forms new stars to replace the
old. This steady state hypothesis pre-
dicts that ensembles of galaxies close
to us should look statistically the same

as those far away. The big bang cos-
mology makes a diÝerent prediction: if
galaxies were all formed long ago, dis-
tant galaxies should look younger than
those nearby because light from them
requires a longer time to reach us. Such
galaxies should contain more short-
lived stars and more gas out of which
future generations of stars will form.

The test is simple conceptually, but it
took decades for astronomers to devel-
op detectors sensitive enough to study
distant galaxies in detail. When astron-
omers examine nearby galaxies that are
powerful emitters of radio wavelengths,
they see, at optical wavelengths, rela-
tively round systems of stars. Distant
radio galaxies, on the other hand, ap-
pear to have elongated and sometimes
irregular structures. Moreover, in most
distant radio galaxies, unlike the ones
nearby, the distribution of light tends to
be aligned with the pattern of the radio
emission [see top illustration on next

two pages].
Likewise, when astronomers study

the population of massive, dense clus-
ters of galaxies, they Þnd diÝerences
between those that are close and those
far away. Distant clusters contain blu-
ish galaxies that show evidence of on-
going star formation. Similar clusters
that are nearby contain reddish galaxies
in which active star formation ceased
long ago. Observations made with the
Hubble Space Telescope conÞrm that at
least some of the enhanced star forma-
tion in these younger clusters may be
the result of collisions between their
member galaxies, a process that is much
rarer in the present epoch.

So if galaxies are all moving away
from one another and are evolving from
earlier forms, it seems logical that they
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HOMOGENEOUS DISTRIBUTION of galaxies is apparent in a map that includes ob-
jects from 300 to 1,000 million light-years away. The only inhomogeneity, a gap
near the center line, occurs because part of the sky is obscured by the Milky Way.
Michael Strauss of the Institute for Advanced Study in Princeton, N.J., created the
map using data from NASAÕs Infrared Astronomical Satellite.
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were once crowded together in some
dense sea of matter and energy. Indeed,
in 1927, before much was known about
distant galaxies, a Belgian cosmologist
and priest, Georges Lema�tre, proposed
that the expansion of the universe might
be traced to an exceedingly dense state
he called the primeval Òsuper-atom.Ó It
might even be possible, he thought, to
detect remnant radiation from the pri-
meval atom. But what would this radia-
tion signature look like?

When the universe was very young
and hot, radiation could not travel very
far without being absorbed and emitted
by some particle. This continuous ex-
change of energy maintained a
state of thermal equilibrium; any
particular region was unlikely to
be much hotter or cooler than
the average. When matter and
energy settle to such a state, the
result is a so-called thermal spec-
trum, where the intensity of ra-
diation at each wavelength is a
deÞnite function of the temper-
ature. Hence, radiation originat-
ing in the hot big bang is recog-
nizable by its spectrum.

In fact, this thermal cosmic
background radiation has been
detected. While working on the
development of radar in the
1940s, Robert H. Dicke, then at
the Massachusetts Institute of
Technology, invented the micro-
wave radiometerÑa device ca-
pable of detecting low levels of
radiation. In the 1960s Bell Lab-
oratories used a radiometer in a
telescope that would track the
early communications satellites
Echo-1 and Telstar. The engi-
neer who built this instrument
found that it was detecting un-
expected radiation. Arno A.

Penzias and Robert W. Wilson identiÞed
the signal as the cosmic background ra-
diation. It is interesting that Penzias and
Wilson were led to this idea by the news
that Dicke had suggested that one ought
to use a radiometer to search for the
cosmic background.

Astronomers have studied this radia-
tion in great detail using the Cosmic

Background Explorer (COBE ) satellite
and a number of rocket-launched, bal-
loon-borne and ground-based experi-
ments. The cosmic background radia-
tion has two distinctive properties. First,
it is nearly the same in all directions.
(As George F. Smoot of Lawrence Berke-

ley Laboratory and his team discovered
in 1992, the variation is just one part
per 100,000.) The interpretation is that
the radiation uniformly Þlls space, as
predicted in the big bang cosmology.
Second, the spectrum is very close to
that of an object in thermal equilibrium
at 2.726 kelvins above absolute zero.
To be sure, the cosmic background radi-
ation was produced when the universe
was far hotter than 2.726 degrees, yet
researchers anticipated correctly that
the apparent temperature of the radia-
tion would be low. In the 1930s Richard
C. Tolman of the California Institute of
Technology showed that the tempera-
ture of the cosmic background would
diminish because of the universeÕs 
expansion.

The cosmic background radiation
provides direct evidence that the uni-
verse did expand from a dense, hot
state, for this is the condition needed to
produce the radiation. In the dense, hot
early universe thermonuclear reactions
produced elements heavier than hydro-

gen, including deuterium, heli-
um and lithium. It is striking
that the computed mix of the
light elements agrees with the
observed abundances. That is,
all evidence indicates that the
light elements were produced in
the hot, young universe, whereas
the heavier elements appeared
later, as products of the ther-
monuclear reactions that power
stars.

The theory for the origin of
the light elements emerged from
the burst of research that fol-
lowed the end of World War II.
George Gamow and graduate
student Ralph A. Alpher of
George Washington University
and Robert Herman of the Johns
Hopkins University Applied
Physics Laboratory and others
used nuclear physics data from
the war eÝort to predict what
kind of nuclear processes might
have occurred in the early uni-
verse and what elements might
have been produced. Alpher and
Herman also realized that a rem-
nant of the original expansion
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DISTANT GALAXIES diÝer greatly from those nearbyÑan observation that shows
that galaxies evolved from earlier, more irregular forms. Among galaxies that are
bright at both optical (blue) and radio (red ) wavelengths, the nearby galaxies tend
to have smooth elliptical shapes at optical wavelengths and very elongated radio
images. As redshift, and therefore distance, increases, galaxies have more irregular
elongated forms that appear aligned at optical and radio wavelengths. The galaxy
at the far right is seen as it was at 10 percent of the present age of the universe. The
images were assembled by Pat McCarthy of the Carnegie Institute.

DENSITY of neutrons and protons in the universe de-
termined the abundances of certain elements. For a
higher density universe, the computed helium abun-
dance is little diÝerent, and the computed abundance
of deuterium is considerably lower. The shaded region
is consistent with the observations, ranging from an
abundance of 24 percent for helium to one part in
1010 for the lithium isotope. This quantitative agree-
ment is a prime success of the big bang cosmology.
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would still be detectable in the existing
universe.

D
espite the fact that signiÞcant
details of this pioneering work
were in error, it forged a link

between nuclear physics and cosmolo-
gy. The workers demonstrated that the
early universe could be viewed as a
type of thermonuclear reactor. As a re-
sult, physicists have now precisely cal-
culated the abundances of light ele-
ments produced in the big bang and
how those quantities have changed be-
cause of subsequent events in the inter-
stellar medium and nuclear processes
in stars.

Our grasp of the conditions that pre-
vailed in the early universe does not
translate into a full understanding of
how galaxies formed. Nevertheless, we
do have quite a few pieces of the puz-
zle. Gravity causes the growth of densi-
ty ßuctuations in the distribution of
matter, because it more strongly slows
the expansion of denser regions, mak-
ing them grow still denser. This process
is observed in the growth of nearby
clusters of galaxies, and the galaxies
themselves were probably assembled
by the same process on a smaller scale.

The growth of structure in the early
universe was prevented by radiation
pressure, but that changed when the
universe had expanded to about 0.1 per-
cent of its present size. At that point,
the temperature was about 3,000 kel-
vins, cool enough to allow the ions and
electrons to combine to form neutral
hydrogen and helium. The neutral mat-
ter was able to slip through the radia-
tion and to form gas clouds that could
collapse to star clusters. Observations
show that by the time the universe was
one Þfth its present size, matter had
gathered into gas clouds large enough
to be called young galaxies.

A pressing challenge now is to recon-
cile the apparent uniformity of the ear-
ly universe with the lumpy distribution
of galaxies in the present universe. As-
tronomers know that the density of the
early universe did not vary by much,
because they observe only slight irreg-
ularities in the cosmic background ra-
diation. So far it has been easy to de-

velop theories that are consistent with
the available measurements, but more
critical tests are in progress. In particu-
lar, diÝerent theories for galaxy forma-
tion predict quite diÝerent ßuctuations
in the cosmic background radiation on
angular scales less than about one de-
gree. Measurements of such tiny ßuctu-
ations have not yet been done, but they
might be accomplished in the genera-
tion of experiments now under way. It
will be exciting to learn whether any of
the theories of galaxy formation now
under consideration survive these tests.

T
he present-day universe has pro-
vided ample opportunity for the
development of life as we know

itÑthere are some 100 billion billion
stars similar to the sun in the part of the
universe we can observe. The big bang
cosmology implies, however, that life is
possible only for a bounded span of
time: the universe was too hot in the
distant past, and it has limited resourc-
es for the future. Most galaxies are still
producing new stars, but many others
have already exhausted their supply of
gas. Thirty billion years from now, gal-
axies will be much darker and Þlled with
dead or dying stars, so there will be far
fewer planets capable of supporting
life as it now exists.

The universe may expand forever, in
which case all the galaxies and stars
will eventually grow dark and cold. The
alternative to this big chill is a big
crunch. If the mass of the universe is
large enough, gravity will eventually re-
verse the expansion, and all matter and
energy will be reunited. During the
next decade, as researchers improve
techniques for measuring the mass of
the universe, we may learn whether the
present expansion is headed toward a
big chill or a big crunch.

In the near future, we expect new ex-
periments to provide a better under-
standing of the big bang. As we im-
prove measurements of the expansion
rate and the ages of stars, we may be
able to conÞrm that the stars are in-
deed younger than the expanding uni-
verse. The larger telescopes recently
completed or under construction may
allow us to see how the mass of the

universe aÝects the curvature of space-
time, which in turn inßuences our ob-
servations of distant galaxies.

We will also continue to study issues
that the big bang cosmology does not
address. We do not know why there was
a big bang or what may have existed
before. We do not know whether our
universe has siblingsÑother expanding
regions well removed from what we can
observe. We do not understand why the
fundamental constants of nature have
the values they do. Advances in particle
physics suggest some interesting ways
these questions might be answered; the
challenge is to Þnd experimental tests
of the ideas.

In following the debate on such mat-
ters of cosmology, one should bear in
mind that all physical theories are ap-
proximations of reality that can fail if
pushed too far. Physical science ad-
vances by incorporating earlier theo-
ries that are experimentally supported
into larger, more encompassing frame-
works. The big bang theory is support-
ed by a wealth of evidence: it explains
the cosmic background radiation, the
abundances of light elements and the
Hubble expansion. Thus, any new cos-
mology surely will include the big bang
picture. Whatever developments the
coming decades may bring, cosmology
has moved from a branch of philoso-
phy to a physical science where hypoth-
eses meet the test of observation and
experiment.
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M
atter in the universe was born
in violence. Hydrogen and heli-
um emerged from the intense

heat of the big bang some 15 billion
years ago. More elaborate atoms of car-
bon, oxygen, calcium and iron, out of
which we are made, had their origins in
the burning depths of stars. Heavy ele-
ments such as uranium were synthe-
sized in the shock waves of superno-
va explosions. The nuclear processes
that created these ingredients of life
took place in the most inhospitable of
environments.

Once formed, violent explosions re-
turned the elements to the space be-
tween the stars. There gravitation mold-
ed them into new stars and planets, and
electromagnetism cast them into the
chemicals of life. The ink on this page,
the air you breathe while reading itÑto
say nothing of your bones and bloodÑ
are all an inheritance from earlier gen-
erations of stars. Walking down the cor-
ridors of an observatory, you see col-
lections of carbon atoms hunched over
silicon boxes, controlling distant tele-
scopes of iron and aluminum in an at-
tempt to trace the origin of the very
substances of which they are made.

Matter was created in a violent explo-
sion, known as the big bang, some 15
billion years ago. Within a minute frac-
tion of a second, newborn quarks coa-
lesced into protons. These fused further
into the nuclei of helium atoms. Gravi-
tational forces ampliÞed ripples in this
primordial soup, pulling the densest re-
gions together into a giant cosmic tap-
estry of galaxies and voids. Inside gal-

axies, thick clouds of gas spawned
stars. Traces of those early ripples can
be seen in the cosmic microwave radi-
ation, which still bears traces of the
structure in the infant universe.

The large-scale unfolding of the uni-
verse was accompanied by a parallel
change in the microscopic structure of
matter. Carbon and nitrogen and other
elements essential to life on the earth
were synthesized in the interiors of
stars now long deceased. Within the
Milky Way galaxy, in the familiar stars
of the night sky, astronomers can study
these processes of microscopic change.
In the early 1900s, such studies led to
the Þrst of several paradoxes regarding
the ages of planets and stars.

The study of natural radioactivity on
the earth provided clues about the ages
of the elements. Geophysicists looking
at the slow decay of uranium into lead
computed an age for the earth of a few
billion years. But astrophysicists of the
early 20th century, not knowing about
nuclear processes, computed that a sun
powered by chemical burning or gravi-
tational shrinking could shine only for
a few million years.

The discrepancy mattered. An age of
billions of years for the earth provides
a much more plausible calendar for bi-
ological and geologic evolution, where
humans often Þnd that change is im-
perceptibly slow. Even though the rug
in most astronomy departments is
lumpy from all the discrepancies that
have been swept under it, a factor of
1,000 demands attention.

Curiously, the key to the problem was
found in the processes of nuclear phys-
ics that, in the form of radioactivity,
had Þrst posed it. If stars live for bil-
lions of years instead of millions, they
must have a continuing source of ener-
gy 1,000 times larger than chemical en-
ergy. Ordinary chemical changes involve
the electrical force rearranging electrons
in the outer regions of atoms. Nuclear
changes involve the strong force rear-
ranging neutrons and protons within
the nucleus of an atom. The products

of the reaction sometimes have less
mass than the ingredients; the excess
mass is converted to energy according
to the well-known formula E = mc2.

In nuclear reactions the energy yield
is extremely large, typically a million
times the energy produced by chemical
reactions. Even the terminology for nu-
clear weapons reßects this factor. The
unit of nuclear energy is a megatonÑ
the energy of a million tons of chemi-
cal explosive.

A star that burns hydrogen, such as
the sun, has an ample supply of energy
for a lifetime of 10 billion years. Esti-
mates for the current age of the sun are
in the vicinity of Þve billion years (so
we can safely contract for long-term
mortgages).

T
he nuclear reactions within stars
provide more than the energy
that allows life to ßourish. The

ashes of nuclear burningÑthe elements
of the periodic tableÑare the materials
out of which living things are made.
Perhaps most important, nuclear fusion,
occurring steadily over the lifetime of a
star, ensures a continuous supply of en-
ergy for billions of years and allows time
for life and intelligence to develop.

Stars, after all, are not such ordinary
places in the universe. A star is a ball of
gas neatly balanced between the inward

The EarthÕs Elements
The elements that make up 

the earth and its inhabitants were created 
by earlier generations of stars

by Robert P. Kirshner

ROBERT P. KIRSHNER pursues an
eventful career in astronomy in addition
to one in bicycle racing. After receiving a
Ph.D. in 1975 from the California Insti-
tute of Technology, he went to Kitt Peak
National Observatory as a postdoctoral
fellow. In 1976 Kirshner became an as-
sistant professor at the University of
Michigan and in 1985 moved to the Har-
vard-Smithsonian Center for Astrophys-
ics. He now chairs the astronomy depart-
ment at Harvard University. KirshnerÕs
work concentrates on supernovae and
extragalactic astronomy. In 1992 he was
elected a Fellow of the American Acade-
my of Arts and Sciences.

ETA CARINAE, a star thought to be of
150 solar masses more than 10,000 light-
years away, had a violent outburst in
1841. The Hubble Space Telescope im-
age reveals two plumes, made of nitro-
gen and other elements synthesized in
the interior of the star, moving out into
the interstellar void at more than two
million miles per hour. Some elements
making up the earth came from similar
discharges from ancestral stars.
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pull of its own gravitation and the out-
ward pressure of the hot gas within.
The compressed hydrogen gas usually
has the density of the water in Boston
Harbor, some 1030 times higher than the
norm in the universe. And in a universe
with a typical temperature of three kel-
vins (Ð270 degrees Celsius), the center
of a star is at 15 million kelvins.

At such extreme temperatures the
hydrogen atoms are stripped of their
electrons. The naked protons undergo
frequent, jarring collisions as they buzz
furiously in the starÕs dense interior.
Near the center the temperature and
density are highest. There the protons,
despite the electrical repulsion between
them, are pushed so close together that

the strong and the weak nuclear forces
can come into play.

In a series of nuclear reactions, hy-
drogen nuclei (protons) fuse into heli-
um nuclei (two protons and two neu-
trons), emitting two positrons, two
neutrinos and energy. If the elements
synthesized were limited to helium
(which is also made in the big bang)
and if it stayed locked up in the cores
of stars, this would not be quite such
an interesting storyÑand we would not
be here to discuss it. After a long and
steady phase of hydrogen fusion, which
leads to helium accumulating in the
core, the star changes dramatically.

The core shrinks and heats as four
nucleons are locked up in each helium

nucleus. The temperature and density
of the core increase to maintain the
pressure balance. The star as a whole
becomes less homogeneous. While the
core becomes smaller, the outer layers
swell up to 50 times their previous ra-
dius. A star the size of the sun will
swiftly transform into a cool, but lumi-
nous, red giant. From the parochial
viewpoint of earth dwellers, this will be
the end of history and of human cre-
ations. Commodity future options, the
designated-hitter rule and call waiting
will all be vaporized with the earth.

But interesting events take place in-
side red giants. As the core contracts,
the central furnace grows denser and
hotter. Then nuclear reactions that were
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STAR CRADLE is found in the Great Nebula in Orion, 1,500
light-years away (above). This picture from the Hubble Space
Telescope codes the presence of nitrogen (red ) and oxygen
(blue). At least half the young stars are surrounded by disks
of gas and dust from which young planets are believed to

form. The magniÞed image of the outlined part above shows
four young stars (right ). Protoplanetary disks that are lit by
hot stars are bright. The cool star, shown magniÞed (far
right ), has one Þfth the mass of the sun; its disk contains
seven times the material of the earth.
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previously impossible become the prin-
cipal source of energy. For example, the
helium that accumulates during hydro-
gen burning can now become a fuel. As
the star ages and the core temperature
rises, brief encounters between helium
nuclei produce fusion events.

The collision of two helium nuclei
leads initially to an evanescent form of
beryllium having four neutrons and four
protons. Amazingly enough, another
helium nucleus collides with this short-
lived target, leading to the formation of
carbon. The process would seem about
as likely as crossing a stream by step-
ping ßeetingly on a log. A delicate match
between the energies of helium, the un-
stable beryllium and the resulting car-
bon allows the last to be created. With-
out this process, we would not be here.

Carbon and oxygen, formed by fus-
ing one more helium with carbon, are
the most abundant elements formed in
stars. The many collisions of protons
with helium atoms do not give rise to
signiÞcant fusion products. Lithium, be-
ryllium and boronÑthe nuclei of which
are smaller than those of carbonÑare a
million times less abundant than car-
bon. Thus, abundances of elements are
determined by often obscure details of
nuclear physics. A star of the sunÕs mass
endures as a red giant for only a few
hundred million years. The last stages

of burning are unstable: the star push-
es oÝ its outer layers to form a shell of
gas called a planetary nebula. In some
stars, carbon-rich matter from the core
is dredged up by convection. The fresh-
ly synthesized matter then escapes,
forming a sooty cocoon of graphite.
Eventually fuel runs out, and the inner
core of the red giant congeals into a
white dwarf.

A
white dwarf is protected from to-
tal gravitational collapse not by 
the kinetic pressure of gases; the

carbon and oxygen in its interior are in
an almost crystalline state. The star is
held up by the quantum repulsion of
its free electrons. Quantum mechanics
forbids electrons from sharing the low-
est energy state. This restriction forces
most electrons to occupy higher energy
states even though the gas is relatively
cold. These electrons provide the pres-
sure to support a white dwarf. There is
no more generation of nuclear energy,
and no new elements are synthesized.

Many white dwarfs in our galaxy come
to this dull end, slowly cooling, dimming
and slipping below the edge of detec-
tion. Sometimes a too generous neigh-
boring star may supply gas that streams
onto a white dwarf, provoking it into a
type I supernova and a sudden synthe-
sis of new elements.

The most signiÞcant locations for
the natural alchemy of fusion are, how-
ever, stars more massive than the sun.
Although rarer, a heavy star follows a
shorter and more intense path to de-
struction. To support the weight of the
starÕs massive outer layers, the temper-
ature and pressure in its core have to be
high. A star of 20 solar masses is more
than 20,000 times as luminous as the
sun. Rushing through its hydrogen-fu-
sion phase 1,000 times faster, it swells
up to become a red giant in just 10 mil-
lion years instead of the sunÕs 10 billion.

The high central temperature leads
as well to a more diverse set of nuclear
reactions. A sunlike star builds up car-
bon and oxygen that stays locked in the
cooling ember of a white dwarf. Inside a
massive star, carbon nuclei fuse further
to make neon and magnesium. Fusion
of oxygen yields silicon as well, along
with sulfur. Silicon burns to make iron.
Intermediate stages of fusion and de-
cay make many diÝerent elements, all
the way up to iron.

The iron nucleus occupies a special
place in nuclear physics and, by exten-
sion, in the composition of the universe.
Iron is the most tightly bound nucleus.
Lighter nuclei, when fusing together, re-
lease energy. To make a nucleus heavier
than iron, however, requires an expen-
diture of energy. This fact, established
in terrestrial laboratories, is instrumen-
tal in the violent death of stars. Once a
star has built an iron core, there is no
way it can generate energy by fusion.
The star, radiating energy at a prodi-
gious rate, becomes like a teenager with
a credit card. Using resources much fast-
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SPECTRUM OF THE SUN shows dark absorption lines that co-
incide with the bright lines in the spectrum of iron (bottom ).
Cool iron atoms absorb the same wavelengths of light that

iron atoms emit when hot. The matching lines prove that the
sunÕs relatively cool surface, or photosphere, contains iron,
which could have come only from an ancestral star.
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er than can be replenished, it is perched
on the edge of disaster.

So what happens? For the star, at
least, the disaster takes the form of a
supernova explosion. The core collaps-
es inward in just one second to become
a neutron star or black hole. The mate-
rial in the core is as dense as that within
a nucleus. The core can be compressed
no further. When even more material
falls into this hard core, it rebounds like
a train hitting a wall. A wave of intense
pressure traveling faster than soundÑ
a sonic boomÑthunders across the ex-
tent of the star. When the shock wave
reaches the surface, the star suddenly
brightens and explodes. For a few weeks,
the surface shines as brightly as a bil-
lion suns while the emitting surface ex-
pands at several thousand kilometers
per second. The abrupt energy release
is comparable to the total energy out-
put of the sun in its entire lifetime.

Such type II supernova explosions
play a special role in the chemical en-
richment of the universe. First, unlike
stars of low mass that lock up their
products in white dwarfs, exploding
stars eject their outer layers, which are
unburned. They belch out the helium
that was formed from hydrogen burn-
ing and launch the carbon, oxygen, sul-
fur and silicon that have accumulated
from further burning into the gas in
their neighborhood.

New elements are synthesized behind

the outgoing shock wave. The intense
heat enables nuclear reactions that can-
not occur in steadily burning stars.
Some of the nuclear products are radio-
active, but stable elements heavier than
iron can also be synthesized. Neutrons
bombard iron nuclei, forging them into
gold. Gold is transformed into lead (an
alchemistÕs nightmare!), and lead is
bombarded to make elements all the
way up to uranium. Elements beyond
iron in the periodic table are rare in the
cosmos. For every 100 billion hydrogen
atoms, there is one uranium atomÑ
each made at special expense in an un-
common setting.

T
his theoretical picture of the cre-
ation of heavy elements in super-
nova explosions was thoroughly

tested in February 1987. A supernova,
SN 1987A, exploded in the nearby Large
Magellanic Cloud. Sanduleak Ð69¡ 202,
which in 1986 was noted as a star of 20
solar masses, is no longer there. Togeth-
er the star and the supernova give dra-
matic evidence that at least one massive
star ended its life in a violent way.

Neutrinos emitted from the inner-
most shock wave of the explosion were
detected in Ohio and in Japan, hours be-
fore the star began to brighten. Freshly
synthesized elements radiated energy,
making the supernova debris bright
enough to see with the naked eye for
months after the explosion. In addition,

satellites and balloons detected the spe-
ciÞc high-energy gamma rays that new-
born radioactive nuclei emit.

Observations made in 1987 with the
International Ultraviolet Explorer and
subsequently with the Hubble Space

Telescope supply strong evidence that
Sanduleak Ð69¡ 202 was once a red gi-
ant star that shed some of its outer lay-
ers. Images taken this year with the
newly acute Hubble revealed astonish-
ing rings around the supernova.

The inner ring is material that the
star lost when it was a red giant, excit-
ed by the ßash of ultraviolet light from
the supernova. The outer rings are more
mysterious but are presumably related
to mass lost from the pre-supernova
system. The products of stellar burning
are concentrated in a central dot, bare-
ly resolved with the Hubble telescope,
which is expanding outward at 3,000
kilometers per second. No neutron star
has yet been observed in SN 1987A.

The supernova has provided dramat-
ic conÞrmation of elaborate theoretical
models of the origin of elements. Suc-
cessive cycles of star formation and de-
struction enrich the interstellar medi-
um with heavy elements. We can iden-
tify the substances in interstellar gas:
they absorb particular wavelengths of
light from more distant sources, leaving
a characteristic imprint [see illustration

at bottom of preceding page]. The ab-
sorption lines tell us as well the abun-
dance of the elementÑits amount com-
pared with that of hydrogen.

In a spiral galaxy like the Milky Way,
interstellar gas is associated with the
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RELATIVE ABUNDANCES OF ELEMENTS in the universe reveal the processes that
synthesized heavier elements out of the hydrogen (H) and helium (He) of the big
bang. Fusion in stars created more helium, skipped over lithium (Li), beryllium (Be)
and boron (B) to carbon (C) and generated all the elements up to iron (Fe). Massive
stars can synthesize elements heavier than oxygen (O); these stars eventually ex-
plode as supernovae. Elements heavier than iron are made in such explosions. The
chart has a logarithmic scale, in which abundance increases by a factor of 10 for
each unit of height. Elements heavier than zinc (Zn) are too rare to be displayed.

PULSAR PSR B1257+12 has at least
three planets in orbit around it, the
only planets known outside the solar
system. They may be fragments of a bi-
nary companion of the original star be-
fore it exploded into a supernova, shat-
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spiral arms. Optical studies of the gal-
axy are hampered by the accompany-
ing dust, which absorbs much of the
light passing through. But the dust also
shields the hydrogen atoms from ultra-
violet light, allowing them to combine
chemically and form molecules (H2). In
these hidden backwaters of the galaxy,
other molecules such as water (H2O),
carbon monoxide (CO) and ammonia
(NH3) all assemble. The chemical variety
is quite surprising: more than 100 mol-
ecules have been found in interstellar
clouds.

In May of this year Yanti Miao and Yi-
Jehng Khan of the University of Illinois
reported Þnding the smallest amino
acid, glycine, in the star-forming cloud
near the center of our galaxy, Sagittar-
ius B2. It is amusing to speculate that
amino acids and other biologically in-
teresting chemicals could be present in
the protoplanetary disk that accumu-
lates near a forming star. Such chemi-
cals, if on a young planet, would almost
certainly be destroyed by heat. But after
the planet had cooled, they could reach

its surface by way of meteorites. Indeed,
complex hydrocarbons were found last
year on microscopic dust particles that
originated in interplanetary space.

We can learn much about the materi-
als from which the earth was formed by
the simple act of picking up a pen. Made
of carbon compounds and metals, the
penÑand indeed the earth itselfÑis typ-
ical of the cosmic pattern of abundanc-
es. Except for hydrogen and helium,
which easily slip the gravitational grip
of a small planet, the elements of the
earth are the elements of the universe:
formed by stars and dispersed through-
out the galaxy. (The jury is still out on
the question of whether ordinary mat-
ter, composed of known subatomic par-
ticles, is a small fraction of the total
mass in the universe. If so, then we are
truly made of uncommon stuÝ.)

Whereas the sun is 99 percent hydro-
gen and helium, the 1 percent of more
complex nuclei includes traces of iron
and other heavy elements. Thus, the so-
lar system must have formed from ele-
ments synthesized by previous gener-

ations of stars. Like silver candlesticks
from your grandmother (but much
more valuable), we have inherited the
carbon and oxygen produced by ances-
tral stars.

Astronomers can begin to trace a
family tree for the solar system by ex-
amining massive stars within the Milky
Way. If the massive stars in a star clus-
ter are just now becoming red giants,
the cluster must be young. If the stars
currently headed toward the red giant
phase have the mass of the sun, the
cluster must be old enough for its sun-
like stars to begin that change: about 10
billion years. The oldest clusters in our
galaxy are the globular clusters, which
appear to have an age of 12 to 18 billion
years when measured in this way.

We recognize the globular clusters as
an early generation of stars. The oldest
of these are signiÞcantly diÝerent from
the sun; the abundances of elements
such as iron are often 100 or even 1,000
times lower. Yet even these ancient stars
contain a pinch of heavy elements. Thus,
they evince the presence of a complete-
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tered its companion and settled into a pulsar. The pulsar
moves to and fro as the planets orbit it; its pulses reach the
earth sometimes sooner, sometimes later, thus revealing the
presence of the planets. The graphs show variations in the
times at which the radiation from the pulsar arrived at the
earth, separated into three component parts. The Þrst two

variations (left ) are large, attesting to planets about three
times as massive as the earth, with orbital periods of 66.6
(green) and 98.2 earth days (purple), respectively. The third
planet is very close to the pulsar but produces a small varia-
tion (orange). It has a hundredth the mass of the earth, and
its year is just 25.3 days.
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ly unseen generation of stars, which has
no members left.

Given that the universe itself is only
about 15 billion years old [see box be-

low], the initial chemical enrichment of
the Milky Way must have been very
rapid. (Even quasars, extragalactic bea-
cons from a time when the universe
was only a Þfth of its current age, con-
tain carbon and nitrogen.) There has
been much less change in recent times.
The present-day chemical abundances
in interstellar gas are about the same as
in the sun, locked in Þve billion years

ago. This is the raw material for future
stars and planets.

In neighboring gas clouds such as the
Orion nebula, astronomers can study
intimate scenes of stellar birth. New in-
frared detectors are lifting the shroud
from these cradles. (Although it blocks
visible light, interstellar dust is trans-
parent to infrared or radio waves.) We
can see infant stars as they condense,
even before they ignite hydrogen fuel
in their cores [see illustration on pag-

es 60 and 61 ]. In addition, large tele-
scopes such as the eight-meter Gemini

telescopes in Hawaii and Chile promise
much more detail about the process by
which stars condense.

As gas coalesces into a star, it Þrst
forms a rotating disk of gas and dust.
While the star condenses, the dust ag-
gregates into rocky planets, such as the
earth. Residual gas accumulates to
make large gas planets, such as Jupiter.
Disks, observed with infrared and radio
techniques and, occasionally, glimpsed
with optical methods, are common. Are
planets?

The evidence is much weaker than

Supernova 1987A led to an unexpected, and stringent,
test of our ability to measure cosmic distances. Re-

mote stars and galaxies appear to be moving away from
the earth, sharing the cosmic expansion that began with
the big bang. If we can measure the distance to a reced-
ing galaxy, then by combining this information with how
fast the galaxy is moving, we can determine for how long
it has been receding. Thus, we gain a measure of the age
of the universe.

Based on observations we had carried out in 1987 and
1988, my colleagues and I could time how long light took
to reach the supernova’s bright inner ring. Because we
know the speed of light, that time allowed us to calculate
the ring’s physical size. Observations made with the im-
perfect Hubble Space Telescope in 1990 gave a measure
of the ring’s apparent angular size, viewed from the solar
system. Combining these two pieces of information yields

a distance to the Large Magellanic Cloud (in which SN
1987A occurred) of about 169,000 light-years, in good
agreement with classical methods.

A separate method we developed to measure the dis-
tance to SN 1987A analyzes the light emitted from the su-
pernova shortly after the explosion. When the shock wave
reached the surface, it heated the gas and blasted it out-
ward. The velocity with which this debris is flying out is
coded in the amount by which the absorption lines of
known elements is shifted. Knowing this velocity and the
time when the supernova exploded, we can compute how
far the debris must have traveled—and therefore the cur-
rent radius of the supernova. Given the radius, we know
its surface area.

A key piece of information now comes into play. From
the overall color of the gas we can estimate the superno-
va’s temperature. The latter yields the amount of light the
supernova is emitting per unit area of its surface. Because
we know the surface area, we can find the total amount of
energy being radiated. Measuring the amount of energy
received at the earth, we acquire another estimate of how
far away SN 1987A is. In repeated calculations of this
kind, we get a distance of about 160,000 light-years—an
excellent match with the previous estimate by astronomi-
cal standards.

With the confidence that this second method gives the
“right” answer when used nearby, we have applied it to
more distant supernova explosions. My students Ronald
Eastman and Brian Schmidt and I have now measured a
dozen supernova distances. When combined with the red-
shifts of the galaxies in which they erupted, the distances
yield an age for the universe of between 12 and 16 billion
years.

The estimate assumes that gravity has not slowed
down the expansion significantly. Many cosmologists sus-
pect that the universe has just enough mass to balance
the energy of expansion, slowing it down until it almost
stops. If this is so, the age of the universe would be only
two thirds the original estimate, which assumed constant
expansion. Then the age of the universe should be scaled
back to between eight and 11 billion years.

Globular clusters, on the other hand, are between 12
and 18 billion years old. When future measurements de-
termine the deceleration of the universe, I expect they will
do so in the direction of avoiding a paradox. It would be
embarrassing to find 14-billion-year-old globular clusters
in a universe that is aged only seven billion years.

Supernova 1987A and the Age of the Universe

BRIGHT RINGS around SN 1987A are material emitted ear-
ly in the starÕs life, heated by light from the explosion.
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the conviction. As in cosmology, where
there is one example of a universe (we
are in it), there is one well-known plan-
etary system (we are on it). A planet is
diÛcult to sight directly. An observer
would have to see a small object, shin-
ing only by reßected light, next to one
about a billion times brighter.

Detecting planets by their gravitation-
al eÝects is more promising. The idea
is to observe the velocity changes of a
visible star produced by an unseen ob-
ject as the two execute a stellar do-si-do.
The object, having less than a tenth of
the mass of the star, would aÝect the
motion of the star only minutely. Al-
though there are tantalizing hints, no
planet has yet been discovered by look-
ing for the motion it produces in the
luminous star it orbits. Present tech-
niques are not quite up to the task of
detecting a planet smaller than Jupiter
in orbit around a star like the sun.

Yet a spinning neutron star, PSR
B1257+12, was recently shown to have
objects that are producing periodic
shifts in its emission [see illustration on

pages 62 and 63 ]. When a neutron star
forms in a supernova explosion, the
core of the star contracts to a dense
sphere just a few miles across. As it
shrinks, any rotation of the original
star ends up in the rotation of the neu-
tron star. So neutron stars are born
spinning. If the neutron star has a mag-
netic Þeld, it may be a powerful source
of radio waves, emitted in a sharply
speciÞc direction.

These objects actually exist : they are
called pulsars. Every time the fan of ra-
dio emission sweeps by the earth, as-
tronomers observe a pulse of radio
noise. Because the emission mechanism
is anchored to a dense ßywheel, the
pulse period is very precise. Extremely
subtle variations can be measured by
diligently observing the arrival times of
the pulse. If the pulsar has an unseen
companion, an observer will see the
pulses arrive a little early, and then late,
as the source approaches and recedes.

In 1992 Alexander Wolszczan, now
at Pennsylvania State University, and
Dale A. Frail of the National Radio As-
tronomy Observatory in Socorro, N.M.,
reported that their observations of the
pulsar PSR B1257+12 had periodic
changes in the pulse arrival times. The
variation was only 1.5 milliseconds,
stretched over months. It could be ex-
plained if the neutron star was being
orbited by a pair of objects. These would
have masses of 3.4 and 2.8 times the
mass of the earth. This past April these
workers found signs of the gravitation-
al forces between the planets and evi-
dence for yet a third object, having
about the mass of the moon.

A spinning remnant of a supernova
explosion, beaming out powerful radio
blasts, is nobodyÕs vision of another so-
lar system. Yet only a curmudgeon could
fail to call its orbiting objects planets.
It seems quite unlikely that these plan-
ets survived the supernova explosion
that created the neutron star. The orig-
inal star probably had a close binary
companion, which is no longer present.
The planets are perhaps formed from
shreds of the companion. This is not
your ordinary family history. Neverthe-
less, the study of pulsars may well shed
light on the formation of more familiar
planets such as the earth.

The composition of the earth is the
natural by-product of energy generation
in stars and successive waves of stellar
birth and death in our galaxy. We do
not know if other stars have earthlike
planets where complex atoms, formed
in stellar cauldrons, have organized

themselves into intelligent systems. But
understanding the history of matter and
searching for its most interesting forms,
such as galaxies, stars, planets and life,
seem a suitable use for our intelligence.
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CAPTIVE STAR is created when Lawrence Livermore National LaboratoryÕs Nova
laser beams implode a capsule containing deuterium and tritium. Ten symmetri-
cally arranged laser tubes, one of which is seen head-on (red circle), shine more
than 100 trillion watts of power onto the capsule mounted at the tip of the vertical
assembly. The capsule collapses, compressing the atoms inside to suÛciently high
temperature and density that fusion takes place. Such artiÞcial suns, it is hoped,
will one day meet the energy needs of humankind.
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The Evolution of the Earth
The formation of this planet and its atmosphere gave 

rise to life, which shaped the earth’s subsequent development. 
Our future lies in interpreting this geologic past

by Claude J. All�gre and Stephen H. Schneider

EARTH SEEN FROM SPACE has changed dramatically. One hundred million years
after it had formedÑsome 4.35 billion years agoÑthe planet was probably under-
going meteor bombardment (left ). At this time, it may have been studded with vol-
canic islands and shrouded by an atmosphere laden with carbon dioxide and
heavy with clouds. Three billion years ago its face may have been obscured by an
orange haze of methane, the product of early organisms (center ). Today clouds,
oceans and continents are clearly discernible (right ). This illustration was pre-
pared with the help of James F. Kasting of Pennsylvania State University.
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L
ike the lapis lazuli gem it resembles, 

the blue, cloud-enveloped planet 
that we recognize immediately

from satellite pictures seems remark-
ably stable. Continents and oceans, en-
circled by an oxygen-rich atmosphere,
support familiar life-forms. Yet this con-
stancy is an illusion produced by the
human experience of time. The earth
and its atmosphere are continuously al-
tered. Plate tectonics shift the conti-
nents, raise mountains and move the
ocean ßoor while processes that no one
fully comprehends alter the climate.

Such constant change has character-
ized the earth since its beginning some
4.5 billion years ago. From the outset,
heat and gravity shaped the evolution
of the planet. These forces were gradu-
ally joined by the global eÝects of the
emergence of life. Exploring this past
oÝers us the only possibility of under-

standing the origin of life and, perhaps,
its future.

Scientists used to believe the rocky
planets, including the earth, Mercury, Ve-
nus and Mars, were created by the rapid
gravitational collapse of a dust cloud, a
deßation giving rise to a dense orb. In
the 1960s the Apollo space program
changed this view. Studies of moon
craters revealed that these gouges were
caused by the impact of objects that
were in great abundance about 4.5 bil-
lion years ago. Thereafter, the number
of impacts appeared to have quickly de-
creased. This observation rejuvenated
the theory of accretion postulated by
Otto Schmidt. The Russian geophysi-
cist had suggested in 1944 that plan-
ets grew in size gradually, step by step.

According to Schmidt, cosmic dust
lumped together to form particulates,
particulates became gravel, gravel be-
came small balls, then big balls, then
tiny planets, or planetesimals, and, Þ-
nally, dust became the size of the moon.
As the planetesimals became larger,
their numbers decreased. Consequent-
ly, the number of collisions between
planetesimals, or meteorites, decreased.
Fewer items available for accretion

meant that it took a long time to build
up a large planet. A calculation made
by George W. Wetherill of the Carnegie
Institution of Washington suggests that
about 100 million years could pass be-
tween the formation of an object mea-
suring 10 kilometers in diameter and
an object the size of the earth.

The process of accretion had signif-
icant thermal consequences for the
earth, consequences that have forceful-
ly directed its evolution. Large bodies
slamming into the planet produced im-

CLAUDE J. ALLéGRE and STEPHEN H.
SCHNEIDER study various aspects of the
earthÕs geologic history and its climate.
All�gre is a professor at the University
of Paris and directs the department of
geochemistry at the Institut de Physique
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ment of biological sciences at Stanford
University and is a senior fellow at the
universityÕs Institute of International
Studies. He is also a senior scientist at
the National Center for Atmospheric Re-
search in Boulder, Colo.
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mense heat in the interior, melting the
cosmic dust found there. The resulting
furnaceÑsituated some 200 to 400 kilo-
meters underground and called a mag-
ma oceanÑwas active for millions of
years, giving rise to volcanic eruptions.
When the earth was young, heat at the
surface caused by volcanism and lava
ßows from the interior was supplement-
ed by the constant bombardment of
huge planetesimals, some of them per-
haps the size of the moon or even Mars.
No life was possible during this period.

Beyond clarifying that the earth had
formed through accretion, the Apollo
program compelled scientists to try to
reconstruct the subsequent temporal
and physical development of the early
earth. This undertaking had been con-
sidered impossible by founders of geol-
ogy, including Charles Lyell, to whom
the following phrase is attributed: No
vestige of a beginning, no prospect for
an end. This statement conveys the idea
that the young earth could not be re-
created, because its remnants were de-

stroyed by its very activity. But the de-
velopment of isotope geology in the
1960s had rendered this view obsolete.
Their imaginations Þred by Apollo and
the moon Þndings, geochemists began
to apply this technique to understand
the evolution of the earth.

D
ating rocks using so-called ra-
dioactive clocks allows geolo-
gists to work on old terrains that

do not contain fossils. The hands of a
radioactive clock are isotopesÑatoms
of the same element that have diÝerent
atomic weightsÑand geologic time is
measured by the rate of decay of one
isotope into another [see ÒThe Earliest
History of the Earth,Ó by Derek York;
SCIENTIFIC AMERICAN, January 1993].
Among the many clocks, those based
on the decay of uranium 238 into lead
206 and of uranium 235 into lead 207
are special. Geochronologists can deter-
mine the age of samples by analyzing
only the daughter productÑin this case,
leadÑof the radioactive parent, uranium.

Isotope geology has permitted geolo-
gists to determine that the accretion of
the earth culminated in the diÝerentia-
tion of the planet: the creation of the
coreÑthe source of the earthÕs magnet-
ic ÞeldÑand the beginning of the at-
mosphere. In 1953 the classic work of
Claire C. Patterson of the California In-
stitute of Technology used the uranium-
lead clock to establish an age of 4.55
billion years for the earth and many of
the meteorites that formed it. Recent
work by one of us (All�gre) on lead iso-
topes, however, led to a somewhat new
interpretation. As Patterson argued,
some meteorites were indeed formed
about 4.56 billion years ago, and their
debris constituted the earth. But the
earth continued to grow through the
bombardment of planetesimals until
some 120 to 150 million years later. At
that timeÑ4.44 to 4.41 billion years
agoÑthe earth began to retain its at-
mosphere and create its core. This pos-
sibility had already been suggested by
Bruce R. Doe and Robert E. Zartman of
the U.S. Geological Survey in Denver a
decade ago and is in agreement with
WetherillÕs estimates. 

The emergence of the continents
came somewhat later. According to the
theory of plate tectonics, these land-
masses are the only part of the earthÕs
crust that is not recycled and, conse-
quently, destroyed during the geother-
mal cycle driven by the convection in
the mantle. Continents thus provide a
form of memory because the record of
early life can be read in their rocks. The
testimony, however, is not extensive.
Geologic activity, including plate tecton-
ics, erosion and metamorphism, has
destroyed almost all the ancient rocks.
Very few fragments have survived this
geologic machine.

Nevertheless, in recent years, several
important Þnds have been made, again
using isotope geochemistry. One group,
led by Stephen Moorbath of the Univer-
sity of Oxford, discovered terrain in
West Greenland that is between 3.7 and
3.8 billion years old. In addition, Sam-
uel A. Bowring of the Massachusetts In-
stitute of Technology explored a small
area in North AmericaÑthe Acasta
gneissÑthat is 3.96 billion years old.

Ultimately, a quest for the mineral
zircon led other researchers to even
more ancient terrain. Typically found
in continental rocks, zircon is not dis-
solved during the process of erosion
but is deposited as particles in sedi-
ment. A few pieces of zircon can there-
fore survive for billions of years and
can serve as a witness to the earthÕs
more ancient crust. The search for old
zircons started in Paris with the work of
Annie Vitrac and Jo�l R. Lancelot, now

68 SCIENTIFIC AMERICAN October 1994

How the Earth Got Its Core
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The differentiation of the planet took place quite quickly after the earth
was formed by the accretion of cosmic dust and meteorites. About 4.4

billion years ago the core—which, with the mantle, drives the geothermal
cycle, including volcanism—appeared; gases emerging from the interior of
the planet also gave rise to a nascent atmosphere. Somewhat later, although
the issue has not been entirely resolved, it seems that continental crust
formed as the various elements segregated into different depths.
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at the University of Marseilles and the
University of Montpellier, respectively,
as well as with the eÝorts of Moorbath
and All�gre. It was a group at the Aus-
tralian National University in Canberra,
directed by William Compston, that was
Þnally successful. The team discovered
zircons in western Australia that were
between 4.1 and 4.3 billion years old.

Zircons have been crucial not only for
understanding the age of the continents
but for determining when life Þrst ap-
peared. The earliest fossils of undis-
puted age were found in Australia and
South Africa. These relics of blue-green
algae are about 3.5 billion years old.
Manfred Schidlowski of the Max Planck
Institute for Chemistry in Mainz has
studied the Isua formation in West
Greenland and argues that organic mat-
ter existed as many as 3.8 billion years
ago. Because most of the record of early
life has been destroyed by geologic ac-
tivity, we cannot say exactly when it Þrst
appearedÑperhaps it arose very quick-
ly, maybe even 4.2 billion years ago.

O
ne of the most important as-
pects of the earthÕs evolution 
is the formation of the atmo-

sphere, because it is this assemblage of
gases that allowed life to crawl out of
the oceans and to be sustained. Re-
searchers have hypothesized since the
1950s that the terrestrial atmosphere
was created by gases emerging from
the interior of the planet. When a volca-
no spews gases, it is an example of the
continuous outgassing, as it is called,
of the earth. But scientists have ques-
tioned whether this process occurred
suddenly about 4.4 billion years ago
when the core diÝerentiated or whether
it took place gradually over time.

To answer this question, All�gre and
his colleagues studied the isotopes of
rare gases. These gasesÑincluding heli-
um, argon and xenonÑhave the pecu-
liarity of being chemically inert, that is,
they do not react in nature with other
elements. Two of them are particularly
important for atmospheric studies: ar-
gon and xenon. Argon has three iso-
topes, of which argon 40 is created by
the decay of potassium 40. Xenon has
nine, of which 129 has two diÝerent
origins. Xenon 129 arose as the result
of nucleosynthesis before the earth and
solar system were formed. It was also
created from the decay of radioactive
iodine 129, which does not exist on the
earth anymore. This form of iodine was
present very early on but has died
since, and xenon 129 has grown at its
expense.

Like most couples, both argon 40 and
potassium 40 and xenon 129 and iodine
129 have stories to tell. They are excel-

lent chronometers. Although the atmo-
sphere was formed by the outgassing
of the mantle, it does not contain any
potassium 40 or iodine 129. All argon
40 and xenon 129, formed in the earth
and released, are found in the atmo-
sphere today. Xenon was expelled from
the mantle and retained in the atmo-
sphere; therefore, the atmosphere-man-
tle ratio of this element allows us to
evaluate the age of diÝerentiation. Ar-
gon and xenon trapped in the mantle
evolved by the radioactive decay of
potassium 40 and iodine 129. Thus, if
the total outgassing of the mantle oc-
curred at the beginning of the earthÕs
formation, the atmosphere would not
contain any argon 40 but would con-
tain xenon 129.

The major challenge facing an inves-
tigator who wants to measure such ra-
tios of decay is to obtain high concen-
trations of rare gases in mantle rocks
because they are extremely limited. For-
tunately, a natural phenomenon occurs
at mid-oceanic ridges during which vol-
canic lava transfers some silicates from
the mantle to the surface. The small
amounts of gases trapped in mantle
minerals rise with the melt to the sur-
face and are concentrated in small vesi-
cles in the outer glassy margin of lava
ßows. This process serves to concen-
trate the amounts of mantle gases by 
a factor of 104 or 105. Collecting these
rocks by dredging the seaßoor and
then crushing them under vacuum in a
sensitive mass spectrometer allow geo-
chemists to determine the ratios of the
isotopes in the mantle. The results are
quite surprising. Calculations of the ra-
tios indicate that between 80 and 85
percent of the atmosphere was out-
gassed in the Þrst one million years; the
rest was released slowly but constantly
during the next 4.4 billion years.

The composition of this primitive at-
mosphere was most certainly dominat-
ed by carbon dioxide, with nitrogen as
the second most abundant gas. Trace
amounts of methane, ammonia, sulfur
dioxide and hydrochloric acid were also
present, but there was no oxygen. Ex-
cept for the presence of abundant wa-
ter, the atmosphere was similar to that
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CONTINENTAL SHIFT has altered the
face of the planet for nearly a billion
years, as can be seen in the diÝerences
between the positions of the continents
that we know today and those of 700
million years ago. Pangaea, the superag-
gregate of early continents, came to-
gether about 200 million years ago and
then promptly, in geologic terms, broke
apart. This series was compiled with
the advice of Christopher R. Scotese of
the University of Texas at Arlington.
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of Venus or Mars. The details of the
evolution of the original atmosphere
are debated, particularly because we do
not know how strong the sun was at
that time. Some facts, however, are not
disputed. It is evident that carbon diox-
ide played a crucial role. In addition,
many scientists believe the evolving at-
mosphere contained suÛcient quanti-
ties of gases like ammonia and meth-
ane to give rise to organic matter. 

S
till, the problem of the sun re-
mains unresolved. One hypothe-
sis holds that during the Archean

era, which lasted from about 4.5 to 2.5
billion years ago, the sunÕs power was
only 75 percent of what it is today. This
possibility raises a dilemma: How could
life have survived in the relatively cold
climate that should accompany a weak-
er sun? A solution to the faint early sun
paradox, as it is called, was oÝered by
Carl Sagan and George Mullen of Cor-
nell University in 1970. The two sci-
entists suggested that methane and am-
monia, which are very eÝective at trap-
ping infrared radiation, were quite abun-
dant. These gases could have created a
super-greenhouse eÝect. The idea was
criticized on the basis that such gases
were highly reactive and have short
lifetimes in the atmosphere.

In the late 1970s Veerabhadran Ra-

manathan, now at the Scripps Institu-
tion of Oceanography, and Robert D.
Cess and Tobias Owen of the State Uni-
versity of New York at Stony Brook pro-
posed another solution. They postulat-
ed that there was no need for methane
in the early atmosphere because carbon
dioxide was abundant enough to bring
about the super-greenhouse eÝect.
Again this argument raised a diÝerent
question: How much carbon dioxide
was there in the early atmosphere? Ter-
restrial carbon dioxide is now buried in
carbonate rocks, such as limestone, al-
though it is not clear when it became
trapped there. Today calcium carbonate
is created primarily during biological
activity; in the Archean period, carbon
may have been primarily removed dur-
ing inorganic reactions.

The rapid outgassing of the planet
liberated voluminous quantities of wa-
ter from the mantle, creating the oceans
and the hydrologic cycle. The acids that
were probably present in the atmo-
sphere eroded rocks, forming carbon-
ate-rich rocks. The relative importance
of such a mechanism is, however, debat-
ed. Heinrich D. Holland of Harvard Uni-
versity believes the amount of carbon
dioxide in the atmosphere rapidly de-
creased during the Archean and stayed
at a low level.

Understanding the carbon dioxide

content of the early atmosphere is piv-
otal to understanding the mechanisms
of climatic control. Two sometimes con-
ßicting camps have put forth ideas on
how this process works. The Þrst group
holds that global temperatures and car-
bon dioxide were controlled by inorgan-
ic geochemical feedbacks; the second
asserts that they were controlled by bi-
ological removal.

James C. G. Walker, James F. Kasting
and Paul B. Hays, then at the University
of Michigan, proposed the inorganic
model in 1981. They postulated that
levels of the gas were high at the outset
of the Archean and did not fall precipi-
tously. The trio suggested that as the cli-
mate warmed, more water evaporated,
and the hydrologic cycle became more
vigorous, increasing precipitation and
runoÝ. The carbon dioxide in the atmo-
sphere mixed with rainwater to create
carbonic acid runoÝ, exposing miner-
als at the surface to weathering. Silicate
minerals combined with carbon that
had been in the atmosphere, sequester-
ing it in sedimentary rocks. Less car-
bon dioxide in the atmosphere meant,
in turn, less of a greenhouse eÝect. The
inorganic negative feedback process
oÝset the increase in solar energy.

This solution contrasts with a second
paradigm: biological removal. One the-
ory advanced by James E. Lovelock, an
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CLIMATE FLUCTUATIONS are apparent over time. Although
the earthÕs early temperature record is quite uncertain, good
estimates can be made starting 400 million years ago, when

fossils were more abundantly preserved. As climate shifted,
so did lifeÑsuggesting feedback between the two. The dates
of these evolutions remain unclear as well, but their order is
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originator of the Gaia hypothesis, as-
sumed that photosynthesizing micro-
organisms, such as phytoplankton,
would be very productive in a highÐcar-
bon dioxide environment. These crea-
tures slowly removed carbon dioxide
from the air and oceans, converting it
into calcium carbonate sediments. Crit-
ics retorted that phytoplankton had
not even evolved for most of the time
that the earth has had life. (The Gaia
hypothesis holds that life on the earth
has the capacity to regulate tempera-
ture and the composition of the earthÕs
surface and to keep it comfortable for
living organisms.)

More recently, Tyler Volk of New York
University and David W. Schwartzman
of Howard University proposed anoth-
er Gaian solution. They noted that bac-
teria increase carbon dioxide content
in soils by breaking down organic mat-
ter and by generating humic acids. Both
activities accelerate weathering, remov-
ing carbon dioxide from the atmosphere.
On this point, however, the controversy
becomes acute. Some geochemists, in-
cluding Kasting, now at Pennsylvania
State University, and Holland, postulate
that while life may account for some
carbon dioxide removal after the Ar-
chean, inorganic geochemical processes
can explain most of the sequestering.
These researchers view life as a rather

weak climatic stabilizing mechanism
for the bulk of geologic time.

The issue of carbon remains critical
to the story of how life inßuenced the
atmosphere. Carbon burial is a key to
the vital process of building up atmo-
spheric oxygen concentrationsÑa pre-
requisite for the development of cer-
tain life-forms. In addition, global warm-
ing may be taking place now as a result
of humans releasing this carbon. For
one or two billion years, algae in the
oceans produced oxygen. But because
this gas is highly reactive and because
there were many reduced minerals in
the ancient oceansÑiron, for example,
is easily oxidizedÑ much of the oxygen
produced by living creatures simply got
used up before it could reach the atmo-
sphere, where it would have encoun-
tered gases that would react with it. 

Even if evolutionary processes had giv-
en rise to more complicated life-forms
during this anaerobic era, they would
have had no oxygen. Furthermore, un-
Þltered ultraviolet sunlight would have
likely killed them if they left the ocean.
Researchers such as Walker and Preston
Cloud, then at the University of Califor-
nia at Santa Barbara, have suggested
that only about two billion years ago,
after most of the reduced minerals in
the sea were oxidized, did atmospheric
oxygen accumulate. Between one and

two billion years ago oxygen reached
current levels, creating a niche for
evolving life.

By examining the stability of certain
minerals, such as iron oxide or urani-
um oxide, Holland has shown that the
oxygen content of the Archean atmo-
sphere was low, before two billion years
ago. It is largely agreed that the present-
day oxygen content of 20 percent is the
result of photosynthetic activity. Still,
the question is whether the oxygen con-
tent in the atmosphere increased grad-
ually over time or suddenly. Recent stud-
ies indicate that the increase of oxygen
started abruptly between 2.1 and 2.03
billion years ago, and the present situa-
tion was reached 1.5 billion years ago. 

The presence of oxygen in the atmo-
sphere had another major beneÞt for
an organism trying to live at or above
the surface: it Þltered ultraviolet radia-
tion. Ultraviolet radiation breaks down
many moleculesÑfrom DNA and oxy-
gen to the chloroßuorocarbons that are
implicated in stratospheric ozone de-
pletion. Such energy splits oxygen into
the highly unstable atomic form O,
which can combine back into O2 and
into the very special molecule O3, or
ozone. Ozone, in turn, absorbs ultravio-
let radiation. It was not until oxygen was
abundant enough in the atmosphere to
allow the formation of ozone that life
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more apparent. First a primordial soup formed, then primi-
tive organisms, such as algae, stromatolites and jellyÞsh,
arose; spiny Þsh were followed by the ichthyostega, perhaps

the Þrst creature to crawl from ocean onto land. The rest of
the story is well known: dinosaurs appeared and died out,
their place taken by mammals. 
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even had a chance to get a root-hold or
a foothold on land. It is not a coinci-
dence that the rapid evolution of life
from prokaryotes (single-celled organ-
isms with no nucleus) to eukaryotes
(single-celled organisms with a nucle-
us) to metazoa (multicelled organisms)
took place in the billion-year-long era
of oxygen and ozone.

Although the atmosphere was reach-
ing a fairly stable level of oxygen during
this period, the climate was hardly uni-
form. There were long stages of relative
warmth or coolness during the transi-
tion to modern geologic time. The com-
position of fossil plankton shells that
lived near the ocean ßoor provides a
measure of bottom water temperatures.
The record suggests that over the past
100 million years bottom waters cooled
by nearly 15 degrees Celsius. Sea levels
dropped by hundreds of meters, and
continents drifted apart. Inland seas
mostly disappeared, and the climate
cooled an average of 10 to 15 degrees
C. Roughly 20 million years ago perma-
nent ice appears to have built up on
Antarctica.

About two to three million years ago
the paleoclimatic record starts to show
signiÞcant expansions and contractions
of warm and cold periods on 40,000-
year or so cycles. This periodicity is in-
teresting because it corresponds to the
time it takes the earth to complete an
oscillation of the tilt of its axis of rota-
tion. It has long been speculated, and
recently calculated, that known chang-

es in orbital geometry could alter the
amount of sunlight coming in between
winter and summer by about 10 per-
cent or so and could be responsible for
initiating or ending ice ages.

M
ost interesting and perplexing
is the discovery that between
600,000 and 800,000 years

ago the dominant cycle switched from
40,000-year periods to 100,000-year in-
tervals with very large ßuctuations. The
last major phase of glaciation ended
about 10,000 years ago. At its height
20,000 years ago, ice sheets a mile thick
covered much of northern Europe and
North America. Glaciers expanded in
high plateaus and mountains through-
out the world. Enough ice was locked up
on land to cause sea levels to drop more
than 100 meters below where they are
today. Massive ice sheets scoured the
land and revamped the ecological face
of the earth, which was Þve degrees C
cooler on average than it is currently.

The precise causes of these changes
are not yet sorted out. Volcanic erup-
tions may have played a signiÞcant role
as shown by the eÝect of El Chich�n in
Mexico and Mount Pinatubo in the Phil-
ippines. Tectonic events, such as the de-
velopment of the Himalayas, may in-
ßuence world climate. Even the impact
of comets can inßuence short-term cli-
matic trends with catastrophic conse-
quences for life [see ÒWhat Caused the
Mass Extinction? An Extraterrestrial Im-
pact,Ó by Walter Alvarez and Frank Asa-

ro; and ÒWhat Caused the Mass Extinc-
tion? A Volcanic Eruption,Ó by Vincent
E. Courtillot; SCIENTIFIC AMERICAN, Oc-
tober 1990]. It is remarkable that de-
spite violent, episodic perturbations, the
climate has been buÝered enough to
sustain life for 3.5 billion years.

One of the most pivotal climatic dis-
coveries of the past 20 years has come
from ice cores in Greenland and Ant-
arctica. When snow falls on these fro-
zen continents, the air between the
snow grains is trapped as bubbles. The
snow is gradually compressed into ice,
along with its captured gases. Some of
these records can go back as far as
200,000 years; scientists can analyze
the chemical content of ice and bubbles
from sections of ice that lie as deep as
2,000 meters below the surface.

The ice-core borers have determined
that the air breathed by ancient Egyp-
tians and Anasazi Indians was very
similar to that which we inhale todayÑ
except for a host of air pollutants intro-
duced over the past 100 or 200 years.
Principal among these added gases, or
pollutants, are extra carbon dioxide
and methane. The former has increased
25 percent as a result of industrializa-
tion and deforestation; the latter has
doubled because of agriculture, land
use and energy production. The con-
cern that increased amounts of these
gases might trap enough heat to cause
global warming is at the heart of the
climate debate [see ÒThe Changing Cli-
mate,Ó by Stephen H. Schneider; SCIEN-
TIFIC AMERICAN, September 1989].

The ice cores have shown that sus-
tained natural rates of worldwide tem-
perature change are typically about one
degree C per millennium. These shifts
are still signiÞcant enough to have rad-
ically altered where species live and to
have potentially contributed to the ex-
tinction of such charismatic megafauna
as mammoths and saber-toothed tigers.
But a most extraordinary story from
the ice cores is not the relative stability
of the climate during the past 10,000
years. It appears that during the height
of the last ice age 20,000 years ago
there was between 30 and 40 percent
less carbon dioxide and 50 percent less
methane in the air than there has been
during our period, the Holocene. This
Þnding suggests a positive feedback
between carbon dioxide, methane and
climatic change.

The reasoning that supports the idea
of this destabilizing feedback system
goes as follows. When the world was
colder, there was less concentration of
greenhouse gases, and so less heat was
trapped. As the earth warmed up, car-
bon dioxide and methane levels in-
creased, accelerating the warming. If
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ATMOSPHERIC COMPOSITION, shown by the relative concentration of various
gases, has been greatly inßuenced by life on the earth. The early atmosphere had
fairly high concentrations of water and carbon dioxide and, some experts believe,
methane, ammonia and nitrogen. After the emergence of living organisms, the oxy-
gen that is so vital to our survival became more plentiful. Today carbon dioxide,
methane and water exist only in trace amounts in the atmosphere.
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life had a hand in this story, it would
have been to drive, rather than to op-
pose, climatic change. Once again,
though, this picture is incomplete.

Nevertheless, most scientists would
agree that life could well be the princi-
pal factor in the positive feedback be-
tween climatic change and greenhouse
gases. One hypothesis suggests that in-
creased nutrient runoÝ from the conti-
nental shelves that were exposed as
sea levels fell fertilized phytoplankton.
This nutrient input could have created
a larger biomass of such marine species.
Because the calcium carbonate shell
makes up most of the mass of many
phytoplankton species, increased pro-
ductivity would remove carbon dioxide
from the oceans and eventually the at-
mosphere. At the same time, boreal
forests that account for about 10 to 20
percent of the carbon in the atmosphere
were decimated during the ice ages.
Carbon from these high-latitude forests
could have been released to the atmo-
sphere, yet the atmosphere had less of
this gas then. Thus, the positive feed-
back system of the oceanÕs biological
pump may have oÝset the negative
feedback caused by the destruction of
the forests. Great amounts of carbon
can be stored in soils, however, so the
demise of forests may have led to the
sequestering of carbon in the ground.

What is signiÞcant is the idea that the
feedback was positive. By studying the
transition from the highÐcarbon diox-
ide, low-oxygen atmosphere of the Ar-
chean to the era of great evolutionary
progress about a half a billion years
ago, it becomes clear that life may have
been a factor in the stabilization of cli-
mate. In another exampleÑduring the
ice ages and interglacial cyclesÑlife
seems to have the opposite function:
accelerating the change rather than di-
minishing it. This observation has led
one of us (Schneider) to contend that
climate and life coevolved rather than
life serving solely as a negative feed-
back on climate.

I
f we humans consider ourselves
part of lifeÑthat is, part of the nat-
ural systemÑthen it could be ar-

gued that our collective impact on the
earth means we may have a signiÞcant
coevolutionary role in the future of the
planet. The current trends of popula-
tion growth, the demands for increased
standards of living and the use of tech-
nology and organizations to attain these
growth-oriented goals all contribute to
pollution. When the price of polluting
is low and the atmosphere is used as a
free sewer, carbon dioxide, methane,
chloroßuorocarbons, nitrous oxides, sul-
fur oxides and other toxics can build up.

The theory of heat trappingÑcodiÞed
in mathematical models of the climateÑ
suggests that if carbon dioxide levels
double sometime in the middle of the
next century, the world will warm be-
tween one and Þve degrees C. The mild
end of that range entails warming at
the rate of one degree per 100 yearsÑa
factor of 10 faster than the one degree
per 1,000 years that has historically
been the average rate of natural change
on a global scale. Should the higher end
of the range occur, then we could see
rates of climatic change 50 times faster
than natural average conditions. Change
at this rate would almost certainly force
many species to attempt to move their
ranges, just as they did from the ice
ageÐinterglacial transition between
10,000 and 15,000 years ago. Not only
would species have to respond to cli-
matic change at rates 10 to 50 times
faster, but few would have undisturbed,
open migration routes as they did at
the end of the ice age and the onset of
the interglacial era. It is for these rea-
sons that it is essential to understand
whether doubling carbon dioxide will

warm the earth by one degree or Þve.
To make the critical projections of fu-

ture climatic change needed to under-
stand the fate of ecosystems on this
earth, we must dig through land, sea
and ice to uncover as much of the geo-
logic, paleoclimatic and paleoecological
records as we can. These records pro-
vide the backdrop against which to cal-
ibrate the crude instruments we must
use to peer into a shadowy environ-
mental future, a future increasingly in-
ßuenced by us.
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chambers, researchers can determine the composition of the atmosphere up to al-
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W
hen the earth formed some 4.6
billion years ago, it was a life-
less, inhospitable place. A bil-

lion years later it was teeming with or-
ganisms resembling blue-green algae.
How did they get there? How, in short,
did life begin? This long-standing ques-
tion continues to generate fascinating
conjectures and ingenious experiments,
many of which center on the possibility
that the advent of self-replicating RNA
was a critical milestone on the road to
life.

Before the mid-17th century, most
people believed that God had created
humankind and other higher organisms
and that insects, frogs and other small
creatures could arise spontaneously in
mud or decaying matter. For the next
two centuries, those ideas were subject-
ed to increasingly severe criticism, and
in the mid-19th century two important
scientiÞc advances set the stage for
modern discussions of the origin of life.

In one advance Louis Pasteur discred-
ited the concept of spontaneous gener-
ation. He oÝered proof that even bac-
teria and other microorganisms arise
from parents resembling themselves.
He thereby highlighted an intriguing
question: How did the Þrst generation
of each species come into existence?

The second advance, the theory of
natural selection, suggested an answer.
According to this proposal, set forth by
Charles Darwin and Alfred Russel Wal-
lace, some of the diÝerences between

individuals in a population are herita-
ble. When the environment changes, in-
dividuals bearing traits that provide the
best adaptation to the new environment
meet with the greatest reproductive suc-
cess. Consequently, the next generation
contains an increased percentage of
well-adapted individuals displaying the
helpful characteristics. In other words,
environmental pressures select adap-
tive traits for perpetuation.

Repeated generation after generation,
natural selection could thus lead to the
evolution of complex organisms from
simple ones. The theory therefore im-
plied that all current life-forms could
have evolved from a single, simple pro-
genitorÑan organism now referred to
as lifeÕs last common ancestor. (This
life-form is said to be ÒlastÓ not ÒÞrstÓ
because it is the nearest shared ances-
tor of all contemporary organisms;
more distant ancestors must have ap-
peared earlier.)

Darwin, bending somewhat to the re-
ligious biases of his time, posited in the
Þnal paragraph of The Origin of Species

that Òthe CreatorÓ originally breathed
life Òinto a few forms or into one.Ó Then
evolution took over : ÒFrom so simple a
beginning endless forms most beauti-
ful and most wonderful have been, and
are being evolved.Ó In private correspon-
dence, however, he suggested life could
have arisen through chemistry, Òin some
warm little pond, with all sorts of am-
monia and phosphoric salts, light, heat,
electricity, etc. present.Ó For much of
the 20th century, origin-of-life research
has aimed to ßesh out DarwinÕs private
hypothesisÑto elucidate how, without
supernatural intervention, spontaneous
interaction of the relatively simple mol-
ecules dissolved in the lakes or oceans
of the prebiotic world could have yield-
ed lifeÕs last common ancestor.

Finding a solution to this problem re-
quires knowing something about that

ancestorÕs characteristics. Obviously, it
had to possess genetic informationÑ
that is, heritable instructions for func-
tioning and reproducingÑand the
means to replicate and carry out those
instructions. Otherwise it would have
left no descendants. Also, its system for
replicating its genetic material had to
allow for some random variation in the
heritable characteristics of the oÝspring
so that new traits could be selected and
lead to the creation of diverse species.

S
cientists have attained more in-
sight into the character of the
last common ancestor by identi-

fying commonalities in contemporary
organisms. One can safely infer that in-
tricate features present in all modern
varieties of life also appeared in that
common ancestor. After all, it is next to
impossible for such universal traits to
have evolved separately. The rationale
is the same as would apply to discovery
of two virtually identical screenplays,
diÝering only in a few words. It would
be unreasonable to think that the scripts
were created independently by two sep-
arate authors. By the same token, it
would be safe to assume that one script
was an imperfect replica of the other
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RNA-world theory of how life began,
which holds that RNA made possible
the evolution of DNA and life itself.
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or that both versions were slightly al-
tered copies of a third.

One readily apparent commonality is
that all living things consist of similar
organic (carbon-rich) compounds. An-
other shared property is that the pro-
teins found in present-day organisms
are fashioned from one set of 20 stan-
dard amino acids. These proteins in-
clude enzymes (biological catalysts)
that are essential to development, sur-
vival and reproduction.

Further, contemporary organisms car-
ry their genetic information in nucleic
acidsÑRNA and DNAÑand use essen-
tially the same genetic code. This code
speciÞes the amino acid sequences of
all the proteins each organism needs.
More precisely, the instructions take the
form of speciÞc sequences of nucleo-
tides, the building blocks of nucleic
acids. These nucleotides consist of a
sugar (deoxyribose in DNA, and ribose
in RNA), a phosphate group and one of
four diÝerent nitrogen-containing bas-
es. In DNA, the bases are adenine (A),
guanine (G ), cytosine (C ) and thymine
(T ). In RNA, uracil (U ) substitutes for
thymine. The bases constitute the al-
phabet, and triplets of bases form the
words. As an example, the triplet CUU

in RNA instructs a cell to add the ami-
no acid leucine to a growing strand of
protein.

From such Þndings we can infer that
our last common ancestor stored genet-
ic information in nucleic acids that spec-
iÞed the composition of all needed pro-
teins. It also relied on proteins to direct
many of the reactions required for self-
perpetuation. Hence, the central prob-

lem of origin-of-life research can be re-
Þned to ask, By what series of chemical
reactions did this interdependent sys-
tem of nucleic acids and proteins come
into being?

Anyone trying to solve this puzzle
immediately encounters a paradox.
Nowadays nucleic acids are synthesized
only with the help of proteins, and pro-
teins are synthesized only if their cor-
responding nucleotide sequence is pres-
ent. It is extremely improbable that pro-
teins and nucleic acids, both of which
are structurally complex, arose sponta-
neously in the same place at the same
time. Yet it also seems impossible to
have one without the other. And so, at
Þrst glance, one might have to conclude
that life could never, in fact, have origi-
nated by chemical means.

In the late 1960s Carl R. Woese of the
University of Illinois, Francis Crick, then
at the Medical Research Council in En-
gland, and I (working at the Salk Insti-
tute for Biological Studies in San Diego)
independently suggested a way out of
this diÛculty. We proposed that RNA
might well have come Þrst and estab-
lished what is now called the RNA
worldÑa world in which RNA catalyzed
all the reactions necessary for a precur-
sor of lifeÕs last common ancestor to
survive and replicate. We also posited
that RNA could subsequently have de-
veloped the ability to link amino acids
together into proteins. This scenario
could have occurred, we noted, if prebi-
otic RNA had two properties not evi-
dent today: a capacity to replicate with-
out the help of proteins and an ability to
catalyze every step of protein synthesis.

There were a few reasons why we fa-
vored RNA over DNA as the originator
of the genetic system, even though DNA
is now the main repository of heredi-
tary information. One consideration was
that the ribonucleotides in RNA are
more readily synthesized than are the
deoxyribonucleotides in DNA. More-
over, it was easy to envision ways that
DNA could evolve from RNA and then,
being more stable, take over RNAÕs role
as the guardian of heredity. We suspect-
ed that RNA came before proteins in
part because we had diÛculty compos-
ing any scenario in which proteins could
replicate in the absence of nucleic acids.

D
uring the past 10 years, a fair
amount of evidence has lent cre-
dence to the idea that the hypo-

thetical RNA world did exist and lead
to the advent of life based on DNA, RNA
and protein. Notably, in 1983 Thomas
R. Cech of the University of Colorado
at Boulder and, independently, Sidney
Altman of Yale University discovered
the Þrst known ribozymes, enzymes
made of RNA. Until then, proteins were
thought to carry out all catalytic reac-
tions in contemporary organisms. In-
deed, the term ÒenzymeÓ is usually re-
served for proteins. The Þrst ribozymes
identiÞed could do little more than cut
and join preexisting RNA. Nevertheless,
the fact that they behaved like enzymes
added weight to the notion that ancient
RNA might also have been catalytic.

So far no RNA molecules that direct
the replication of other RNA molecules
have been identiÞed in nature. But in-
genious techniques devised by Cech and
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In the early 1950s Stanley L. Miller, working in the laboratory
of Harold C. Urey at the University of Chicago, did the first

experiment designed to clarify the chemical reactions that oc-
curred on the primitive earth (right). In the flask at the bottom,
he created an “ocean” of water, which he heated, forcing water
vapor to circulate (arrows ) through the apparatus. The flask
at the top contained an “atmosphere” consisting of methane
(CH4), ammonia (NH3), hydrogen (H2) and the circulating wa-
ter vapor. Next he exposed the gases to a continuous electri-
cal discharge (“lightning”), causing the gases to interact. Wa-
ter-soluble products of those reactions then passed through a
condenser and dissolved in the mock ocean. The experiment

yielded many amino acids and enabled Miller to explain how
they had formed. For instance, glycine appeared after reac-
tions in the atmosphere produced simple compounds—
formaldehyde and hydrogen cyanide—that participated in the
set of reactions shown below. Years after this experiment, a
meteorite that struck near Murchison, Australia, was shown to
contain a number of the same amino acids that Miller identi-
fied (table) and in roughly the same relative amounts (dots );
those found in proteins are highlighted in blue. Such coinci-
dences lent credence to the idea that Miller’s protocol approx-
imated the chemistry of the prebiotic earth. More recent find-
ings have cast some doubt on that conclusion.

The Original Origin-of-Life Experiment
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Jack W. Szostak of the Massachusetts
General Hospital have modiÞed natu-
rally occurring ribozymes so that they
can carry out some of the most impor-
tant subreactions of RNA replication,
such as stringing together nucleotides
or oligonucleotides (short sequences of
nucleotides).

Quite recently Szostak found even
stronger evidence that an RNA molecule
produced by prebiotic chemistry could
have carried out RNA replication on the
early earth. He started by creating a pool
of random oligonucleotides, to approx-
imate the random production presumed
to have occurred some four billion years
ago. From that pool he was able to iso-
late a catalyst that could join together
oligonucleotides. Equally important, the
catalyst could draw energy for the reac-
tion from a triphosphate group (three
joined phosphates), the very same group
that now fuels most biochemical reac-
tions in living systems, including nucle-
ic acid replication. Such a resemblance
supports the idea that an RNA molecule
could have behaved like, and preceded,
the protein catalysts that today carry
out the replication of genetic material
in living organisms. Much remains to
be done, but it now seems likely that
some kind of RNA-catalyzed reproduc-
tion of RNA will be demonstrated in the
not too distant future.

Studies of ribosomes, often called the
protein factories of cells, have provid-
ed support for another important part
of the RNA-world hypothesis: the pro-
position that RNA could have created
protein synthesis. Ribosomes, which
consist of ribosomal RNA and protein,

travel along strands of messenger RNA
(single-strand transcripts of protein-
coding genes carried by DNA). As the
ribosomes move, they link one speci-
Þed amino acid to the next by forming
peptide bonds between them. Harry F.
Noller, Jr., of the University of Califor-
nia at Santa Cruz has found that it is
probably the RNA in ribosomes, not
the protein, that catalyzes formation of
the peptide bonds.

Other work indicates that primitive
RNA would have been able to evolve, as
would be required of any material that
gave rise to the genes in lifeÕs last com-
mon ancestor. Sol Spiegelman, when at
the University of Illinois, and research-
ers inspired by his ideas have demon-
strated that RNA molecules can be in-
duced to take on new traits. For in-
stance, when RNA was allowed to
replicate repeatedly in the presence of
a ribonuclease (an enzyme that normal-
ly breaks down RNA), the RNA eventu-
ally became resistant to the degrada-
tive enzyme. Similarly, Gerald F. Joyce
of the Scripps Research Institute and
others have recently applied more so-
phisticated procedures to derive ribo-
zymes that cleave a variety of chemical
bonds, including peptide bonds.

Thus, there is good reason to think
the RNA world did exist and that RNA
invented protein synthesis. If this con-
clusion is correct, the main task of ori-
gin-of-life research then becomes ex-
plaining how the RNA world came into
being. The answer to this question re-
quires knowing something about the
chemistry of the prebiotic soup: the
aqueous solution of organic molecules

in which life originated. Fortunately,
even before the RNA-world hypothesis
was proposed, investigators had gained
useful insights into that chemistry.

B
y the 1930s Alexander I. Oparin
in Russia and J.B.S. Haldane in
England had pointed out that the

organic compounds needed for life
could not have formed on the earth if
the atmosphere was as rich in oxygen
(oxidizing) as it is today. Oxygen, which
takes hydrogen atoms from other com-
pounds, interferes with the reactions
that transform simple organic molecules
into complex ones. Oparin and Haldane
proposed, therefore, that the atmo-
sphere of the young earth, like that of
the outer planets, was reducing: it con-
tained very little oxygen and was rich in
hydrogen (H2) and compounds that can
donate hydrogen atoms to other sub-
stances. Such gases were presumed to
include methane (CH4) and ammonia
(NH3).

OparinÕs and HaldaneÕs ideas inspired
the famous Miller-Urey experiment,
which in 1953 began the era of experi-
mental prebiotic chemistry. Harold C.
Urey of the University of Chicago and
Stanley L. Miller, a graduate student in
UreyÕs laboratory, wondered about the
kinds of reactions that occurred when
the earth was still enveloped in a reduc-
ing atmosphere. In a self-contained ap-
paratus, Miller created such an Òatmo-
sphere.Ó It consisted of methane, am-
monia, water and hydrogen above an
ÒoceanÓ of water. Then he subjected the
gases to ÒlightningÓ in the form of a
continuous electrical discharge. After a
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few days, he analyzed the contents of
the mock ocean. 

Miller found that as much as 10 per-
cent of the carbon in the system was
converted to a relatively small number
of identiÞable organic compounds, and
up to 2 percent of the carbon went to
making amino acids of the kinds that
serve as constituents of proteins. This
last discovery was particularly exciting
because it suggested that the amino
acids needed for the construction of
proteinsÑand for life itselfÑwould have
been abundant on the primitive planet.
At the time, investigators were not yet
paying much attention to the origin of
nucleic acids; they were most interest-
ed in explaining how proteins appeared
on the earth.

Careful analyses elucidated many of
the chemical reactions that occurred in
the experiment and thus might have
occurred on the prebiotic planet. First,
the gases in the ÒatmosphereÓ reacted
to form a suite of simple organic com-
pounds, including hydrogen cyanide
(HCN) and aldehydes (compounds con-
taining the group CHO). The aldehydes
then combined with ammonia and hy-
drogen cyanide to generate intermedi-
ary products called aminonitriles, which
interacted with water in the ÒoceanÓ to

produce amino acids and ammonia.
Glycine was the most abundant amino
acid, resulting from the combination of
formaldehyde (CH2O), ammonia and
hydrogen cyanide. A surprising number
of the standard 20 amino acids were
also made in lesser amounts. 

Since then, workers have subjected
many diÝerent mixtures of simple gas-
es to various energy sources. The results
of these experiments can be summa-
rized neatly. Under suÛciently reduc-
ing conditions, amino acids form easily.
Conversely, under oxidizing conditions,
they do not arise at all or do so only in
small amounts.

S
imilar studies provided some of
the Þrst evidence that the compo-
nents of nucleic acids could have

formed in the prebiotic soup as well. In
1961 Juan Or�, then at the University
of Houston, tried to determine whether
amino acids could be obtained by even
simpler chemistry than had operated
in the Miller-Urey experiment. He mixed
hydrogen cyanide and ammonia in an
aqueous solution, without introducing
an aldehyde. He found that amino
acids could indeed be produced from
these chemicals. In addition, he made
an unexpected discovery: the most

abundant complex molecule identiÞed
was adenine.

Adenine, it will be recalled, is one of
the four nitrogen-containing bases pres-
ent in RNA and DNA. It is also a compo-
nent of adenosine triphosphate (ATP),
now the major energy-providing mole-
cule of biochemistry. Or�Õs work im-
plied that if the atmosphere was indeed
reducing, adenineÑarguably one of the
most essential biochemicalsÑwould
have been available to help get life start-
ed. Later studies established that the
remaining nucleic acid bases could be
obtained from reactions among hydro-
gen cyanide and two other compounds
that would have formed in a reducing
prebiotic atmosphere: cyanogen (C2N2)
and cyanoacetylene (HC3N). Hence, ear-
ly experiments seemed to indicate that
under plausible prebiotic conditions,
important constituents of proteins and
nucleic acids could have been present
on the early earth.

Strikingly, many of the same com-
pounds generated in these various ex-
periments have also been shown to ex-
ist in outer space. A family of amino
acids that overlaps strongly with those
formed in the Miller-Urey experiment
has been identiÞed in carbonaceous
meteorites, along with the purine bases
(adenine and guanine). Furthermore,
the family of small molecules that lab-
oratory experiments have implicated as
participating in prebiotic synthesesÑ
water, ammonia, formaldehyde, hydro-
gen cyanide and cyanoacetyleneÑis
abundant in interstellar dust clouds,
where new stars are born.

The coincidence between the mole-
cules present in outer space and those
produced in laboratory simulations of
prebiotic chemistry has generally been
interpreted to mean that the simula-
tions have painted a reasonable picture
of the chemistry that occurred on the
young earth. I should note, however,
that this conclusion is now shakier than
it once seemed. Doubt has arisen be-
cause recent investigations indicate the
earthÕs atmosphere was never as reduc-
ing as Urey and Miller presumed. I sus-
pect that many organic compounds gen-
erated in past studies would have been
produced even in an atmosphere con-
taining less hydrogen, methane and am-
monia. Still, it seems prudent to con-
sider other mechanisms for the accu-
mulation of the constituents of proteins
and nucleic acids in the prebiotic soup.

For instance, the amino acids and ni-
trogen-containing bases needed for life
on the earth might have been delivered
by interstellar dust, meteorites and
comets. During the Þrst half a billion
years of the earthÕs history, bombard-
ment by meteorites and comets must
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RNA IS COMPOSED OF NUCLEOTIDES, each of which consists of a phosphate group
(green box ) and the sugar ribose (yellow box ) linked to a nitrogen-containing base
(blue boxes): guanine (G ), cytosine (C ), uracil (U ) or adenine (A). Uracil on one
strand of RNA can pair with adenine on another strand, and cytosine can pair with
guanine, producing a double helix (inset ). Such complementary base pairing is
thought to have contributed to the ability of early RNA to reproduce itself.
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have been intense, although the extent
to which organic material could have
survived such impacts is debatable. It
is also possible, though less likely, that
some of the organic materials required
for life did not originate at the earthÕs
surface at all. They may have arisen in
deep-sea vents, the submarine Þssures
in the earthÕs crust through which in-
tensely hot gases are cycled.

E
ven if we assume that one process
or another allowed the constitu-
ents of nucleic acids to appear on

the prebiotic planet, those of us who
favor the RNA-world hypothesis still
have to explain how self-replicating RNA
was created from these constituents.
The simplest hypothesis presumes that
the nucleotides in RNA formed when
direct chemical reactions led to joining
of the sugar ribose with nucleic acid
bases and phosphate (which would have
been available in inorganic material ).
Next, these ribonucleotides spontane-
ously joined to form polymers, at least
one of which happened to be capable
of engineering its own reproduction.

This scenario is attractive but, as will
be seen, has proved hard to conÞrm.
First of all, in the absence of enzymes,
workers have had trouble synthesizing
ribose in adequate quantity and purity.
It has long been known that ribose can
be produced easily through a series of
reactions between molecules of formal-
dehyde. Yet when such reactions occur,
they yield a mixture of sugars in which
ribose is always a minor product. The
relative paucity of ribose would militate
against development of an RNA world,
because the other sugars would com-
bine with nucleic acid bases to form

products that inhibit RNA synthesis and
replication. No one has yet discovered a
simple, complete chain of reactions that
ends with ribose as the main product.

What is more, attempts to synthesize
nucleotides directly from their compo-
nents under prebiotic conditions have
met with only modest success. One en-
couraging series of experiments has
yielded purine nucleosidesÑthat is,
units consisting of ribose and a purine
base but not including the phosphate
group that would be present in a Þn-
ished nucleotide. Unfortunately, inves-
tigators have been unable to produce
pyrimidine nucleosides (combinations
of ribose with cytosine or uracil ) eÛ-
ciently without the aid of enzymes.

Formation of nucleotides by combin-
ing phosphate with nucleosides has
been achieved by simple prebiotic reac-
tions. But the kinds of nucleotides that
occur in nature arose along with related
molecules having incorrect structures.
If such mixtures were produced on the
young planet, the abnormal nucleotides
would have interacted with the normal
ones to interfere with catalysis and
RNA replication. Hence, although each
step of ribonucleotide synthesis can be
achieved to some extent, it is not easy to
see how prebiotic reactions could have
led to the development of the ribonu-
cleotides needed for producing self-rep-
licating RNA.

One way around this problem is to
assume that inorganic catalysts were
available to ensure that only the correct
nucleotides formed. For instance, when
the components of nucleotides became
adsorbed on the surface of some min-
eral, that mineral might have caused
them to combine only in speciÞc orien-
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RNA REPLICATION FIRST BEGAN, according to one scenario, after reactive nucleo-
tides (a) on the primitive earth came together into random polymers (b), one of
which was a catalyst (red ). Free nucleotides then lined up on the catalyst (c)Ñas
well as on other polymers (not shown)Ñand joined (d ) to form a complementary
strand (purple). After the catalyst and its complement separated (e), the catalyst
set about ÒcopyingÓ (making a complement of ) the complement (at left in f ). It
thereby produced a replica of itself (red strand at right in f ). Catalytic copying of
the catalyst (at left in g) and of its complement (at right in g) then ensured repeat-
ed replication (h) of both strands. Consistent with this idea, workers have achieved
template-directed synthesis of strands complementary to short polymers (c and d ).
But no one has reproduced an original polymer without help from proteins.
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tations. The possibility that minerals
served as useful catalysts remains real,
but none of the minerals tested so far
has been shown to have the speciÞcity
needed to yield only nucleotides having
the correct architecture.

It is also possible that nonenzymatic
reactions leading to the eÛcient synthe-
sis of pure ribonucleotides did occur
but that scientists have simply failed to
identify them. As a case in point, Albert
Eschenmoser of the Swiss Federal Insti-
tute of Technology recently managed
to limit the number of diÝerent sugars
generated when ribose was made from
the polymerization of formaldehyde
molecules. In his experiments, he sub-
stituted a normal intermediate of the
ribose-forming reaction with a closely
related, phosphorylated compound and
then allowed the later steps to proceed.
Under some conditions, the main end
product of the process was a phosphor-
ylated derivative of ribose. The phos-
phate groups on this product would
have had to be rearranged in order to
produce the phosphorylated ribose
found in ribonucleotides. Nevertheless,
the results do suggest that undiscov-
ered reactions in the prebiotic soup
could have led to the eÛcient synthesis
of ribonucleotides.

L
et us assume investigators could 

prove that ribonucleotides were 
able to emerge nonenzymatically.

Workers who favor the simple scenario
described above would still have to
demonstrate that the nucleotides could

assemble into polymers and that the
polymers could replicate without assis-
tance from proteins. Many researchers
are now struggling with these challeng-
es. Once again, minerals could conceiv-
ably have catalyzed the joining of reac-
tive nucleotides into polymers. Indeed,
James P. Ferris of the Rensselaer Poly-
technic Institute Þnds that a common
clay, montmorillonite, catalyzes the
synthesis of RNA oligonucleotides.

It is harder to conceive of the steps by
which RNA might have begun to repli-
cate in the absence of proteins. Early
work in my laboratory initially suggest-
ed that such replication was possible.
In these experiments, we synthesized
oligonucleotides and mixed them with
free nucleotides. The nucleotides lined
up on the oligonucleotides and com-
bined with one another to form new
oligonucleotides.

To be more speciÞc, since 1953, when
James D. Watson and Francis Crick
solved the three-dimensional structure
of DNA, it has been known that ade-
nine in nucleotides pairs with thymine
in DNA and with uracil in RNA. Similar-
ly, guanine pairs with cytosine. Such
coupled units are now known as Wat-
son-Crick base pairs. The oligonucleo-
tides that emerged in our experiments
arose through Watson-Crick base pair-
ing and were thus complementary to
the original strands. For example, a tem-
plate that was made solely of cytosine-
bearing ribonucleotides directed con-
struction of a complementary polymer
consisting entirely of guanine-bearing
ribonucleotides.

Forming such complements from an
original templateÑa process I shall re-
fer to as ÒcopyingÓÑwould be the Þrst
step in prebiotic replication of a select-
ed strand of RNA. Then the strands
would have to separate, and a comple-
ment of the complement (a replica of
the original strand) would have to be
constructed. The experiments described
above clearly established that the mu-
tual attraction between adenine and
uracil and between guanine and cyto-
sine is suÛcient by itself to yield com-
plementary strands of many nucleotide
sequences. Enzymes simply make the
process more eÛcient and allow a
broader range of RNAs to be copied.

After years of trying, however, we
have been unable to achieve the second
step of replicationÑcopying of a com-

plementary strand to yield a duplicate
of the Þrst templateÑwithout help from
protein enzymes. Equally disappointing,
we can induce copying of the original
template only when we run our experi-
ments with nucleotides having a right-
handed conÞguration. All nucleotides
synthesized biologically today are right-
handed. Yet on the primitive earth,
equal numbers of right- and left-hand-
ed nucleotides would have been pres-
ent. When we put equal numbers of
both kinds of nucleotides in our reac-
tion mixtures, copying was inhibited.

All these problems are worrisome,
but they do not completely rule out the
possibility that RNA was initially syn-
thesized and replicated by relatively
uncomplicated processes. Perhaps min-
erals did indeed catalyze both the syn-
thesis of properly structured nucleo-
tides and their polymerization to a ran-
dom family of oligonucleotides. Then
copying without replication would have
produced a pair of complementary
strands. If, as Szostak has posited, one
of the strands happened to be a ribo-
zyme that could copy its complement
and thus duplicate itself, the conditions
needed for exponential replication of
the two strands would have been es-
tablished [see illustration on preceding

page]. This scenario is certainly very
optimistic, but it could be correct.

B
ecause synthesizing nucleotides
and achieving replication of RNA
under plausible prebiotic condi-

tions have proved so challenging, chem-
ists are increasingly considering the
possibility that RNA was not the Þrst
self-replicating molecule on the primi-
tive earthÑthat a simpler replicating
system came Þrst. In this view, RNA
would be the Frankenstein that Þnal-
ly displaced its inventor. A. Graham
Cairns-Smith of the University of Glas-
gow was the Þrst to speculate on this
kind of genetic takeover. He and others
argue that the components of the Þrst
genetic system were either very simple
or could at least be generated simply.
Cairns-Smith has also put forward one
of the most radical proposals for the
nature of this early genetic system.

Some 30 years ago he proposed that
the very Þrst replicating system was in-
organic. He envisaged irregularities in
the structure of a clayÑfor example, an
irregular distribution of cations (pos-
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TWO MOLECULES RELATED TO RNA have been constructed recently (hydrogen
atoms on carbon atoms are not shown). Pyranosyl RNA (top) diÝers from RNA in
that its ribose contains a six-member, instead of Þve-member, ring. Peptide nucleic
acid (bottom) has nucleic acid bases but a proteinlike backbone. In prebiotic times
polymers with similar features might have formed and replicated more readily
than did RNA; RNA might have evolved from one such molecule.
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itively charged ions)Ñas the reposito-
ry of genetic information. Replication
would be achieved in this example if
any given arrangement of the cations in
a preformed layer of clay directed the
synthesis of a new layer with an almost
identical distribution of cations. Selec-
tion could be achieved if the distribu-
tion of cations in a layer determined
how eÛciently that layer would be cop-
ied. So far no one has tested this daring
hypothesis in the laboratory. On theo-
retical grounds, however, it seems im-
plausible. Structural irregularities in
clay that were complicated enough to
set the stage for the emergence of RNA
probably would not be amenable to ac-
curate self-replication.

Other investigators have also begun
to take up the search for alternative ge-
netic materials. In one intriguing exam-
ple, Eschenmoser has created a mole-
cule called pyranosyl RNA (pRNA) that
is closely related to RNA but incorpo-
rates a diÝerent version of ribose. In
natural RNA, ribose contains a Þve-
member ring of four carbon atoms and
one oxygen atom; the ribose in Eschen-
moserÕs structure is rearranged to con-
tain an extra carbon atom in the ring.

Eschenmoser Þnds that complemen-
tary strands of pyranosyl RNA can com-
bine by standard Watson-Crick pairing
to give double-strand units that permit
fewer unwanted variations in structure
than are possible with normal RNA. In
addition, the strands do not twist
around each other, as they do in double-
strand RNA. In a world without protein
enzymes, twisting could prevent the
strands from separating cleanly in prep-

aration for replication. In many ways,
then, pyranosyl RNA seems better suit-
ed for replication than RNA itself. If
simple means for synthesizing ribonu-
cleotides containing a six-member sug-
ar ring were found, a case could be
made that this form of RNA may have
preceded the more familiar form of the
molecule.

In quite a diÝerent approach, Peter E.
Nielsen of the University of Copenha-
gen has used computer-assisted model
building to design a polymer that com-
bines a proteinlike backbone with nu-
cleic acid bases for side chains. As is
true of RNA, one strand of this poly-
mer, or peptide nucleic acid (PNA), can
combine stably with a complementary
strand; this result implies that, as is
true of standard RNA, peptide RNA
may be able to serve as a template for
the construction of its complement.
Many polymers with related backbones
may behave in a similar way; perhaps
one of them was involved in an early
genetic system.

Both pyranosyl RNA and peptide nu-
cleic acids rely on Watson-Crick base
pairs as the structural element that
makes complementary pairing possible.
Investigators interested in discovering
simpler genetic systems are also trying
to build complementary molecules that
do not depend on nucleotide bases for
template-directed copying. So far, how-
ever, there is no good evidence that
polymers constructed from such build-
ing blocks can replicate. The search for
antecedents of RNA can be expected to
become a major focus of experimenta-
tion for prebiotic chemists.

Whether RNA arose spontaneously
or replaced some earlier genetic sys-
tem, its development was probably the
watershed event in the development of
life. It very likely led to the synthesis of
proteins, the formation of DNA and the
emergence of a cell that became lifeÕs
last common ancestor. The precise
events giving rise to the RNA world re-
main unclear. As we have seen, investi-
gators have proposed many hypothe-
ses, but evidence in favor of each of
them is fragmentary at best. The full
details of how the RNA world, and life,
emerged may not be revealed in the
near future. Nevertheless, as chemists,
biochemists and molecular biologists
cooperate on ever more ingenious ex-
periments, they are sure to Þll in many
missing parts of the puzzle.
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MODERN STROMATOLITES (left photograph), structures built
by cyanobacteria (blue-green algae), grace Shark Bay, Austra-
lia. Elsewhere in Australia, J. William Schopf of the University
of California at Los Angeles has found remnants of 3.6-billion-
year-old stromatolites lying near fossils of 3.5-billion-year-old

cells that resemble modern cyanobacteria; the fossils (right
photograph) apparently represent strings of microscopic
cells (diagram). SchopfÕs discoveries indicate that, regardless
of how life got started, it was well established within just a bil-
lion years after the earth Þrst formed.
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S
ome creators announce their in-
ventions with grand �clat. God
proclaimed, ÒFiat lux,Ó and then

ßooded his new universe with bright-
ness. Others bring forth great discov-
eries in a modest guise, as did Charles
Darwin in deÞning his new mechanism
of evolutionary causality in 1859: ÒI have
called this principle, by which each slight
variation, if useful, is preserved, by the
term Natural Selection.Ó

Natural selection is an immensely
powerful yet beautifully simple theory
that has held up remarkably well, un-
der intense and unrelenting scrutiny
and testing, for 135 years. In essence,
natural selection locates the mechanism
of evolutionary change in a ÒstruggleÓ
among organisms for reproductive suc-
cess, leading to improved Þt of popula-
tions to changing environments. (Strug-
gle is often a metaphorical description
and need not be viewed as overt com-
bat, guns blazing. Tactics for reproduc-
tive success include a variety of non-
martial activities such as earlier and
more frequent mating or better cooper-
ation with partners in raising oÝspring.)
Natural selection is therefore a princi-
ple of local adaptation, not of general
advance or progress.

Yet powerful though the principle
may be, natural selection is not the only

cause of evolutionary change (and may,
in many cases, be overshadowed by oth-
er forces). This point needs emphasis
because the standard misapplication of
evolutionary theory assumes that bio-
logical explanation may be equated with
devising accounts, often speculative and
conjectural in practice, about the adap-
tive value of any given feature in its
original environment (human aggres-
sion as good for hunting, music and re-
ligion as good for tribal cohesion, for
example). Darwin himself strongly em-
phasized the multifactorial nature of
evolutionary change and warned against
too exclusive a reliance on natural se-
lection, by placing the following state-
ment in a maximally conspicuous place
at the very end of his introduction: ÒI
am convinced that Natural Selection has
been the most important, but not the
exclusive, means of modiÞcation.Ó

N
atural selection is not fully suf-
Þcient to explain evolutionary
change for two major reasons.

First, many other causes are powerful,
particularly at levels of biological orga-
nization both above and below the tra-
ditional Darwinian focus on organisms
and their struggles for reproductive suc-
cess. At the lowest level of substitution
in individual base pairs of DNA, change
is often eÝectively neutral and therefore
random. At higher levels, involving en-
tire species or faunas, punctuated equi-
librium can produce evolutionary trends
by selection of species based on their
rates of origin and extirpation, whereas
mass extinctions wipe out substantial
parts of biotas for reasons unrelated to
adaptive struggles of constituent species
in ÒnormalÓ times between such events.

Second, and the focus of this article,
no matter how adequate our general
theory of evolutionary change, we also
yearn to document and understand the
actual pathway of lifeÕs history. Theory,

of course, is relevant to explaining the
pathway (nothing about the pathway
can be inconsistent with good theory,
and theory can predict certain general
aspects of lifeÕs geologic pattern). But
the actual pathway is strongly underde-

termined by our general theory of lifeÕs
evolution. This point needs some bela-
boring as a central yet widely misunder-
stood aspect of the worldÕs complexity..
Webs and chains of historical events are
so intricate, so imbued with random
and chaotic elements, so unrepeatable
in encompassing such a multitude of
unique (and uniquely interacting) ob-
jects, that standard models of simple
prediction and replication do not apply.

History can be explained, with satis-
fying rigor if evidence be adequate, af-
ter a sequence of events unfolds, but it
cannot be predicted with any precision
beforehand. Pierre-Simon Laplace, echo-
ing the growing and conÞdent determin-
ism of the late 18th century, once said
that he could specify all future states if
he could know the position and motion
of all particles in the cosmos at any mo-
ment, but the nature of universal com-
plexity shatters this chimerical dream.
History includes too much chaos, or ex-
tremely sensitive dependence on minute
and unmeasurable diÝerences in initial
conditions, leading to massively diver-
gent outcomes based on tiny and un-
knowable disparities in starting points.

The Evolution of Life
on the Earth

The history of life is not necessarily progressive; 
it is certainly not predictable. The earth’s creatures have evolved 

through a series of contingent and fortuitous events

by Stephen Jay Gould

STEPHEN JAY GOULD teaches biology,
geology and the history of science at
Harvard University, where he has been
on the faculty since 1967. He received an
A.B. from Antioch College and a Ph.D. in
paleontology from Columbia University.
Well known for his popular scientiÞc
writings, in particular his monthly col-
umn in Natural History magazine, he is
the author of 13 books.

SLAB CONTAINING SPECIMENS of Pteri-
dinium from Namibia shows a promi-
nent organism from the earthÕs Þrst mul-
ticellular fauna, called Ediacaran, which
appeared some 600 million years ago.
The Ediacaran animals died out before
the Cambrian explosion of modern life.
These thin, quilted, sheetlike organisms
may be ancestral to some modern forms
but may also represent a separate and
ultimately failed experiment in multi-
cellular life. The history of life tends to
move in quick and quirky episodes, rath-
er than by gradual improvement. 
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And history includes too much contin-
gency, or shaping of present results by
long chains of unpredictable anteced-
ent states, rather than immediate de-
termination by timeless laws of nature.

Homo sapiens did not appear on the
earth, just a geologic second ago, be-
cause evolutionary theory predicts such
an outcome based on themes of prog-
ress and increasing neural complexity.
Humans arose, rather, as a fortuitous
and contingent outcome of thousands
of linked events, any one of which could
have occurred diÝerently and sent his-
tory on an alternative pathway that
would not have led to consciousness.
To cite just four among a multitude: (1)
If our inconspicuous and fragile lineage
had not been among the few survivors
of the initial radiation of multicellular
animal life in the Cambrian explosion
530 million years ago, then no verte-
brates would have inhabited the earth
at all. (Only one member of our chor-
date phylum, the genus Pikaia, has been
found among these earliest fossils. This
small and simple swimming creature,
showing its allegiance to us by possess-
ing a notochord, or dorsal stiÝening
rod, is among the rarest fossils of the
Burgess Shale, our best preserved Cam-
brian fauna.) (2) If a small and unprom-
ising group of lobe-Þnned Þshes had
not evolved Þn bones with a strong cen-
tral axis capable of bearing weight on
land, then vertebrates might never have
become terrestrial. (3) If a large extra-
terrestrial body had not struck the earth
65 million years ago, then dinosaurs

would still be dominant and mammals
insigniÞcant (the situation that had pre-
vailed for 100 million years previously).
(4) If a small lineage of primates had
not evolved upright posture on the dry-
ing African savannas just two to four
million years ago, then our ancestry
might have ended in a line of apes that,
like the chimpanzee and gorilla today,
would have become ecologically mar-
ginal and probably doomed to extinc-
tion despite their remarkable behavior-
al complexity.

Therefore, to understand the events
and generalities of lifeÕs pathway, we
must go beyond principles of evolution-
ary theory to a paleontological exami-
nation of the contingent pattern of lifeÕs
history on our planetÑthe single actu-
alized version among millions of plau-
sible alternatives that happened not to
occur. Such a view of lifeÕs history is
highly contrary both to conventional de-
terministic models of Western science
and to the deepest social traditions and
psychological hopes of Western culture
for a history culminating in humans as
lifeÕs highest expression and intended
planetary steward.

Science can, and does, strive to grasp
natureÕs factuality, but all science is so-
cially embedded, and all scientists re-
cord prevailing Òcertainties,Ó however
hard they may be aiming for pure ob-
jectivity. Darwin himself, in the closing
lines of The Origin of Species, expressed
Victorian social preference more than
natureÕs record in writing: ÒAs natural
selection works solely by and for the

good of each being, all corporeal and
mental endowments will tend to prog-
ress towards perfection.Ó

LifeÕs pathway certainly includes many
features predictable from laws of na-
ture, but these aspects are too broad
and general to provide the ÒrightnessÓ
that we seek for validating evolutionÕs
particular resultsÑroses, mushrooms,
people and so forth. Organisms adapt
to, and are constrained by, physical
principles. It is, for example, scarcely
surprising, given laws of gravity, that the
largest vertebrates in the sea (whales)
exceed the heaviest animals on land (ele-
phants today, dinosaurs in the past),
which, in turn, are far bulkier than the
largest vertebrate that ever ßew (extinct
pterosaurs of the Mesozoic era).

Predictable ecological rules govern
the structuring of communities by prin-
ciples of energy ßow and thermodynam-
ics (more biomass in prey than in pred-
ators, for example). Evolutionary trends,
once started, may have local predict-
ability (Òarms races,Ó in which both
predators and prey hone their defenses
and weapons, for exampleÑa pattern
that Geerat J. Vermeij of the University
of California at Davis has called Òesca-
lationÓ and documented in increasing
strength of both crab claws and shells
of their gastropod prey through time).
But laws of nature do not tell us why
we have crabs and snails at all, why in-
sects rule the multicellular world and
why vertebrates rather than persistent
algal mats exist as the most complex
forms of life on the earth.

Relative to the conventional view of
lifeÕs history as an at least broadly pre-
dictable process of gradually advancing
complexity through time, three features
of the paleontological record stand out
in opposition and shall therefore serve
as organizing themes for the rest of this
article: the constancy of modal com-
plexity throughout lifeÕs history; the
concentration of major events in short
bursts interspersed with long periods
of relative stability; and the role of ex-
ternal impositions, primarily mass ex-
tinctions, in disrupting patterns of Ònor-
malÓ times. These three features, com-
bined with more general themes of
chaos and contingency, require a new
framework for conceptualizing and
drawing lifeÕs history, and this article
therefore closes with suggestions for a
diÝerent iconography of evolution.

T
he primary paleontological fact
about lifeÕs beginnings points to
predictability for the onset and

very little for the particular pathways
thereafter. The earth is 4.6 billion years
old, but the oldest rocks date to about
3.9 billion years because the earthÕs sur-
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PROGRESS DOES NOT RULE (and is not even a primary thrust of ) the evolutionary
process. For reasons of chemistry and physics, life arises next to the Òleft wallÓ of
its simplest conceivable and preservable complexity. This style of life (bacterial )
has remained most common and most successful. A few creatures occasionally
move to the right, thus extending the right tail in the distribution of complexity.
Many always move to the left, but they are absorbed within space already occupied.
Note that the bacterial mode has never changed in position, but just grown higher.
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face became molten early in its history,
a result of bombardment by large
amounts of cosmic debris during the
solar systemÕs coalescence, and of heat
generated by radioactive decay of short-
lived isotopes. These oldest rocks are
too metamorphosed by subsequent heat
and pressure to preserve fossils (though
some scientists interpret the propor-
tions of carbon isotopes in these rocks
as signs of organic production). The old-
est rocks suÛciently unaltered to retain
cellular fossilsÑAfrican and Australian
sediments dated to 3.5 billion years
oldÑdo preserve prokaryotic cells (bac-
teria and cyanophytes) and stromato-
lites (mats of sediment trapped and
bound by these cells in shallow marine
waters). Thus, life on the earth evolved
quickly and is as old as it could be. This
fact alone seems to indicate an inevit-
ability, or at least a predictability, for
lifeÕs origin from the original chemical
constituents of atmosphere and ocean.

No one can doubt that more complex
creatures arose sequentially after this
prokaryotic beginningÑÞrst eukaryotic
cells, perhaps about two billion years
ago, then multicellular animals about
600 million years ago, with a relay of
highest complexity among animals
passing from invertebrates, to marine
vertebrates and, Þnally ( if we wish, al-
beit parochially, to honor neural archi-
tecture as a primary criterion), to rep-
tiles, mammals and humans. This is the
conventional sequence represented in
the old charts and texts as an Òage of
invertebrates,Ó followed by an Òage of
Þshes,Ó Òage of reptiles,Ó Òage of mam-
mals,Ó and Òage of manÓ (to add the old
gender bias to all the other prejudices
implied by this sequence).

I do not deny the facts of the preced-
ing paragraph but wish to argue that
our conventional desire to view history
as progressive, and to see humans as
predictably dominant, has grossly dis-
torted our interpretation of lifeÕs path-
way by falsely placing in the center of
things a relatively minor phenomenon
that arises only as a side consequence
of a physically constrained starting
point. The most salient feature of life
has been the stability of its bacterial
mode from the beginning of the fossil
record until today and, with little doubt,
into all future time so long as the earth
endures. This is truly the Òage of bacte-
riaÓÑas it was in the beginning, is now
and ever shall be.

For reasons related to the chemistry
of lifeÕs origin and the physics of self-
organization, the Þrst living things arose
at the lower limit of lifeÕs conceivable,
preservable complexity. Call this lower
limit the Òleft wallÓ for an architecture
of complexity. Since so little space ex-

ists between the left wall and lifeÕs ini-
tial bacterial mode in the fossil record,
only one direction for future increment
existsÑtoward greater complexity at
the right. Thus, every once in a while, a
more complex creature evolves and ex-
tends the range of lifeÕs diversity in the
only available direction. In technical
terms, the distribution of complexity
becomes more strongly right skewed
through these occasional additions.

But the additions are rare and epi-
sodic. They do not even constitute an
evolutionary series but form a motley
sequence of distantly related taxa, usu-
ally depicted as eukaryotic cell, jelly-
Þsh, trilobite, nautiloid, eurypterid (a
large relative of horseshoe crabs), Þsh,
an amphibian such as Eryops, a dino-
saur, a mammal and a human being.
This sequence cannot be construed as
the major thrust or trend of lifeÕs histo-
ry. Think rather of an occasional crea-
ture tumbling into the empty right re-
gion of complexityÕs space. Throughout
this entire time, the bacterial mode has
grown in height and remained constant
in position. Bacteria represent the great
success story of lifeÕs pathway. They oc-
cupy a wider domain of environments
and span a broader range of biochem-
istries than any other group. They are
adaptable, indestructible and astound-
ingly diverse. We cannot even imagine
how anthropogenic intervention might
threaten their extinction, although we
worry about our impact on nearly ev-
ery other form of life. The number of
Escherichia coli cells in the gut of each
human being exceeds the number of hu-

mans that has ever lived on this planet.
One might grant that complexiÞca-

tion for life as a whole represents a
pseudotrend based on constraint at the
left wall but still hold that evolution
within particular groups diÝerentially
favors complexity when the founding
lineage begins far enough from the left
wall to permit movement in both direc-
tions. Empirical tests of this interesting
hypothesis are just beginning (as con-
cern for the subject mounts among pa-
leontologists), and we do not yet have
enough cases to advance a generality.
But the Þrst two studiesÑby Daniel W.
McShea of the University of Michigan
on mammalian vertebrae and by George
F. Boyajian of the University of Pennsyl-
vania on ammonite suture linesÑshow
no evolutionary tendencies to favor in-
creased complexity.

Moreover, when we consider that for
each mode of life involving greater com-
plexity, there probably exists an equal-
ly advantageous style based on greater
simplicity of form (as often found in
parasites, for example), then preferen-
tial evolution toward complexity seems
unlikely a priori. Our impression that
life evolves toward greater complexity
is probably only a bias inspired by pa-
rochial focus on ourselves, and conse-
quent overattention to complexifying
creatures, while we ignore just as many
lineages adapting equally well by be-
coming simpler in form. The morpho-
logically degenerate parasite, safe with-
in its host, has just as much prospect
for evolutionary success as its gorgeous-
ly elaborate relative coping with the

SCIENTIFIC AMERICAN October 1994       87

NEW ICONOGRAPHY OF LIFEÕS TREE shows that maximal diversity in anatomical
forms (not in number of species) is reached very early in lifeÕs multicellular histo-
ry. Later times feature extinction of most of these initial experiments and enor-
mous success within surviving lines. This success is measured in the proliferation
of species but not in the development of new anatomies. Today we have more spe-
cies than ever before, although they are restricted to fewer basic anatomies.
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slings and arrows of outrageous for-
tune in a tough external world.

E
ven if complexity is only a drift
away from a constraining left
wall, we might view trends in this

direction as more predictable and char-
acteristic of lifeÕs pathway as a whole if
increments of complexity accrued in a
persistent and gradually accumulating
manner through time. But nothing about
lifeÕs history is more peculiar with re-
spect to this common (and false) expec-
tation than the actual pattern of extend-
ed stability and rapid episodic move-
ment, as revealed by the fossil record.

Life remained almost exclusively uni-
cellular for the Þrst Þve sixths of its
historyÑfrom the Þrst recorded fossils
at 3.5 billion years to the Þrst well-doc-
umented multicellular animals less than
600 million years ago. (Some simple
multicellular algae evolved more than a
billion years ago, but these organisms
belong to the plant kingdom and have
no genealogical connection with ani-
mals.) This long period of unicellular
life does include, to be sure, the vitally

important transition from simple pro-
karyotic cells without organelles to eu-
karyotic cells with nuclei, mitochondria
and other complexities of intracellular
architectureÑbut no recorded attain-
ment of multicellular animal organiza-
tion for a full three billion years. If com-
plexity is such a good thing, and multi-
cellularity represents its initial phase in
our usual view, then life certainly took
its time in making this crucial step. Such
delays speak strongly against general
progress as the major theme of lifeÕs
history, even if they can be plausibly ex-
plained by lack of suÛcient atmospher-
ic oxygen for most of Precambrian time
or by failure of unicellular life to achieve
some structural threshold acting as a
prerequisite to multicellularity.

More curiously, all major stages in
organizing animal lifeÕs multicellular
architecture then occurred in a short
period beginning less than 600 million
years ago and ending by about 530 mil-
lion years agoÑand the steps within
this sequence are also discontinuous
and episodic, not gradually accumula-
tive. The Þrst fauna, called Ediacaran
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to honor the Australian locality of its
initial discovery but now known from
rocks on all continents, consists of high-
ly ßattened fronds, sheets and circlets
composed of numerous slender seg-
ments quilted together. The nature of
the Ediacaran fauna is now a subject of
intense discussion. These creatures do
not seem to be simple precursors of lat-
er forms. They may constitute a sepa-
rate and failed experiment in animal
life, or they may represent a full range
of diploblastic (two-layered) organiza-
tion, of which the modern phylum Cnid-
aria (corals, jellyÞshes and their allies)
remains as a small and much altered
remnant.

In any case, they apparently died out
well before the Cambrian biota evolved.
The Cambrian then began with an as-
semblage of bits and pieces, frustrat-
ingly diÛcult to interpret, called the
Òsmall shelly fauna.Ó The subsequent
main pulse, starting about 530 million
years ago, constitutes the famous Cam-
brian explosion, during which all but
one modern phylum of animal life made
a Þrst appearance in the fossil record.
(Geologists had previously allowed up
to 40 million years for this event, but
an elegant study, published in 1993,
clearly restricts this period of phyletic
ßowering to a mere Þve million years.)
The Bryozoa, a group of sessile and co-
lonial marine organisms, do not arise
until the beginning of the subsequent,
Ordovician period, but this apparent

delay may be an artifact of failure to
discover Cambrian representatives.

Although interesting and portentous
events have occurred since, from the
ßowering of dinosaurs to the origin of
human consciousness, we do not exag-
gerate greatly in stating that the subse-
quent history of animal life amounts to
little more than variations on anatomi-
cal themes established during the Cam-
brian explosion within Þve million years.
Three billion years of unicellularity, fol-
lowed by Þve million years of intense
creativity and then capped by more
than 500 million years of variation on
set anatomical themes can scarcely be
read as a predictable, inexorable or con-
tinuous trend toward progress or in-
creasing complexity.

We do not know why the Cambrian
explosion could establish all major
anatomical designs so quickly. An Òex-
ternalÓ explanation based on ecology
seems attractive: the Cambrian explo-
sion represents an initial Þlling of the
Òecological barrelÓ of niches for multi-
cellular organisms, and any experiment
found a space. The barrel has never
emptied since; even the great mass ex-
tinctions left a few species in each prin-
cipal role, and their occupation of eco-
logical space forecloses opportunity for
fundamental novelties. But an Òinter-
nalÓ explanation based on genetics and
development also seems necessary as a
complement: the earliest multicellular
animals may have maintained a ßexibil-
ity for genetic change and embryologi-
cal transformation that became greatly
reduced as organisms Òlocked inÓ to a
set of stable and successful designs.

In any case, this initial period of both
internal and external ßexibility yielded
a range of invertebrate anatomies that
may have exceeded ( in just a few mil-
lion years of production) the full scope
of animal form in all the earthÕs envi-
ronments today (after more than 500
million years of additional time for fur-
ther expansion). Scientists are divided
on this question. Some claim that the
anatomical range of this initial explo-
sion exceeded that of modern life, as
many early experiments died out and
no new phyla have ever arisen. But sci-

entists most strongly opposed to this
view allow that Cambrian diversity at
least equaled the modern rangeÑso
even the most cautious opinion holds
that 500 million subsequent years of
opportunity have not expanded the
Cambrian range, achieved in just Þve
million years. The Cambrian explosion
was the most remarkable and puzzling
event in the history of life.

Moreover, we do not know why most
of the early experiments died, while a
few survived to become our modern
phyla. It is tempting to say that the vic-
tors won by virtue of greater anatomi-
cal complexity, better ecological Þt or
some other predictable feature of con-
ventional Darwinian struggle. But no
recognized traits unite the victors, and
the radical alternative must be enter-
tained that each early experiment re-
ceived little more than the equivalent
of a ticket in the largest lottery ever
played out on our planetÑand that
each surviving lineage, including our
own phylum of vertebrates, inhabits
the earth today more by the luck of the
draw than by any predictable struggle
for existence. The history of multicellu-
lar animal life may be more a story of
great reduction in initial possibilities,
with stabilization of lucky survivors,
than a conventional tale of steady eco-
logical expansion and morphological
progress in complexity.

Finally, this pattern of long stasis,
with change concentrated in rapid epi-
sodes that establish new equilibria, may
be quite general at several scales of time
and magnitude, forming a kind of frac-
tal pattern in self-similarity. According
to the punctuated equilibrium model of
speciation, trends within lineages occur
by accumulated episodes of geological-
ly instantaneous speciation, rather than
by gradual change within continuous
populations (like climbing a staircase
rather than rolling a ball up an inclined
plane).

E
ven if evolutionary theory implied
a potential internal direction for
lifeÕs pathway (although previous

facts and arguments in this article cast
doubt on such a claim), the occasional
imposition of a rapid and substantial,
perhaps even truly catastrophic, change
in environment would have intervened
to stymie the pattern. These environ-
mental changes trigger mass extinction
of a high percentage of the earthÕs spe-

GREAT DIVERSITY quickly evolved at
the dawn of multicellular animal life dur-
ing the Cambrian period (530 million
years ago). The creatures shown here
are all found in the Middle Cambrian
Burgess Shale fauna of Canada. They in-
clude some familiar forms (sponges, bra-
chiopods) that have survived. But many
creatures (such as the giant Anomaloca-
ris, at the lower right, largest of all the
Cambrian animals) did not live for long
and are so anatomically peculiar (rela-
tive to survivors) that we cannot classi-
fy them among known phyla.
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cies and may so derail any internal di-
rection and so reset the pathway that
the net pattern of lifeÕs history looks
more capricious and concentrated in
episodes than steady and directional.
Mass extinctions have been recognized
since the dawn of paleontology; the ma-
jor divisions of the geologic time scale
were established at boundaries marked
by such events. But until the revival of
interest that began in the late 1970s,
most paleontologists treated mass ex-
tinctions only as intensiÞcations of or-
dinary events, leading (at most) to a
speeding up of tendencies that pervad-
ed normal times. In this gradualistic
theory of mass extinction, these events
really took a few million years to unfold
(with the appearance of suddenness in-
terpreted as an artifact of an imperfect
fossil record), and they only made the
ordinary occur faster (more intense Dar-
winian competition in tough times, for
example, leading to even more eÛcient
replacement of less adapted by superi-
or forms).

The reinterpretation of mass extinc-
tions as central to lifeÕs pathway and
radically diÝerent in eÝect began with
the presentation of data by Luis and
Walter Alvarez in 1979, indicating that
the impact of a large extraterrestrial
object (they suggested an asteroid sev-
en to 10 kilometers in diameter) set oÝ
the last great extinction at the Creta-
ceous-Tertiary boundary 65 million
years ago. Although the Alvarez hypoth-

esis initially received very skeptical
treatment from scientists (a proper ap-
proach to highly unconventional expla-
nations), the case now seems virtually
proved by discovery of the Òsmoking
gun,Ó a crater of appropriate size and
age located oÝ the Yucat�n peninsula
in Mexico.

This reawakening of interest also in-
spired paleontologists to tabulate the
data of mass extinction more rigorous-
ly. Work by David M. Raup, J. J. Sepkos-
ki, Jr., and David Jablonski of the Uni-
versity of Chicago has established that
multicellular animal life experienced
Þve major (end of Ordovician, late De-
vonian, end of Permian, end of Triassic
and end of Cretaceous) and many mi-
nor mass extinctions during its 530-
million-year history. We have no clear
evidence that any but the last of these
events was triggered by catastrophic
impact, but such careful study leads to
the general conclusion that mass ex-
tinctions were more frequent, more ra-
pid, more extensive in magnitude and
more diÝerent in eÝect than paleontol-
ogists had previously realized. These
four properties encompass the radical
implications of mass extinction for un-
derstanding lifeÕs pathway as more con-
tingent and chancy than predictable and
directional.

Mass extinctions are not random in
their impact on life. Some lineages suc-
cumb and others survive as sensible
outcomes based on presence or absence

of evolved features. But especially if the
triggering cause of extinction be sud-
den and catastrophic, the reasons for
life or death may be random with re-
spect to the original value of key fea-
tures when Þrst evolved in Darwinian
struggles of normal times. This ÒdiÝer-
ent rulesÓ model of mass extinction im-
parts a quirky and unpredictable char-
acter to lifeÕs pathway based on the 
evident claim that lineages cannot an-
ticipate future contingencies of such
magnitude and diÝerent operation.

To cite two examples from the im-
pact-triggered Cretaceous-Tertiary ex-
tinction 65 million years ago: First, an
important study published in 1986 not-
ed that diatoms survived the extinction
far better than other single-celled plank-
ton (primarily coccoliths and radiolar-
ia). This study found that many diatoms
had evolved a strategy of dormancy by
encystment, perhaps to survive through
seasonal periods of unfavorable condi-
tions (months of darkness in polar spe-
cies as otherwise fatal to these photo-
synthesizing cells; sporadic availability
of silica needed to construct their skele-
tons). Other planktonic cells had not
evolved any mechanisms for dormancy.
If the terminal Cretaceous impact pro-
duced a dust cloud that blocked light
for several months or longer (one pop-
ular idea for a Òkilling scenarioÓ in the
extinction), then diatoms may have sur-
vived as a fortuitous result of dorman-
cy mechanisms evolved for the entirely
diÝerent function of weathering sea-
sonal droughts in ordinary times. Di-
atoms are not superior to radiolaria or
other plankton that succumbed in far
greater numbers; they were simply for-
tunate to possess a favorable feature,
evolved for other reasons, that fostered
passage through the impact and its 
sequelae.

Second, we all know that dinosaurs
perished in the end Cretaceous event
and that mammals therefore rule the
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CLASSICAL REPRESENTATIONS OF LIFEÕS HISTORY reveal the severe biases of
viewing evolution as embodying a central principle of progress and complexiÞ-
cation. In these paintings by Charles R. Knight from a 1942 issue of National Geo-
graphic, the Þrst panel shows invertebrates of the Burgess Shale. But as soon as
Þshes evolve (panel 2), no subsequent scene ever shows another invertebrate, al-
though they did not go away or stop evolving. When land vertebrates arise (panel
3), we never see another Þsh, even though return of land vertebrate lineages to the
sea may be depicted (panel 4). The sequence always ends with mammals (panel
5)Ñeven though Þshes, invertebrates and reptiles are still thrivingÑand, of
course, humans (panel 6 ).
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vertebrate world today. Most people as-
sume that mammals prevailed in these
tough times for some reason of general
superiority over dinosaurs. But such a
conclusion seems most unlikely. Mam-
mals and dinosaurs had coexisted for
100 million years, and mammals had
remained rat-sized or smaller, making
no evolutionary ÒmoveÓ to oust dino-
saurs. No good argument for mammal-
ian prevalence by general superiority
has ever been advanced, and fortuity
seems far more likely. As one plausible
argument, mammals may have survived
partly as a result of their small size
(with much larger, and therefore extinc-
tion-resistant, populations as a conse-
quence, and less ecological specializa-
tion with more places to hide, so to
speak). Small size may not have been a
positive mammalian adaptation at all,
but more a sign of inability ever to pen-
etrate the dominant domain of dino-
saurs. Yet this ÒnegativeÓ feature of nor-
mal times may be the key reason for
mammalian survival and a prerequisite
to my writing and your reading this ar-
ticle today.

S
igmund Freud often remarked
that great revolutions in the his-
tory of science have but one com-

mon, and ironic, feature: they knock
human arrogance oÝ one pedestal after
another of our previous conviction about
our own self-importance. In FreudÕs
three examples, Copernicus moved our
home from center to periphery; Darwin
then relegated us to Òdescent from an
animal worldÓ; and, Þnally ( in one of
the least modest statements of intellec-
tual history), Freud himself discovered
the unconscious and exploded the
myth of a fully rational mind.

In this wise and crucial sense, the
Darwinian revolution remains woefully
incomplete because, even though think-
ing humanity accepts the fact of evolu-
tion, most of us are still unwilling to

abandon the comforting view that evo-
lution means (or at least embodies a
central principle of ) progress deÞned
to render the appearance of something
like human consciousness either virtu-
ally inevitable or at least predictable.
The pedestal is not smashed until we
abandon progress or complexiÞcation
as a central principle and come to en-
tertain the strong possibility that H.

sapiens is but a tiny, late-arising twig on
lifeÕs enormously arborescent bushÑa
small bud that would almost surely not
appear a second time if we could re-
plant the bush from seed and let it grow
again.

Primates are visual animals, and the
pictures we draw betray our deepest
convictions and display our current
conceptual limitations. Artists have al-
ways painted the history of fossil life
as a sequence from invertebrates, to
Þshes, to early terrestrial amphibians
and reptiles, to dinosaurs, to mammals
and, Þnally, to humans. There are no
exceptions; all sequences painted since
the inception of this genre in the 1850s
follow the convention.

Yet we never stop to recognize the al-
most absurd biases coded into this uni-
versal mode. No scene ever shows an-
other invertebrate after Þshes evolved,
but invertebrates did not go away or
stop evolving! After terrestrial reptiles
emerge, no subsequent scene ever
shows a Þsh (later oceanic tableaux de-
pict only such returning reptiles as ich-
thyosaurs and plesiosaurs). But Þshes
did not stop evolving after one small
lineage managed to invade the land. In
fact, the major event in the evolution
of Þshes, the origin and rise to domi-
nance of the teleosts, or modern bony
Þshes, occurred during the time of the
dinosaurs and is therefore never shown
at all in any of these sequencesÑeven
though teleosts include more than half
of all species of vertebrates. Why should
humans appear at the end of all se-

quences? Our order of primates is an-
cient among mammals, and many oth-
er successful lineages arose later than
we did.

We will not smash FreudÕs pedestal
and complete DarwinÕs revolution until
we Þnd, grasp and accept another way
of drawing lifeÕs history. J.B.S. Haldane
proclaimed nature Òqueerer than we can
suppose,Ó but these limits may only be
socially imposed conceptual locks rath-
er then inherent restrictions of our neu-
rology. New icons might break the locks.
TreesÑor rather copiously and luxuri-
antly branching bushesÑrather than
ladders and sequences hold the key to
this conceptual transition.

We must learn to depict the full range
of variation, not just our parochial per-
ception of the tiny right tail of most
complex creatures. We must recognize
that this tree may have contained a
maximal number of branches near the
beginning of multicellular life and that
subsequent history is for the most part
a process of elimination and lucky sur-
vivorship of a few, rather than continu-
ous ßowering, progress and expansion
of a growing multitude. We must under-
stand that little twigs are contingent
nubbins, not predictable goals of the
massive bush beneath. We must remem-
ber the greatest of all Biblical state-
ments about wisdom: ÒShe is a tree of
life to them that lay hold upon her; and
happy is every one that retaineth her.Ó
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I
n the past few decades the human
species has begun, seriously and
systematically, to look for evidence

of life elsewhere. While no one has yet
found living organisms beyond the
earth, there are some reasons to be en-
couraged. Robotic space probes have
identiÞed worlds where life may once
have gained a toehold, even if it does
not ßourish there today. The Galileo

spacecraft found clear signs of life dur-
ing its recent ßight past the earthÑa
reassurance that we really do know
how to sniÝ out at least certain kinds
of life. And rapidly accumulating evi-
dence strongly suggests that the uni-
verse abounds with planetary systems
something like our own.

In practice, the community of scien-
tists concerned with Þnding life else-
where in the solar system has contented
itself with a chemical approach. Human
beings, as well as every other organism
on the earth, are based on liquid water
and organic molecules. (Organic mole-
cules are carbon-containing compounds
other than carbon dioxide and carbon
monoxide.) A modest search strategyÑ
looking for necessary if not suÛcient
criteriaÑmight then begin by looking
for liquid water and organic molecules.
Of course, such a protocol might miss
forms of life about which we are whol-
ly ignorant, but that does not mean we
could not detect them by other meth-
ods. If a silicon-based giraÝe had walked
by the Viking Mars landers, its portrait
would have been taken.

Actually, focusing on organic matter
and liquid water is not nearly so paro-
chial and chauvinistic as it might seem.
No other chemical element comes close
to carbon in the variety and intricacy of

the compounds it can form; liquid wa-
ter provides a superb, stable medium in
which organic molecules can dissolve
and interact. What is more, organic mol-
ecules are surprisingly common in the
universe. Astronomers Þnd evidence for
them everywhere, from interstellar gas
and dust grains to meteorites to many
worlds in the outer solar system.

Some other moleculesÑhydrogen
ßuoride, for exampleÑmight approach
water in their ability to dissolve other
molecules, but the cosmic abundance of
ßuorine is extremely low. Certain atoms,
such as silicon, might be able to take
on some of the roles of carbon in an al-
ternative life chemistry, but the variety
of information-bearing molecules they
provide seems comparatively sparse.
Furthermore, the silicon equivalent of
carbon dioxide (silicon dioxide, the ma-
jor component of ordinary glass) is, on
all planetary surfaces, a solid, not a gas.
That distinction would certainly com-
plicate the development of a silicon-
based metabolism.

On extremely cold worlds, where wa-
ter is frozen solid, some other solventÑ
liquid ammonia, for instanceÑmight be
a key to a diÝerent form of biochemis-
try. At low temperatures, certain class-
es of molecules require very little acti-
vation energy to undergo chemical re-
actions, but because our laboratories
are at room temperature and not, say,
at the temperature of NeptuneÕs satel-
lite Triton, our knowledge of those mol-
ecules may well be inadequate. For the
moment, though, carbon- and water-
based life-forms are the only kinds we
know or can even imagine.

On the earth the signature molecules
of life are the nucleic acids (DNA and

RNA), which constitute the hereditary
instructions, and the proteins, which, as
enzymes, catalytically control the chem-
istry of cell and organism. The code-
book for translating nucleic acid infor-
mation into protein structure is essen-
tially identical for all life on the earth.
This profound uniformity in the hered-
itary chemistry suggests that every or-
ganism on our planet has evolved from
a common instance of the origin of life.
If so, we have no way of knowing which
aspects of terrestrial life are necessary
(required of all living things anywhere)
and which are merely contingent (the
results of a particular sequence of hap-
penstances that, had they gone other-
wise, might have led to organisms hav-
ing very diÝerent properties). We may
speculate, but only by examining life
elsewhere can biologists truly deter-
mine what else is possible.

The obvious place to start the search
for life is in our own solar system. Ro-
bot spacecraft have explored more than
70 planets, satellites, comets and aster-

The Search 
for Extraterrestrial Life

The earth remains the only inhabited world 
known so far, but scientists are finding that the universe 

abounds with the chemistry of life

by Carl Sagan
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SATURNÕS MOON TITAN (at the upper right in this Voyager 2 composite image) is
an intriguing natural laboratory for prebiotic chemistry. Titan has a thick atmo-
sphere in which complex organic solids form and rain down onto the surface. 
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oids at distances varying from about
100 to about 100,000 kilometers. These
ships have been equipped with magne-
tometers, charged-particle detectors,
imaging systems, and photometric and
spectrometric instruments that sense
radiation ranging from ultraviolet to ki-
lometer-wavelength radio. For the moon,
Venus and Mars, observations from or-
biters and landers have conÞrmed and
expanded on Þndings transmitted back
from ßyby spacecraft.

None of these encounters has yielded
compelling, or even strongly suggestive,
indications of extraterrestrial life. Still,
such life, if it exists, might be quite un-
like the forms with which we are famil-
iar, or it might be present only margin-
ally. Or the remote-sensing techniques
used for examining other worlds might
be insensitive to the conceivably subtle
signs of life on another world. The most
elementary test of these techniquesÑ
the detection of life on the earth by an
instrumented ßyby spacecraftÑhad, un-
til recently, never been attempted. The
National Aeronautics and Space Ad-
ministrationÕs Galileo has rectiÞed that
omission.

Galileo is a dual-purpose spacecraft
that incorporates a Jupiter orbiter and
entry probe; it is currently in interplan-
etary space and is scheduled to reach
the Jupiter system in December 1995.
For technical reasons, NASA was unable
to send Galileo on a direct course to Ju-
piter; instead the mission incorporated
three gravitational assistsÑtwo from
the earth and one from VenusÑto send
it on its journey. This looping course
greatly lengthened the transit time, but

it also permitted the spacecraft to make
close-up observations of our planet.
GalileoÕs instruments were not designed
for an earth-encounter mission, so cir-
cumstance fortuitously arranged a con-
trol experiment: a search for life on the
earth using a typical modern planetary
probe. The results of GalileoÕs December
1990 encounter with the earth proved
quite enlightening.

A
n observer looking at the data from
Galileo would immediately notice 

some unusual facts about the
earth. When my co-workers and I exam-
ined spectra taken by Galileo at near-in-
frared wavelengths (just slightly longer
than red light), we noted a strong dip
in brightness at 0.76 micron, a wave-
length at which molecular oxygen ab-
sorbs radiation. The prominence of the
absorption feature implies an enor-
mous abundance of molecular oxygen
in the earthÕs atmosphere, many orders
of magnitude greater than is found on
any other planet in the solar system.

Oxygen slowly combines with the
rocks on the earthÕs surface, so the oxy-
gen-rich atmosphere requires a replen-
ishing mechanism. Some oxygen is
freed when ultraviolet light from the sun
splits apart molecules of water (H2O),
and the low-mass hydrogen atoms pref-
erentially escape into space. But the
great concentration of oxygen (20 per-
cent) in the earthÕs dense atmosphere
is very hard to explain by this process.

If visible light, rather than ultraviolet,
could split water molecules, the abun-
dance of oxygen could be understood,
because the sun emits many more pho-

tons of visible light than of ultraviolet.
But photons of visible light are too fee-
ble to sever the H-OH bond in water. If
there were a way to combine two visi-
ble light photons to break apart the
water molecule, then everything would
have a ready solution. Yet so far as we
know, there is no way to accomplish
this featÑexcept through life, speciÞc-
ally through photosynthesis in plants.
The prevalence of molecular oxygen in
the earthÕs atmosphere is our Þrst clue
that the planet bears life.

When Galileo photographed the earth,
it found unmistakable evidence of a
sharp absorption band painting the
continents: some substance was soak-
ing up radiation at wavelengths around
0.7 micron (the far red end of the visible
spectrum). No known minerals show
such a feature, and it is found nowhere
else in the solar system. The mystery
substance is in fact just the kind of
light-absorbing pigment we would ex-
pect if visible photons were being add-
ed together to break down water and
generate molecular oxygen. Galileo de-
tected this pigmentÑwhich we know
as chlorophyllÑcovering most of the
land area of the earth. (Plants appear
green precisely because chlorophyll re-
ßects green light but traps the red and
blue.) The prevalence of the chlorophyll
red band oÝers a second reason to think
that the earth is an inhabited planet.

GalileoÕs infrared spectrometer also
detected a trace amount, about one part
per million, of methane. Although that
might seem insigniÞcant, it is in star-
tling disequilibrium with all that oxy-
gen. In the earthÕs atmosphere, methane
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The search for extraterrestrial life must begin with the
question of what we mean by life. “I’ll know it when I

see it” is an insufficient answer. Some functional defini-
tions are inadequate: one might identify life as anything
that ingests, metabolizes and excretes, but this descrip-
tion applies to my car or to a candle flame. Some more so-
phisticated definitions—for example, life as recognizable
by its departure from thermodynamic equilibrium—fall
afoul of the circumstance that much of nature (such as
lightning and the ozone layer) is out of equilibrium.

Biochemical definitions—for example, defining life in
terms of nucleic acids, proteins and other molecules—are
clearly chauvinistic. Would we declare an organism that
can do everything a bacterium can dead if it was made of
very different molecules? The definition that I like best—
life is any system capable of reproduction, mutation and
reproduction of its mutations—is impractical to apply
when we set down a spacecraft on another world: repro-
duction may not be done in public, and mutations might
be comparatively infrequent. 

What Is Life?
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rapidly oxidizes into water and carbon
dioxide. At thermodynamic equilibrium,
calculations indicate that not a single
molecule of methane should remain.
Some unusual processes (which we
know to include bacterial metabolism in
bogs, rumina and termites) must steadi-
ly refresh the methane supply. The pro-
found methane disequilibrium is a third
sign of life on the earth.

Finally, GalileoÕs plasma-wave instru-
ment picked up narrow-band, pulsed,
amplitude-modulated radio emissions
coming from the earth. These signals
begin at the frequency at which radio
transmissions on the earthÕs surface are
Þrst able to leak through the ionosphere;
they look nothing like natural sources
of radio waves, such as lightning and
the earthÕs magnetosphere. Such unusu-
al, orderly radio signals strongly suggest
the presence of a technological civiliza-
tion. This is a fourth sign of life and the
only one that would not have been ap-
parent to a similar spacecraft ßying by
the earth anytime within the past two
billion years.

The Galileo mission served as a signif-
icant control experiment of the ability
of remote-sensing spacecraft to detect
life at various stages of evolutionary de-
velopment on other worlds in the solar
system. These positive results encour-
age us that we would be able to spot
the telltale signature of life on other
worlds. Given that we have found no
such evidence, we tentatively conclude
that widespread biological activity now
exists, among all the bodies of the so-
lar system, only on the earth.

M
ars is the nearest planet whose
surface we can see. It has an at-
mosphere, polar ice caps, sea-

sonal changes and a 24-hour day. To
generations of scientists, writers and the
public at large, Mars seemed the world
most likely to sustain extraterrestrial
life. But ßybys past and orbiters around
Mars have found no excess of molecular
oxygen, no substancesÑwhatever their
natureÑenigmatically and profoundly
departing from thermodynamic equilib-
rium, no unexpected surface pigments
and no modulated radio emissions. In
1976 NASA set down two Viking landers
on Mars. I was an experimenter on that
mission. The landers were equipped
with instruments sensitive enough to
detect life even in unpromising deserts
and wastelands on the earth.

One experiment measured the gases
exchanged between Martian surface
samples and the local atmosphere in
the presence of organic nutrients car-
ried from the earth. A second experi-
ment brought a wide variety of organic
foodstuÝs marked by a radioactive trac-

er, to see if there were life-forms in the
Martian soil that ate the food and oxi-
dized it, giving oÝ radioactive carbon
dioxide. A third experiment exposed the
Martian soil to radioactive carbon diox-
ide and carbon monoxide to determine
if any of it was taken up by microbes.

To the initial astonishment of, I think,
all the scientists involved, each of the
three Viking experiments gave what at
Þrst seemed to be positive results. Gas-
es were exchanged; organic matter was
oxidized; carbon dioxide was incorpo-
rated into the soil.

But there are reasons that these
provocative results are not generally
thought to provide a convincing argu-
ment for life on Mars. The putative
metabolic processes of Martian mi-
crobes occurred under a wide range of
conditions: wet and dry, light and dark,
cold (only a little above freezing) and
hot (almost the normal boiling point of
water). Many microbiologists deem it
unlikely that Martian microbes would
be so capable under such varied condi-
tions. Another strong reason for skep-

ticism is that an additional experiment
to look for organic molecules in the
Martian soil gave uniformly negative
results, even though the instruments
could detect such molecules at a sensi-
tivity of around one part per billion.
We expected that any life on MarsÑas
with life on the earthÑwould be an ex-
pression of the chemistry of carbon-
based molecules. To Þnd no such mol-
ecules at all was daunting for the opti-
mists among the exobiologists.

The apparent positive results of the
life-detection experiments on the two
Viking landers is now generally attribut-
ed to chemicals that oxidize the soil.
These chemicals form when solar ultra-
violet light irradiates the Martian atmo-
sphere. A handful of Viking scientists
still wonder whether extremely tough
and resilient organisms might exist, so
thinly spread over the Martian soil that
their organic chemistry could not be
detected but their metabolic processes
could. Those scientists do not deny the
presence of ultraviolet-generated oxi-
dants, but they emphasize that nobody

SCIENTIFIC AMERICAN October 1994       95

LIFE ON THE EARTH betrays its presence in images and measurements made by
the Galileo spacecraft. This false-color infrared image reveals a mysterious red-ab-
sorbing pigment (chlorophyll, which appears orange-brown here) painting the con-
tinents. No such pigment is seen anywhere else in the solar system. Spectra indi-
cate that the earthÕs atmosphere is unusually rich in molecular oxygen and
methane. Galileo has boosted scientistsÕ conÞdence that they may be able to spot
the telltale signs of life even if it is diÝerent from life on the earth.
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has yet been able to explain fully the
Viking life-detection results on the ba-
sis of oxidants alone. A few researchers
have made tentative claims of Þnding
organic matter in a class of meteorites
(the SNC meteorites) that are thought
to be bits of the Martian surface blast-
ed into space during ancient impacts.
More likely, the organic material con-
sists of contaminants that entered the
meteorite after its arrival on our world.
So far there are no claims of discover-
ing Martian microbes in these rocks
from the sky.

For the moment, it is safe to say that
Viking found no compelling case for life
on Mars. No unambiguous signatures
of life emerged from four very diÝer-
ent, extremely sensitive experiments
conducted at two sites 5,000 kilome-
ters apart on a planet where fast winds
transport Þne particles around the
globe. The Viking Þndings suggest that
Mars is, today at least, a lifeless planet.

C
ould Mars have supported life in
the distant past? The answer de-
pends very much on how quick-

ly life can arise, a topic about which we
remain sadly ignorant. Astronomers are
quite certain that, initially, the earth was
inhospitable to life because of the col-
lisions of planetesimals, the planetary
building blocks that accreted together
to form the earth. Early on, the earth
was covered by a deep layer of molten
rock. After that magma froze, the occa-
sional arrival of large planetesimals
would have boiled the oceans and steril-

ized the earth, if life had already arisen.
Things did not calm down until about

4.0 billion years ago. And yet fossils re-
veal that by 3.6 billion years ago the
earth abounded with microbial life ( in-
cluding large, basketball-size stromato-
lites, colonies of microorganisms). These
early forms of life seem to have been
biochemically very adept. Many were
photosynthetic, slowly contributing to
the earthÕs bizarre oxygen-rich atmo-
sphere. Manfred Schidlowski of the Max
Planck Institute for Chemistry in Mainz
has studied carbon isotope ratios pre-
served in ancient rocks; that work pro-
vided (disputed) evidence that life was
already ßourishing 3.8 billion years ago.

The inferred time available for the
origin of life on the earth is thus being
squeezed from two directions. Accord-
ing to current knowledge, that amount
of time may be as brief as 100 million
years. When I Þrst drew attention to this
ÒsqueezeÓÑin 1973, after lunar samples
returned by Apollo clariÞed the chron-
ology of impacts on the moonÑI ar-
gued that the rapidity with which life
arose on the earth may imply that it is
a likely process. It is dangerous to ex-
trapolate from a single example, but it
would be a truly remarkable circum-
stance if life arose quickly here while
on many other, similar worlds, given
comparable time, it did not.

Between 4.0 and 3.8 billion years ago,
conditions on Mars, too, may have fa-
vored the emergence of life. The surface
of Mars is covered with evidence of an-
cient rivers, lakes and perhaps even
oceans more than 100 meters deep. The
Mars of 4.0 billion years ago was much
warmer and wetter than it is today. Tak-
en together, these pieces of information
suggest, although they hardly prove,
that life may have arisen on ancient
Mars as it did on the ancient earth. If
so, as Mars evolved from congenial to
desolate, life would have held on in the
last remaining refugiaÑperhaps saline
lakes or places where the interior heat

had melted the permafrost. Most plan-
etary scientists agree that searching for
chemical or morphological fossils of
ancient life should have high priority in
future Martian exploration. Although it
is a long shot, searching for life in con-
temporary Martian oases might also be
a productive endeavor.

It is now clear that organic chemistry
has run rampant through the solar sys-
tem and beyond. Mars has two small
satellites, Phobos and Deimos, which,
because of their dark color, seem to be
made of (or at least covered by) organic
matter. They are widely thought to be
captured asteroids from farther out in
the solar system. Indeed, there seems
to be a vast population of small worlds
covered with organic matter : the so-
called C- and D-type asteroids in the
main asteroid belt between Jupiter and
Mars; the nuclei of comets such as Hal-
leyÕs Comet; and the newly discovered
class of asteroids near the outermost
planets. In 1986 the European Space
AgencyÕs Giotto spacecraft ßew directly
into the cloud of dust surrounding Hal-
leyÕs Comet, revealing that its nucleus
may be made of as much as 25 percent
organic matter.

A fairly abundant type of meteorite
on the earth, known as carbonaceous
chondrite, is thought to consist of frag-
ments from C-type asteroids in the
main belt. Carbonaceous meteorites
contain an organic residue rich in aro-
matic and other hydrocarbons. Scien-
tists have also identiÞed a number of
amino acids (the building blocks of the
proteins) and nucleotide bases (the
ÒrungsÓ of the DNA double helix, which
spell out the genetic code).

Asteroidal and cometary fragments
plunging into the atmosphere of the
early earth carried with them vast stores
of organic molecules. Some of these sur-
vived the intense heating on entry and
therefore may have made a signiÞcant
material contribution to the origin of
life. Impacts would have delivered sim-
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VIKING 2 LANDER scooped up bits of
Martian soil and tested them for the
presence of life and organic molecules.
Despite tantalizing initial results, the Vik-
ing experiments suggest that Mars is, at
present, a dead world. Future missions
may search for fossils of organisms that
might have lived billions of years ago,
when Mars was warmer and wetter.
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ilar supplies of organic matter, along
with water, to other worlds. Those
worlds need not be as richly endowed
with liquid water as is the earth for crit-
ical steps in prebiological chemistry to
occur. The water could be found in
ponds, in subsurface reservoirs, as thin
Þlms on mineral grains or as ice melts
formed by impacts.

O
ne of the most fascinating and
instructive worlds illustrating
prebiological organic chemistry

is SaturnÕs giant moon, Titan (which is
as large as the planet Mercury). Here we
can see the synthesis of complex organ-
ic molecules happening before our eyes.
Titan has an atmosphere 10 times as
massive as the earthÕs, composed main-
ly of molecular nitrogen, along with a
few percent to 10 percent methane.
When Voyager 2 approached Titan in
1981, it could not see the surface, be-
cause this world is entirely socked in by
an opaque, reddish orange haze. The
surface temperature is very low, about
94 kelvins, or Ð179 degrees Celsius. If

we can judge from its density (much
lower than that of solid rock) and from
the composition of nearby worlds, Titan
should have a great deal of water ice on
and near its surface. A few simple or-
ganic moleculesÑhydrocarbons and ni-
trilesÑare found to be minor constitu-
ents of TitanÕs atmosphere.

Ultraviolet light from the sun, charged
particles trapped in SaturnÕs magneto-
sphere and cosmic rays all bombard Ti-
tanÕs atmosphere and initiate chemical
reactions there. When W. Reid Thomp-
son of Cornell University and I consid-
ered the eÝects of ultraviolet irradiation
and simulated those of auroral elec-
tron bombardment, we found the re-
sults agree well with the observed abun-
dances of gaseous organic constituents.

My colleague Bishun N. Khare and I
at Cornell simulated the pressure and
composition of the appropriate levels
in TitanÕs atmosphere and irradiated the
gases with charged particles. The exper-
iment produced a dark, organic solid
that we call Titan tholin, from the Greek
word for Òmuddy.Ó When we measure

the optical constants of Titan tholin,
we Þnd that it beautifully matches the
optical constants derived from obser-
vations of the Titan haze. No other pro-
posed material comes close.

Organic molecules continually form
in the upper atmosphere of Titan and
slowly fall out as new tholins are gen-
erated in the upper air. If this process
has continued over the past four billion
years, TitanÕs surface must be covered
by tens, maybe even hundreds, of me-
ters of tholin and other organic prod-
ucts. Moreover, Thompson and I have
calculated that over the history of the
solar system, a typical location on Ti-
tan has something like a 50Ð50 chance
of having experienced centuries of liq-
uid water from the heat released by im-
pacts. When we mix Titan tholin with
water in the laboratory, we make ami-
no acids. There are also traces of nucle-
otide bases, polycyclic aromatic hydro-
carbons and a wonderful brew of oth-
er compounds. If 100 million years is
enough for the origin of life on the
earth, could 1,000 years be enough for
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LABORATORY SIMULATION of TitanÕs nitrogen-methane at-
mosphere (left ) yields a tarlike accumulation of complex 
organic molecules, which the author calls Titan tholin. Analo-
gous chemical reactions may give rise to the haze that ob-
scures TitanÕs surface (top right ). The optical characteristics

of Titan tholin closely match those of TitanÕs haze (bottom
right ). When combined with liquid water, Titan tholin pro-
duces amino acids, nucleotide bases and other molecules im-
portant to terrestrial life. Such molecules might have formed
in temporary lakes created by cometary impacts on Titan.
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it on Titan? Could life have started on
Titan during the centuries following an
impact, when lakes of water or water-
ice slurries brießy formed? The Þrst
close-up examination of TitanÑby a
Saturn orbiter and Titan entry probeÑ
is scheduled to occur when the ESA-
NASA Cassini mission reaches the Sat-
urn system in about 2004.

When we look beyond our solar sys-
tem, into the gas and grains that popu-
late interstellar space, again we Þnd
striking signs of the prevalence of or-
ganic chemistry. Astronomers examin-
ing microwaves emitted and absorbed
by molecules at distinctive frequencies
have identiÞed more than four dozen
simple organic compounds in interstel-
lar spaceÑhydrocarbons, amines, alco-
hols and nitriles, some of them having
long, straight carbon chains, such as
HC11N. When a cloud of interstellar dust
grains lies between the earth and some
more distant infrared source, it is pos-
sible to determine which infrared wave-
lengths are absorbed by the grains and
hence to learn about their composition. 

Some of the missing infrared light is
widely presumed to have been absorbed
by polycyclic aromatics, complex hy-
drocarbons similar to the compounds
found in coal tar. In the part of the in-
frared spectrum near 3.4 microns, three
distinct absorption features are seen.
The same patterns appear in the spec-
tra of comets, in tholins made from the
irradiation of hydrocarbon ices and in
meteoritic organic matter. That infra-
red Þngerprint is probably caused by
linked (aliphatic) groups of carbon and
hydrogen: ÐCH3 and ÐCH2. Yvonne Pen-
dleton and her colleagues at the NASA

Ames Research Center Þnd that the best
spectral Þt seems to be with meteoritic
organic matter.

T
he infrared match among com-
ets, asteroids and interstellar
clouds may represent the Þrst di-

rect evidence that asteroids and comets
contain organic matter that originated
on interstellar grains before gathering
together in the infant solar system. But
the data are also amenable to an oppo-
site interpretationÑthat some of the
organic matter that formed in the early
solar nebula accumulated into asteroids
and comets, while some was ejected by
the sun into interstellar space. If 100 bil-
lion other stars did likewise, they could
account for a signiÞcant fraction of the
organic matter in all the interstellar
grains in the galaxy. The prevalence of
organic material in the outer solar sys-
tem, in comets that come from far be-
yond the outermost planets and in in-
terstellar gas and grains strongly sug-
gests that complex organic matterÑ 
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The search for extraterrestrial intelligence is an attempt to use large radio
telescopes, sophisticated receivers and modern data analysis to detect

hypothetical signals sent our way by advanced civilizations on planets around
other stars. Necessarily, there are great uncertainties in selecting the appro-
priate wavelength, band pass, polarization, time constant and decoding al-
gorithm with which to search for those signals. Nevertheless, radio technolo-
gy is inexpensive, likely to be discovered early in the evolution of a techno-
logical civilization, readily detectable (not just over interplanetary distances,
as Galileo has done, but over vast interstellar distances) and capable of trans-
mitting enormous amounts of information. The first large-scale, systematic
search program, covering a significant fraction of the wavelengths thought
optimal for interstellar communication, was initiated by the National Aero-
nautics and Space Administration on October 12, 1992. Congress canceled
the program a year later, but it will soon be resuscitated using private mon-
ey. Meanwhile some smaller efforts have made provocative findings. 

One promising project is the Megachannel Extraterrestrial Array (META),
which is led by Paul Horowitz, a physics professor at Harvard University, and
funded mainly by the Planetary Society, the largest space interest group in
the world. The antenna used for META appears below. After five years of
continuous sky survey and two years of follow-up, Horowitz and I found a
handful of candidate radio signals that have extremely narrow bandwidths,
that do not seem to share the earth’s rotation and that cannot be attributed
to specific sources of noise or interference. The only trouble is that none of
these sources repeats, and in science nonrepeating data are usually not
worth much. The tantalizing aspect of the META findings is that the five
strongest signals all lie in the plane of the Milky Way. The likelihood that this
alignment happens by chance is something like 0.5 percent. We think more
comprehensive searches are worth doing.

Does Intelligent Life Exist on Other Worlds?
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relevant to the origin of lifeÑis widely
spread throughout the Milky Way.

Organic molecules on bone-dry inter-
stellar grains fried by ultraviolet light
and cosmic rays seem an unlikely habi-
tat for the origin of life, however. Life
seems to need liquid water, which in
turn seems to require planets. Astro-
nomical observations increasingly indi-
cate that planetary systems are com-
mon. A surprisingly large number of
nearby young stars of roughly solar
mass are surrounded by just the kind
of disks of gas and dust that scientists
going back to Immanuel Kant and Pi-
erre Simon, the Marquis de Laplace, say
is needed to explain the origin of the
planets in our system. These disks pro-
vide a persuasive though still indirect
indication that there is a multitude of
planets, presumably including earthlike
worlds, around other stars.

George W. Wetherill of the Carnegie
Institution of Washington has devel-
oped detailed models for predicting the
distribution of the planets that should
be formed in such circumstellar disks.
Meanwhile James F. Kasting of Pennsyl-
vania State University has calculated
the range of distances from their suns
at which planets can support liquid wa-
ter on their surfaces. Taken together,
these two lines of inquiry suggest that
a typical planetary system should con-
tain one and maybe even two earthlike
planets circling at a distance where liq-
uid water is possible.

Recently Alexander Wolszczan, also

at Pennsylvania State, unambiguously
detected earthlike planets in a place
where most astronomers least expect-
ed to Þnd them: around a pulsar, the
swiftly spinning neutron-star remnant
from a supernova explosion. Based on
variations in the timing of radio emis-
sions from the pulsar PSR B1257+12,
Wolszczan has deduced the presence
of three planets (so far called only A, B
and C) orbiting the pulsar.

These worlds are closer to their star
than the earth is to ours, and PSR
B1257+12 emits in charged particles
several times as much energy as does
the sun in electromagnetic radiation. If
all the charged particles intercepted by
A, B and C are transformed into heat,
these worlds must almost certainly be
too hot for life. But Wolszczan Þnds
hints of at least one additional planet
situated farther from the pulsar. For all
we know, this superÞcially unpromising
system, 1,400 light-years from the earth,
may contain a dark but habitable plan-
et. It is not clear whether these planets
survived from before the supernova ex-
plosion or, more likely, formed after-
ward from surrounding debris. Either
way, their presence suggests that plan-
etary formation is an unexpectedly com-
mon and widespread process.

Numerous searches for planets in in-
fant and mature sunlike systems are
under way. The pace of exploration is
becoming so quick, and so many new
techniques are about to be employed,
that it seems likely that in the next few

decades astronomers will begin accu-
mulating a sizable inventory of planets
around nearby stars.

We have every reason to believe that
there are many water-rich worlds some-
thing like our own, each provided with
a generous complement of complex or-
ganic molecules. Those planets that cir-
cle sunlike stars could oÝer environ-
ments in which life would have billions
of years to arise and evolve. Should not
there be an immense number and di-
versity of inhabited worlds in the Milky
Way? Scientists diÝer about the strength
of this argument, but even at its best it
is very diÝerent from actually detecting
life elsewhere. That monumental dis-
covery remains to be made.
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EXTRASOLAR PLANETS seem to orbit the star PSR B1257+12,
the tiny, dense remnant of an ancient supernova explosion.
The spacing of the three surrounding planetsÑknown as A, B
and CÑresembles the circumstances of our solar system (the

sizes of the planets are not drawn to scale). It is possible that
a more distant, habitable planet circles this stellar corpse.
There is also increasing evidence that planetary systems or-
bit many sunlike stars, which oÝer better prospects for life.

SUN

MERCURY
VENUS EARTH

0                0.10             0.20              0.30             0.40             0.50             0.60             0.70              0.80             0.90              1.0

DISTANCE FROM STAR (EARTH TO SUN = 1)

PSR B1257 + 12

A B C

0                0.10             0.20              0.30             0.40             0.50             0.60             0.70              0.80             0.90              1.0

Copyright 1994 Scientific American, Inc.



Copyright 1994 Scientific American, Inc.



SCIENTIFIC AMERICAN October 1994       101

T
o most observers, the essence of
intelligence is cleverness, a versa-
tility in solving novel problems.

Bertrand Russell once wryly noted: ÒAn-
imals studied by Americans rush about
frantically, with an incredible display of
hustle and pep, and at last achieve the
desired result by chance. Animals ob-
served by Germans sit still and think,
and at last evolve the solution out of
their inner consciousness.Ó Besides com-
menting on the scientiÞc fashions of
1927, RussellÕs remark illustrates the
false dichotomy usually made between
random trial and error (which intuitive-
ly seems unrelated to intelligent behav-
ior) and insight.

Foresight is also said to be an essen-
tial aspect of intelligenceÑparticularly
after an encounter with one of those ter-
minally clever people who are all tactics
and no strategy. Psychologist Jean Pia-
get emphasized that intelligence was
the sophisticated groping that we use
when not knowing what to do. Person-
ally, I like the way neurobiologist Hor-
ace Barlow of the University of Cam-
bridge frames the issue. He says intelli-
gence is all about making a guess that
discovers some new underlying order.
This idea neatly covers a lot of ground:
Þnding the solution to a problem or the
logic of an argument, happening on an
appropriate analogy, creating a pleasing
harmony or a witty reply, or guessing
what is likely to happen next. Indeed,
we all routinely predict what comes
next, even when passively listening to a
narrative or a melody. That is why a
jokeÕs punch line or a P.D.Q. Bach mu-
sical parody brings you up shortÑyou
were subconsciously predicting some-
thing else and are surprised by the
mismatch.

We will never agree on a universal

deÞnition of intelligence, because it is
an open-ended word, like consciousness.
Intelligence and consciousness concern
the high end of our mental life, but they
are frequently confused with more ele-
mentary mental processes, such as ones
we would use to recognize a friend or
tie a shoelace. Of course, such simple
neural mechanisms are probably the
foundations from which our abilities to
handle logic and metaphor evolved.

But how did that occur? ThatÕs an
evolutionary question and a neurophys-
iological one as well. Both kinds of an-
swers are needed if we are to under-
stand our own intelligence. They might
even help us appreciate how an artiÞcial
or an exotic intelligence could evolve.

Did our intelligence arise from having
more of what other animals have? The
two-millimeter-thick cerebral cortex is
the part of the brain most involved with
making novel associations. Ours is ex-
tensively wrinkled, but were it ßattened,
it would occupy four sheets of typing
paper. A chimpanzeeÕs cortex would Þt
on one sheet, a monkeyÕs on a postcard,
a ratÕs on a stamp.

Yet a purely quantitative explanation
seems incomplete. I will argue that our
intelligence arose primarily through the
reÞnement of some brain specialization,
such as that for language. The special-
ization would allow a quantum leap in
cleverness and foresight during the
evolution of humans from apes. If, as I
suspect, that specialization involves a
core facility common to language, the
planning of hand movements, music
and dance, it has even greater explana-
tory power.

A particularly intelligent person often
seems ÒquickÓ and capable of juggling
many ideas at once. Indeed, the two
strongest inßuences on your IQ score

are how many novel questions you can
answer in a Þxed length of time and
how good you are at manipulating half
a dozen mental imagesÑas in those
analogy questions: A is to B as C is to
(D, E or F).

V
ersatility is another characteris-
tic of intelligence. Most animals
are narrow specialists, especially

in matters of diet: the mountain gorilla
consumes 50 pounds of green leaves
each and every day. In comparison, a
chimpanzee switches around a lotÑit
will eat fruit, termites, leaves and even
a small monkey or piglet if it is lucky
enough to catch one. Omnivores have
more basic moves in their general be-
havior because their ancestors had to
switch between many diÝerent food
sources. They need more sensory tem-
plates, tooÑmental images of things
such as foods and predators for which
they are Òon the lookout.Ó Their behav-
ior emerges through the matching of
these sensory templates to responsive
movements.

Sometimes animals try out a novel
combination of search image and move-
ment during play and Þnd a use for it
later. Many animals are playful only as

The Emergence of Intelligence
Language, foresight, musical skills and other hallmarks 
of intelligence are connected through an underlying 

facility that enhances rapid movements

by William H. Calvin
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science at the Massachusetts Institute of
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He received his Ph.D. in physiology and
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Flows Uphill, The Cerebral Symphony,
The Ascent of Mind, How the Shaman
Stole the Moon and (with George A. Oje-
mann) Inside the Brain and Conversa-
tions with NeilÕs Brain.

BONOBOS and other chimpanzees have a remarkable aptitude for simple language
and certain tool-usage skills, such as hammering with stones. Yet compared with
those of humans, the abilities of these animals are fairly rudimentary. Human in-
telligence may have evolved through the enhancement of a core facility that assists
with the planning of rapid hand and mouth movements.
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juveniles; being an adult is a serious
business (they have all those young
mouths to feed). Having a long juvenile
period, as apes and humans do, surely
aids intelligence. A long life further pro-
motes versatility by aÝording more op-
portunities to discover new behaviors.

A social life also gives individuals the
chance to mimic the useful discoveries
of others. Researchers have seen a troop
of monkeys in Japan copy one inventive
femaleÕs techniques for washing sand
oÝ food. Moreover, a social life is full of
interpersonal problems to solve, such
as those created by pecking orders, that
go well beyond the usual environmental
challenges to survival and reproduction.

Yet versatility is not always a virtue,
and more of it is not always better. As
frequent airline travelers know, passen-
gers who have only carry-on bags can
get all the available taxicabs while those
burdened by three suitcases await their
luggage. On the other hand, if the weath-
er is so unpredictable that everyone has
to travel with clothing ranging from
swimsuits to Arctic parkas, the Òjack of
all tradesÓ has an advantage over the
ÒmasterÓ of one. And so it is with be-
havioral versatility and brain size.

When chimpanzees in Uganda arrive
at a grove of fruit trees, they often dis-
cover that the eÛcient local monkeys
are already speedily stripping the trees
of edible fruit. The chimps can turn to
termite Þshing or perhaps catch a mon-
key and eat it, but in practice their pop-
ulation is severely limited by that com-
petition, despite a brain twice the size
of their specialist rivalsÕ.

Whether versatility is advantageous

depends on the timescales: for both the
modern traveler and the evolving ape,
it is how fast the weather changes and
how long the trip lasts. Paleoclimatolo-
gists have discovered that many parts of
the earth suÝer sudden climate chang-
es, as abrupt in onset as a decade-long
drought but lasting for centuries. A cli-
matic ßip that eliminated fruit trees
would be disastrous for many monkey
species. It would hurt the more omniv-
orous animals, too, but they could make
do with other foods, and eventually they
would enjoy a population boom when
the food crunch ended and few of their
competitors remained.

A
lthough Africa was cooling and 
drying as upright posture was be-
coming established four million

years ago, brain size did not change
much. The fourfold expansion of the
hominid brain did not start until the ice
ages began, 2.5 million years ago. Ice
cores from Greenland show frequent
abrupt cooling episodes superimposed
on the more stately rhythms of ice ad-
vance and retreat. Entire forests disap-
peared within several decades because
of drastic drops in temperature and
rainfall. The warm rains returned with
equal suddenness several centuries later.

The evolution of anatomical adap-
tations in the hominids could not have
kept pace with these abrupt climate
changes, which would have occurred
within the lifetime of single individuals.
Still, these environmental ßuctuations
could have promoted the incremental
accumulation of mental abilities that
conferred greater behavioral ßexibility.

One of the additions during the ice
ages was the capacity for human lan-
guage. In most of us, the brain area crit-
ical to language is located just above
our left ear. Monkeys lack this left lat-
eral language area: their vocalizations
(and simple emotional utterances in
humans) employ a more primitive lan-
guage area near the corpus callosum,
the band of Þbers connecting the cere-
bral hemispheres.

Language is the most deÞning fea-
ture of human intelligence: without syn-
taxÑthe orderly arrangement of verbal
ideasÑwe would be little more clever
than a chimpanzee. For a glimpse of life
without syntax, we can look to the case
of Joseph, an 11-year-old deaf boy. Be-
cause he could not hear spoken lan-
guage and had never been exposed to
ßuent sign language, Joseph did not
have the chance to learn syntax during
the critical years of early childhood.

As neurologist Oliver W. Sacks de-
scribed him in Seeing Voices: ÒJoseph
saw, distinguished, categorized, used;
he had no problems with perceptual cat-
egorization or generalization, but he
could not, it seemed, go much beyond
this, hold abstract ideas in mind, reßect,
play, plan. He seemed completely liter-
alÑunable to juggle images or hypoth-
eses or possibilities, unable to enter an
imaginative or Þgurative realm.. . . He
seemed, like an animal, or an infant, to
be stuck in the present, to be conÞned
to literal and immediate perception,
though made aware of this by a con-
sciousness that no infant could have.Ó

To understand why humans are so
intelligent, we need to understand how
our ancestors remodeled the apesÕ sym-
bolic repertoire and enhanced it by in-
venting syntax. Wild chimpanzees use
about three dozen diÝerent vocaliza-
tions to convey about three dozen dif-
ferent meanings. They may repeat a
sound to intensify its meaning, but they
do not string together three sounds to
add a new word to their vocabulary.

We humans also use about three doz-
en vocalizations, called phonemes. Yet
only their combinations have content:
we string together meaningless sounds
to make meaningful words. No one has
yet explained how our ancestors got
over the hump of replacing Òone sound/ 
one meaningÓ with a sequential combi-
natorial system of meaningless pho-
nemes, but it is probably one of the
most important advances that took
place during ape-to-human evolution.

Furthermore, human language uses
strings of strings, such as the word
phrases that make up this sentence.
The simplest ways of generating word
collections, such as pidgin dialects (or
my tourist German), are known as pro-
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CEREBRAL CORTEX is the deeply convoluted surface region of the brain that is
most strongly linked to intelligence (lower right ). A humanÕs cerebral cortex, if ßat-
tened, would cover four pages of typing paper; a chimpanzeeÕs would cover only
one; a monkeyÕs would cover a postcard; and a ratÕs would cover a postage stamp.
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tolanguage. In a protolanguage, the as-
sociation of the words carries the mes-
sage, with perhaps some assistance from
customary word order (such as the sub-
ject-verb-object order in English declar-
ative sentences).

Our closest animal cousins, the com-
mon chimpanzee and the bonobo (pyg-
my chimpanzee), can achieve surpris-
ing levels of language comprehension
when motivated by skilled teachers.
Kanzi, the most accomplished bonobo,
can interpret sentences he has never
heard before, such as ÒGo to the oÛce
and bring back the red ball,Ó about as
well as a 2.5-year-old child. Neither Kan-
zi nor the child constructs such sentenc-
es independently, but each can demon-
strate understanding.

With a yearÕs experience in compre-
hension, the child starts constructing
fancier sentences. The rhyme about the
house that Jack built (ÒThis is the farm-
er sowing the corn/That kept the cock
that crowed in the morn/. . .That lay in
the house that Jack builtÓ) is an extreme
case of nesting word phrases inside one
another, yet even preschoolers under-
stand how ÒthatÓ changes its meaning.

Syntax has treelike rules of reference
that enable us to communicate quick-
lyÑsometimes with fewer than 100
sounds strung togetherÑwho did what
to whom, where, when, why and how.
Generating and speaking a unique sen-
tence demonstrate whether you know
the rules of syntax well enough to avoid
ambiguities. Even children of low intel-
ligence acquire syntax eÝortlessly by
listening, although intelligent deaf chil-
dren like Joseph may miss out.

Something close to verbal syntax also
seems to contribute to another outstand-
ing feature of human intelligence, the
ability to plan. Aside from hormonally
triggered preparations for winter and
mating, animals exhibit surprisingly lit-
tle evidence of planning more than a
few minutes ahead. Some chimpanzees
use long twigs to pull termites from
their nests, yet as Jacob Bronowski ob-
served, none of the termite-Þshing
chimps Òspends the evening going round
and tearing oÝ a nice tidy supply of a
dozen probes for tomorrow.Ó

S
hort-term planning does occur to
an extent, and it seems to allow a
crucial increment in social intelli-

gence. Deception is seen in apes, but
seldom in monkeys. A chimp may give
a call signaling that she has found food
at one location, then quietly circle back
through the dense forest to where she
actually found the food. While the oth-
er chimps beat the bushes at the site of
the food cry, she eats without sharing.

The most diÛcult responses to plan
are those to unique situations. They re-
quire imagining multiple scenarios, as
when a hunter plots various approach-
es to a deer or a futurist spins three sce-
narios bracketing what an industry will
look like in another decade. Compared
with apes, humans do a lot of thatÑwe
can heed the admonition sometimes at-
tributed to British statesman Edmund
Burke: ÒThe public interest requires do-
ing today those things that men of in-
telligence and goodwill would wish, Þve
or 10 years hence, had been done.Ó

Human planning abilities may stem

from our talent for building syntactical,
string-based conceptual structures larg-
er than sentences. As the writer Kath-
ryn Morton observes about narrative:

The Þrst sign that a baby is going to be
a human being and not a noisy pet comes
when he begins naming the world and
demanding the stories that connect its
parts. Once he knows the Þrst of these
he will instruct his teddy bear, enforce
his worldview on victims in the sandlot,
tell himself stories of what he is doing as
he plays and forecast stories of what he
will do when he grows up. He will keep
track of the actions of others and relate
deviations to the person in charge. He
will want a story at bedtime. 

Our abilities to plan gradually devel-
op from childhood narratives and are a
major foundation for ethical choices,
as we imagine a course of action, imag-
ine its eÝects on others and decide
whether or not to do it.

In this way, syntax raises intelligence
to a new level. By borrowing the mental
structures for syntax to judge other
combinations of possible actions, we
can extend our planning abilities and
our intelligence. To some extent, we do
this by talking silently to ourselves,
making narratives out of what might
happen next and then applying syn-
taxlike rules of combination to rate a
scenario as dangerous nonsense, mere
nonsense, possible, likely or logical. But
our thinking is not limited to language-
like constructs. Indeed, we may shout,
ÒEureka!Ó when feeling a set of mental 
relationships click into place and yet
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RAPID CLIMATE CHANGES may have promoted behavioral
ßexibility in the ancestors of modern humans. During the last
ice age, the average temperature was much lower than it is to-
day, but it was also subject to large, abrupt ßuctuations that
sometimes lasted for centuries. During one climatic oscillation,
for example (red line), the temperature rose 13 degrees Fah-

renheit, rainfall increased by 50 percent and the severity of
dust storms fell, all in the space of a few decades. Cold peri-
ods began just as suddenly. Early humans may have needed
greater intellectual resources to survive these changes. This
graph is based on work by W. Dansgaard of the University of
Copenhagen and his colleagues using Greenland ice cores.
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have trouble expressing them verbally.
Language and intelligence are so pow-

erful that we might think evolution
would naturally favor their increase. As
evolutionary theorists are fond of dem-
onstrating, however, the fossil record is
full of plateaus. Evolution often follows
indirect routes rather than Òprogress-
ingÓ through adaptations. To account
for the breadth of our abilities, we need
to look at improvements in common-
core facilities. Environments that give
the musically gifted an evolutionary ad-
vantage over the tone deaf are diÛcult
to imagine, but there are multifunction-
al brain mechanisms whose improve-
ment for one critical function might in-
cidentally aid other functions.

W
e humans certainly have a pas-
sion for stringing things to-
gether : words into sentences,

notes into melodies, steps into dances,
narratives into games with rules of pro-
cedure. Might stringing things together
be a core facility of the brain, one com-
monly useful to language, storytelling,
planning, games and ethics? If so, nat-
ural selection for any of these talents
might augment their shared neural ma-
chinery, so that an improved knack for
syntactical sentences would automati-
cally expand planning abilities, too. Such
carryover is what Charles Darwin called
functional change in anatomical con-
tinuity, distinguishing it from gradual

adaptation. To some extent, music and
dance are surely secondary uses of
neural machinery shaped by sequential
behaviors more exposed to natural se-
lection, such as language.

As improbable as the idea initially
seems, the brainÕs planning of ballistic
movements may have once promoted
language, music and intelligence. Ballis-

tic movements are extremely rapid ac-
tions of the limbs that, once initiated,
cannot be modiÞed. Striking a nail with
a hammer is an example. Apes have only
elementary forms of the ballistic arm
movements at which humans are ex-
pertÑhammering, clubbing and throw-
ing. These movements are integral to
the manufacture and use of tools and
hunting weapons: in some settings,
hunting and toolmaking were probably
important additions to hominidsÕ basic
survival strategies.

Ballistic movements require a sur-
prising amount of planning. Slow move-
ments leave time for improvisation:
when raising a cup to your lips, if the
cup is lighter than you remembered,
you can correct its trajectory before it
hits your nose. Thus, a complete plan is
not needed. You start in the right gener-
al direction and then correct your path,
just as a moon rocket does.

For sudden limb movements lasting
less than one Þfth of a second, feed-
back corrections are largely ineÝective
because reaction times are too long.
The brain has to determine every detail
of the movement in advance, as though
it were silently punching a roll of mu-
sic for a player piano.

Hammering requires scheduling the
exact sequence of activation for dozens
of muscles. The problem of throwing is
further compounded by the launch win-
dowÑthe range of times in which a pro-
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ACQUISITION OF LANGUAGE by chil-
dren occurs quickly and naturally
through exposure to adults. 

KANZI, a bonobo, has been reared at Georgia State University
in a language-using environment. By pointing at symbols that
represent various words, Kanzi can construct requests much

like those of a two-year-old child. His comprehension is as
good as that of a 2.5-year-old. Language experiments on bon-
obos ask how much of syntax is uniquely human.
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jectile can be released to hit a tar-
get. When the distance to a target
doubles, the launch window be-
comes eight times narrower; sta-
tistical arguments indicate that
programming a reliable throw
would then require the activity of
64 times as many neurons.

If mouth movements rely on
the same core facility for sequenc-
ing that ballistic hand movements
do, then enhancements in lan-
guage skills might improve dex-
terity, and vice versa. Accurate
throwing abilities open up the
possibility of eating meat regular-
ly, of being able to survive winter
in a temperate zone. The gift of
speech would be an incidental
beneÞtÑa free lunch, as it were,
because of the linkage.

Is there actually a sequencer
common to movement and lan-
guage? Much of the brainÕs coor-
dination of movement occurs at
a subcortical level in the basal
ganglia or the cerebellum, but nov-
el combinations of movements
tend to depend on the premotor
and prefrontal cortex. Two major
lines of evidence point to cortical
specialization for sequencing, and
both suggest that the lateral lan-
guage area has a lot to do with it.

Doreen Kimura of the University of
Western Ontario [see ÒSex DiÝerences in
the Brain,Ó SCIENTIFIC AMERICAN, Sep-
tember 1992] has found that stroke pa-
tients with language problems (apha-
sia) resulting from damage to left later-
al brain areas also have considerable
diÛculty executing unfamiliar sequenc-
es of hand and arm movements (aprax-
ia). By electrically stimulating the brains
of patients being operated on for epi-
lepsy, George A. Ojemann of the Uni-
versity of Washington has also shown
that at the center of the left lateral ar-
eas specialized for language lies a re-
gion involved in listening to sound se-
quences. This perisylvian region seems
equally involved in producing oral-fa-

cial movement sequencesÑeven non-
language ones.

These discoveries reveal that parts of
the Òlanguage cortex,Ó as people some-
times think of it, serve a far more gen-
eralized function than had been sus-
pected. The language cortex is con-
cerned with novel sequences of various
kinds: both sensations and movements,
for both the hands and the mouth.

The big problem with inventing se-
quences and producing original behav-
iors is safety. Even simple reversals in
order can be dangerous, as in ÒLook af-

ter you leap.Ó Our capacity to make
analogies and mental models gives us a
measure of protection, however. We hu-
mans can simulate future courses of ac-
tion and weed out the nonsense oÝ-line;

as philosopher Karl Popper said,
this Òpermits our hypotheses to
die in our stead.Ó CreativityÑin-
deed, the whole high end of intel-
ligence and consciousnessÑin-
volves playing mental games that
shape up quality before acting.
What kind of mental machinery
might it take to do something
like that?

By 1874, just 15 years after
Darwin published The Origin of

Species, the American psycholo-
gist William James was talking
about mental processes operat-
ing in a Darwinian manner. In ef-
fect, he suggested, ideas might
somehow ÒcompeteÓ with one
another in the brain, leaving only
the best or ÒÞttest.Ó Just as Dar-
winian evolution shaped a better
brain in two million years, a simi-
lar Darwinian process operating
within the brain might shape in-
telligent solutions to problems
on the timescale of thought and
action.

Researchers have demonstrat-
ed that a Darwinian process op-
erating on an intermediate time-
scale of days governs the immune
response following a vaccination.
Through a series of cellular gen-

erations spanning several weeks, the
immune system produces defensive
antibody molecules that are better and
better ÒÞtsÓ against invaders. By ab-
stracting the essential features of a
Darwinian process from what is known
about species evolution and immune
responses, we can see that any ÒDar-
win machineÓ must have six properties.

First, it must operate on patterns of
some type; in genetics, they are strings
of DNA bases, but patterns of brain ac-
tivity associated with a thought might
qualify. Second, copies are made of
these patterns. ( Indeed, that which is
reliably copied deÞnes a unit pattern.)
Third, patterns must occasionally vary,
whether through mutations, copying er-
rors or a reshuÜing of their parts.
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SPECIALIZED SEQUENCING REGION of the left cere-
bral cortex is involved both in listening to spoken
language and in producing oral-facial movements.
The shading, from the data of George A. Ojemann
of the University of Washington, reßects the rela-
tive involvement in these activities. 

A Meditation on Creative Thought

I believe the brain plays a game—some parts providing
the stimuli, the others the reactions, and so on.. . . One

is only consciously aware of something in the brain which
acts as a summarizer or totalizer of the process going on
and that probably consists of many parts acting simulta-
neously on each other. Clearly only the one-dimensional
chain of syllogisms which constitutes thinking can be
communicated verbally or written down.... If, on the other
hand, I want to do something new or original, then it is no
longer a question of syllogism chains. When I was a boy I

felt that the role of rhyme in poetry was to compel one to
find the unobvious because of the necessity of finding a
word which rhymes. This forces novel associations and al-
most guarantees deviations from routine chains or trains
of thought. It becomes paradoxically a sort of automatic
mechanism of originality.. . . And what we call talent or
perhaps genius itself depends to a large extent on the abil-
ity to use one’s memory properly to find the analogies. . .
[which] are essential to the development of new ideas.
—Stanislaw M. Ulam, Adventures of a Mathematician, 1976
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Fourth, variant patterns must com-
pete to occupy some limited space (as
when bluegrass and crabgrass compete
for my backyard). Fifth, the relative re-
productive success of the variants is
inßuenced by their environment; this
result is what Darwin called natural se-
lection. And, Þnally, the makeup of the
next generation of patterns depends
on which variants survive to be copied.
The patterns of the next generation will
be variations spread around the current-
ly successful ones. Many of these new
variants will be less successful than their
parents, but some may be more so.

Sex and climatic change may not be
numbered among the six essentials,
but they add spice and speed to a Dar-
winian process, whether it operates in
milliseconds or millennia. Note that an
ÒessentialÓ is not Darwinian by itself:
for example, selective survival can be
seen when ßowing water carries away
sand and leaves pebbles behind.

L
et us consider how these principles  

might apply to the evolution of 
an intelligent guess inside the

brain. Thoughts are combinations of
sensations and memoriesÑin a way,
they are movements that have not hap-
pened yet (and maybe never will ). They
exist as patterns of spatiotemporal ac-
tivity in the brain, each representing an
object, action or abstraction. I estimate
that a single cerebral code minimally in-
volves a few hundred cortical neurons
within a millimeter of one another ei-
ther Þring or keeping quiet.

Evoking a memory is simply a matter
of reconstituting such an activity pat-
tern, according to psychologist Donald
O. HebbÕs cell-assembly hypothesis [see
ÒThe Mind and Donald O. Hebb,Ó by Pe-
ter M. Milner; SCIENTIFIC AMERICAN, Jan-
uary 1993]. Long-term memories are
frozen patterns waiting for signals of
near resonance to reawaken them, like
ruts in a washboarded road waiting for
a passing car to re-create a bouncing
spatiotemporal pattern.

Some Òcerebral rutsÓ are permanent,
whereas others are short-lived. Short-
term memories are just temporary al-
terations in the strengths of synaptic
connections between neurons, left be-
hind by the last spatiotemporal pattern
to occupy a patch of cortex; this Òlong-
term potentiationÓ may fade in a matter
of minutes. The transition from short-
to long-term patterning is not well un-
derstood, but structural alterations may
sometimes follow potentiation, such
that the synaptic connections between
neurons are made strong and perma-
nent, hardwiring the pattern of neural
activity into the brain.

A Darwinian model of mind suggests
that an activated memory can compete
with others for ÒworkspaceÓ in the cor-
tex. Perceptions of the thinkerÕs current
environment and memories of past en-
vironments may bias that competition
and shape an emerging thought.

An active cerebral code moves from
one part of the brain to another by
making a copy of itself, much as a fac-
simile machine re-creates a copy of a

pattern on a distant sheet of paper. The
cerebral cortex also has circuitry for
copying spatiotemporal patterns in an
immediately adjacent region less than
a millimeter away, although our present
imaging techniques lack enough reso-
lution to see the copying in progress.
Repeated copying of the minimal pat-
tern could colonize a region, rather the
way a crystal grows or wallpaper re-
peats an elementary pattern.

The picture that emerges from these
theoretical considerations is one of a
quilt, some patches of which enlarge at
the expense of their neighbors as one
code copies more successfully than an-
other. As you try to decide whether to
pick an apple or a banana from the fruit
bowl, so my theory goes, the cerebral
code for ÒappleÓ may be having a clon-
ing competition with the one for Òbana-
na.Ó When one code has enough active
copies to trip the action circuits, you
might reach for the apple.

But the banana codes need not van-
ish: they could linger in the background
as subconscious thoughts and undergo
variations. When you try to remember
someoneÕs name, initially without suc-
cess, the candidate codes might contin-
ue copying for the next half an hour un-
til, suddenly, Jane SmithÕs name seems
to Òpop into your mindÓ because your
variations on the spatiotemporal theme
Þnally hit a resonance and create a crit-
ical mass of identical copies. Our con-
scious thought may be only the cur-
rently dominant pattern in the copying
competition, with many other variants
competing for dominance, one of which
will win a moment later when your
thoughts seem to shift focus.

It may be that Darwinian processes
are only the frosting on the cognitive
cake, that much of our thinking is rou-
tine or bound by rules. But we often
deal with novel situations in creative
ways, as when you decide what to Þx
for dinner tonight. You survey what is
already in the refrigerator and on the
kitchen shelves. You think about a few
alternatives, keeping track of what else
you might have to fetch from the gro-
cery store. All this can ßash through
your mind within secondsÑand that is
probably a Darwinian process at work.

I
n phylogeny and its ontogeny, hu-
man intelligence Þrst solves move-
ment problems and only later grad-

uates to ponder more abstract ones.
An artiÞcial or extraterrestrial intelli-
gence freed of the necessity of Þnding
food and avoiding predators might not
need to moveÑand so might lack the
what-happens-next orientation of hu-
man intelligence. There may be other
ways in which high intelligence can be
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DARWINIAN MODEL OF THINKING suggests that ideas compete for ÒworkspaceÓ
within the brain. When a person is choosing between an apple and a banana (a),
spatiotemporal patterns of neural activity representing these possibilities (red for
apple, yellow for banana) may appear in the cortex (hexagon ). Copies of each pat-
tern proliferate at diÝerent rates, depending on the individualÕs experiences and
sensory impressions (b). Eventually, the number of copies of one pattern passes a
threshold, and the person makes that choiceÑin this case, to take the apple (c).

a b c
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achieved, but up-from-movement is the
known paradigm.

It is diÛcult to estimate how often
high intelligence might emerge, given
how little we know about the demands
of long-term species survival and the
courses evolution can follow. We can,
however, compare the prospects of dif-
ferent species by asking how many ele-
ments of intelligence each has amassed.

Does the species have a wide reper-
toire of movements, concepts or other
tools? Does it have tolerance for cre-
ative confusion that allows individuals
to invent categories occasionally? (Pri-
matologist Duane M. Rumbaugh of
Georgia State University has noted that
small monkeys and prosimians, such
as lemurs, often get trapped into re-
peating the Þrst set of discrimination
rules they are taught, unlike the more
advanced rhesus monkeys and apes.)

Does each individual have more than
half a dozen mental workspaces for
concurrently holding diÝerent concepts?
Does it have so many that it loses our
human tendency to ÒchunkÓ certain con-
cepts, as when we create the word Òam-
bivalenceÓ to stand for a whole sen-
tenceÕs worth of description? Can indi-
viduals establish new relations between
the concepts in their workspaces? These
relations should be fancier than Òis aÓ
and Òis larger than,Ó which many ani-
mals can grasp. Treelike relations seem
particularly important for linguistic

structures; our ability to compare two
relations (analogy) enables operations
in a metaphorical space.

Can individuals mold and reÞne their
ideas oÝ-line, before acting in the real
world? Does that process involve all six
of the essential Darwinian features, 
as well as some accelerating factorsÑ
shortcuts that allow the process to start
from something more than a primitive
level? Can individuals make guesses
about both long-term strategies and
short-term tactics, so that they can
make moves that will advantageously
set the stage for future feats?

Chimps and bonobos may be miss-
ing a few of these elements, but they are
doing better than the present genera-
tion of artiÞcial-intelligence programs.
Even in entities with all the elements,
we would expect considerable variation
in intelligence because of individual dif-
ferences in processing speed, in perse-
verance, in implementing shortcuts and
in Þnding the appropriate level of ab-
straction when using analogies. 

Why are there not more species with
such complex mental states? A little in-
telligence can be a dangerous thing. A
beyond-the-apes intelligence must con-
stantly navigate between the twin haz-
ards of dangerous innovation and a con-
servatism that ignores what the Red
Queen explained to Alice in Through the

Looking Glass: Ò. . . it takes all the run-
ning you can do, to keep in the same

place.Ó Foresight is our special form of
running, essential for the intelligent
stewardship that Stephen Jay Gould of
Harvard University warns is needed for
longer-term survival: ÒWe have become,
by the power of a glorious evolutionary
accident called intelligence, the stew-
ards of lifeÕs continuity on earth. We
did not ask for this role, but we cannot
abjure it. We may not be suited for it,
but here we are.Ó
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THROWING is a ballistic movement at which humans excel,
despite the lack of eÝective feedback from the arm during
most of the throw. Before a pitch starts, the brain must plan

the sequence of muscle contractions that will launch the ball
toward a target. Some of the neural mechanisms that plan
such movements may also facilitate other types of planning.
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Early to bed and early to rise,
Makes a man healthy, wealthy,

and wise.
ÑBenjamin Franklin

E
veryone wants wisdom and
wealth. Nevertheless, our health
often gives out before we achieve

them. To lengthen our lives and improve
our minds, we will need to change our
bodies and brains. To that end, we Þrst
must consider how traditional Darwin-
ian evolution brought us to where we
are. Then we must imagine ways in
which novel replacements for worn body
parts might solve our problems of fail-
ing health. Next we must invent strate-
gies to augment our brains and gain
greater wisdom. Eventually, using nano-
technology, we will entirely replace our
brains. Once delivered from the limi-
tations of biology, we will decide the
length of our livesÑwith the option of
immortalityÑand choose among other,
unimagined capabilities as well.

In such a future, attaining wealth will
be easy; the trouble will be in control-
ling it. Obviously, such changes are diÛ-
cult to envision, and many thinkers still
argue that these advances are impossi-
ble, particularly in the domain of artiÞ-
cial intelligence. But the sciences need-
ed to enact this transition are already
in the making, and it is time to consid-
er what this new world will be like.

Such a future cannot be realized
through biology. In recent times we
have learned much about health and
how to maintain it. We have devised

thousands of speciÞc treatments for
speciÞc diseases and disabilities. Yet we
do not seem to have increased the max-
imum length of our life span. Benjamin
Franklin lived for 84 years, and except
in popular legends and myths no one
has ever lived twice that long. According
to the estimates of Roy L. Walford,
professor of pathology at the Universi-
ty of California at Los Angeles School
of Medicine, the average human lifetime
was about 22 years in ancient Rome,
was about 50 in the developed countries
in 1900, and today stands at about 75
in the U.S. Despite this increase, each of
those curves seems to terminate sharp-
ly near 115 years. Centuries of improve-
ments in health care have had no eÝect
on that maximum.

Why are our life spans so limited?
The answer is simple: natural selection
favors the genes of those with the most
descendants. Those numbers tend to
grow exponentially with the number of
generations, and so natural selection
prefers the genes of those who repro-
duce at earlier ages. Evolution does not
usually preserve genes that lengthen
lives beyond that amount adults need
to care for their young. Indeed, it may
even favor oÝspring who do not have to
compete with living parents. Such com-
petition could promote the accretion of
genes that cause death. For example, af-
ter spawning, the Mediterranean octo-
pus promptly stops eating and starves
itself. If a certain gland is removed, the
octopus continues to eat and lives twice
as long. Many other animals are pro-
grammed to die soon after they cease
reproducing. Exceptions to this phe-
nomenon include animals such as our-
selves and elephants, whose progeny
learn a great deal from the social trans-
mission of accumulated knowledge.

We humans appear to be the longest-
lived warm-blooded animals. What se-
lective pressure might have led to our
present longevity, which is almost twice
that of our other primate relatives? The
answer is related to wisdom. Among all
mammals our infants are the most poor-

ly equipped to survive by themselves.
Perhaps we need not only parents but
grandparents, too, to care for us and to
pass on precious survival tips.

Even with such advice there are many
causes of mortality to which we might
succumb. Some deaths result from in-
fections. Our immune systems have
evolved versatile ways to cope with
most such diseases. Unhappily, those
very same immune systems often in-
jure us by treating various parts of our-
selves as though they, too, were infec-
tious invaders. This autoimmune blind-
ness leads to diseases such as diabetes,
multiple sclerosis, rheumatoid arthritis
and many others.

We are also subject to injuries that
our bodies cannot repair: accidents, di-
etary imbalances, chemical poisons,
heat, radiation and sundry other inßu-
ences can deform or chemically alter
the molecules of our cells so that they
are unable to function. Some of these
errors get corrected by replacing defec-
tive molecules. Nevertheless, when the
replacement rate is too low, errors build
up. For example, when the proteins of
the eyesÕ lenses lose their elasticity, we

MARVIN MINSKY, a pioneer in artiÞcial
intelligence and robotics, began his dis-
tinguished career studying mathematics,
physics, biology and psychology at Har-
vard and Princeton universities. In 1951
he designed and built with another col-
league the Þrst neural network learning
machine. That same decade he invented
the now widely used confocal scanning
microscope. Then, after moving down the
river from Harvard to the Massachusetts
Institute of Technology, he co-founded
the ArtiÞcial Intelligence Laboratory and
now also does research at the Media Lab-
oratory. A laureate of the 1990 Japan
Prize, he is Toshiba Professor of Media
Arts and Sciences at M.I.T. Minsky has
written numerous articles and books, the
most recent being The Society of Mind,
published in 1987, and The Turing Op-
tion, a science-Þction novel written with
Harry Harrison in 1992.

Will Robots Inherit the Earth?
Yes, as we engineer replacement bodies and brains 

using nanotechnology. We will then live longer, possess greater 
wisdom and enjoy capabilities as yet unimagined

by Marvin Minsky

COG, under construction at the Mas-
sachusetts Institute of Technology, will
have mechanical eyes, ears and arms
wired to a network of microprocessors
that act as its brain. CogÕs creators hope
that by interacting with its environ-
ment the system will learn to recognize
faces, track objects and otherwise re-
spond to a host of visual and auditory
stimuli, as would an infant. If the proj-
ect succeeds, Cog will be the most so-
phisticated robot assembled to date.
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lose our ability to focus and need bifo-
cal spectaclesÑa Franklin invention.

The major natural causes of death
stem from the eÝects of inherited genes.
These genes include those that seem to
be largely responsible for heart disease
and cancer, the two biggest causes of
mortality, as well as countless other
disorders, such as cystic Þbrosis and
sickle cell anemia. New technologies
should be able to prevent some of these
disorders by replacing those genes.

Most likely, senescence is inevitable
in all biological organisms. To be sure,
certain species ( including some vari-
eties of Þsh, tortoises and lobsters) do
not appear to show any systematic in-
crease in mortality as they age. These
animals seem to die mainly from exter-
nal causes, such as predators or starva-
tion. All the same, we have no records
of animals that have lived for as long
as 200 yearsÑalthough this lack does
not prove that none exist. Walford and
many others believe a carefully de-
signed diet, one seriously restricted in
calories, can signiÞcantly increase a hu-
manÕs life span but cannot ultimately
prevent death.

B
y learning more about our genes,
we should be able to correct or at
least postpone many conditions

that still plague our later years. Yet even
if we found a cure for each speciÞc dis-
ease, we would still have to face the
general problem of Òwearing out.Ó The
normal function of every cell involves
thousands of chemical processes, each
of which sometimes makes random

mistakes. Our bodies use many kinds
of correction techniques, each triggered
by a speciÞc type of mistake. But those
random errors happen in so many dif-
ferent ways that no low-level scheme
can correct them all.

The problem is that our genetic sys-
tems were not designed for very long
term maintenance. The relation between
genes and cells is exceedingly indirect;
there are no blueprints or maps to guide
our genes as they build or rebuild the
body. To repair defects on larger scales,
a body would need some kind of cata-
logue that speciÞed which types of cells
should be located where. In computer
programs it is easy to install such re-
dundancy. Many computers maintain
unused copies of their most critical sys-
tem programs and routinely check their
integrity. No animals have evolved sim-
ilar schemes, presumably because such
algorithms cannot develop through nat-
ural selection. The trouble is that error
correction would stop mutation, which
would ultimately slow the rate of evo-
lution of an animalÕs descendants so
much that they would be unable to
adapt to changes in their environments.

Could we live for several centuries
simply by changing some number of
genes? After all, we now diÝer from our
relatives, the gorillas and chimpanzees,
by only a few thousand genesÑand yet
we live almost twice as long. If we as-
sume that only a small fraction of those
new genes caused that increase in life
span, then perhaps no more than 100
or so of those genes were involved. Even
if this turned out to be true, though, it

would not guarantee that we could gain
another century by changing another
100 genes. We might need to change
just a few of themÑor we might have
to change a good many more.

Making new genes and installing them
are slowly becoming feasible. But we are
already exploiting another approach to
combat biological wear and tear: replac-
ing each organ that threatens to fail
with a biological or artiÞcial substitute.
Some replacements are already routine.
Others are on the horizon. Hearts are
merely clever pumps. Muscles and bones
are motors and beams. Digestive sys-
tems are chemical reactors. Eventually,
we will Þnd ways to transplant or re-
place all these parts.

But when it comes to the brain, a
transplant will not work. You cannot
simply exchange your brain for another
and remain the same person. You would
lose the knowledge and the processes
that constitute your identity. Neverthe-
less, we might be able to replace cer-
tain worn-out parts of brains by trans-
planting tissue-cultured fetal cells. This
procedure would not restore lost knowl-
edge, but that might not matter as much
as it seems. We probably store each frag-
ment of knowledge in several diÝerent
places, in diÝerent forms. New parts of
the brain could be retrained and reinte-
grated with the rest, and some of that
might even happen spontaneously.

E
ven before our bodies wear out, I
suspect that we often run into
limitations in our brainsÕ abilities.

As a species, we seem to have reached
a plateau in our intellectual develop-
ment. There is no sign that we are get-
ting smarter. Was Albert Einstein a bet-
ter scientist than Isaac Newton or Archi-
medes? Has any playwright in recent
years topped William Shakespeare or
Euripides? We have learned a lot in
2,000 years, yet much ancient wisdom
still seems sound, which makes me
think we have not been making much
progress. We still do not know how to
resolve conßicts between individual
goals and global interests. We are so
bad at making important decisions that,
whenever we can, we leave to chance
what we are unsure about.

Why is our wisdom so limited? Is it
because we do not have the time to learn
very much or that we lack enough ca-
pacity? Is it because, according to pop-
ular accounts, we use only a fraction 
of our brains? Could better education
help? Of course, but only to a point.
Even our best prodigies learn no more
than twice as quickly as the rest. Every-
thing takes us too long to learn because
our brains are so terribly slow. It would
certainly help to have more time, but
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longevity is not enough. The
brain, like other Þnite things,
must reach some limits to
what it can learn. We do not
know what those limits are;
perhaps our brains could
keep learning for several
more centuries. But at some
point, we will need to in-
crease their capacity.

The more we learn about
our brains, the more ways
we will Þnd to improve
them. Each brain has hun-
dreds of specialized regions.
We know only a little about
what each one does or how
it does it, but as soon as we
Þnd out how any one part
works, researchers will try
to devise ways to extend
that partÕs capacity. They
will also conceive of entire-
ly new abilities that biology
has never provided. As these
inventions grow ever more
prevalent, we will try to
connect them to our brains,
perhaps through millions of
microscopic electrodes in-
serted into the great nerve
bundle called the corpus cal-
losum, the largest databus
in the brain. With further
advances, no part of the brain will be
out-of-bounds for attaching new acces-
sories. In the end, we will Þnd ways to
replace every part of the body and brain
and thus repair all the defects and in-
juries that make our lives so brief.

Needless to say, in doing so we will
be making ourselves into machines.
Does this mean that machines will re-
place us? I do not feel that it makes
much sense to think in terms of ÒusÓ
and Òthem.Ó I much prefer the attitude
of Hans P. Moravec of Carnegie Mellon
University, who suggests that we think
of these future intelligent machines as
our own Òmind-children.Ó

In the past we have tended to see our-
selves as a Þnal product of evolution,
but our evolution has not ceased. In-
deed, we are now evolving more rapid-
ly, though not in the familiar, slow Dar-
winian way. It is time that we started to
think about our new emerging identi-
ties. We can begin to design systems
based on inventive kinds of Òunnatu-
ral selectionÓ that can advance explicit
plans and goals and can also exploit the
inheritance of acquired characteristics.
It took a century for evolutionists to
train themselves to avoid such ideasÑ
biologists call them ÒteleologicalÓ and
ÒLamarckianÓÑbut now we may have
to change those rules.

Almost all the knowledge we amass

is embodied in various networks inside
our brains. These networks consist of
huge numbers of tiny nerve cells and
smaller structures, called synapses, that
control how signals jump from one
nerve cell to another. To make a re-
placement of a human brain, we would
need to know something about how
each of the synapses relates to the two
cells it joins. We would also have to
know how each of those structures re-
sponds to the various electric Þelds,
hormones, neurotransmitters, nutrients
and other chemicals that are active in
its neighborhood. A human brain con-
tains trillions of synapses, so this is no
small requirement.

Fortunately, we would not need to
know every minute detail. If details were
important, our brains would not work
in the Þrst place. In biological organ-
isms, each system has generally evolved
to be insensitive to most of what goes
on in the smaller subsystems on which
it depends. Therefore, to copy a func-
tional brain it should suffice to repli-
cate just enough of the function of
each part to produce its important ef-
fects on other parts.

Suppose we wanted to copy a ma-
chine, such as a brain, that contained a
trillion components. Today we could not
do such a thing (even with the necessary
knowledge) if we had to build each com-

ponent separately. But if we
had a million construction ma-
chines that could each build
1,000 parts per second, our
task would take mere minutes.
In the decades to come, new
fabrication machines will make
this possible. Most present-day
manufacturing is based on
shaping bulk materials. In con-
trast, nanotechnologists aim
to build materials and machin-
ery by placing each atom and
molecule precisely where they
want it.

By such methods we could
make truly identical parts and
thus escape from the random-
ness that hinders convention-
ally made machines. Today, for
example, when we try to etch
very small circuits, the sizes of
the wires vary so much that
we cannot predict their electri-
cal properties. If we can locate
each atom exactly, however,
the behavior of those wires
would be indistinguishable.
This capability would lead to
new kinds of materials that
current techniques could nev-
er make; we could endow them
with enormous strength or
novel quantum properties.

These products in turn could lead to
computers as small as synapses, hav-
ing unparalleled speed and eÛciency.

Once we can use these techniques to
construct a general-purpose assembly
machine that operates on atomic scales,
further progress should be swift. If it
took one week for such a machine to
make a copy of itself, we could have a
billion copies in less than a year. These
devices would transform our world. For
example, we could program them to
fabricate eÛcient solar-energy collect-
ing devices and attach these to nearby
surfaces. Hence, the devices could pow-
er themselves. We would be able to
grow Þelds of microfactories in much
the same way that we now grow trees.
In such a future we will have little trou-
ble attaining wealth; our trouble will be
in learning how to control it. In particu-
lar, we must always take care to main-
tain control over those things (such as
ourselves) that might be able to repro-
duce themselves.

If we want to consider augmenting
our brains, we might Þrst ask how much
a person knows today. Thomas K. Lan-
dauer of Bellcore reviewed many exper-
iments in which people were asked to
read text, look at pictures and listen to
words, sentences, short passages of mu-
sic and nonsense syllables. They were
later tested to see how much they re-
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ANTS from the species Lasius niger are shown here swarm-
ing. An L. niger queen ant is known to have lived for 27
years. No sexually reproducing animal on record has lived
more than 200 years, but some may exist. Although certain
species seem to die only from external causes, such as pre-
dation or starvation, senescence is probably inevitable in
all biological organisms.
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membered. In none of these situations
were people able to learn, and later re-
member for any extended period, more
than about two bits per second. If one
could maintain that rate for 12 hours
every day for 100 years, the total would
be about three billion bitsÑless than
what we can currently store on a regu-
lar Þve-inch compact disc. In a decade
or so that amount should Þt on a sin-
gle computer chip.

Although these experiments do not
much resemble what we do in real life,
we do not have any hard evidence that
people can learn more quickly. Despite
common reports about people with
Òphotographic memories,Ó no one seems
to have mastered, word for word, the
contents of as few as 100 books or of 
a single major encyclopedia. The com-
plete works of Shakespeare come to
about 130 million bits. LandauerÕs limit
implies that a person would need at
least four years to memorize them. We
have no well-founded estimates of how
much information we require to perform
skills such as painting or skiing, but I
do not see any reason why these activi-
ties should not be similarly limited.

The brain is believed to contain on the
order of 100 trillion synapses, which
should leave plenty of room for those
few billion bits of reproducible memo-
ries. Someday, using nanotechnology, it
should be feasible to build that much
storage space into a package as small
as a pea.

Once we know what we need to do,

our nanotechnologies should enable us
to construct replacement bodies and
brains that will not be constrained to
work at the crawling pace of Òreal time.Ó
The events in our computer chips al-
ready happen millions of times faster
than those in brain cells. Hence, we
could design our Òmind-childrenÓ to
think a million times faster than we do.
To such a being, half a minute might
seem as long as one of our years and
each hour as long as an entire human
lifetime.

B
ut could such beings really exist?
Many scholars from a variety of
disciplines Þrmly maintain that

machines will never have thoughts like
ours, because no matter how we build
them, they will always lack some vital
ingredient. These thinkers refer to this
missing essence by various names: sen-
tience, consciousness, spirit or soul. Phi-
losophers write entire books to prove
that because of this deÞciency, machines
can never feel or understand the kinds
of things that people do. Yet every proof
in each of those books is ßawed by as-
suming, in one way or another, what it
purports to proveÑthe existence of
some magical spark that has no detect-
able properties. I have no patience with
such arguments. We should not be
searching for any single missing part.
Human thought has many ingredients,
and every machine that we have ever
built is missing dozens or hundreds of
them! Compare what computers do to-

day with what we call
Òthinking.Ó Clearly, hu-
man thinking is far
more ßexible, resource-
ful and adaptable.
When anything goes
even slightly wrong
within a present-day
computer program,
the machine will either
come to a halt or gen-
erate worthless results.
When a person thinks,
things are constantly
going wrong as well,
yet such troubles rare-
ly thwart us. Instead
we simply try some-
thing else. We look at
our problem different-
ly and switch to anoth-
er strategy. What em-
powers us to do this?

On my desk lies a
textbook about the
brain. Its index has 
approximately 6,000
lines that refer to hun-
dreds of specialized
structures. If you hap-

pen to injure some of these compo-
nents, you could lose your ability to re-
member the names of animals. Another
injury might leave you unable to make
long-range plans. Another impairment
could render you prone to suddenly ut-
ter dirty words because of damage to
the machinery that normally censors
that type of expression. We know from
thousands of similar facts that the brain
contains diverse machinery. Thus, your
knowledge is represented in various
forms that are stored in diÝerent re-
gions of the brain, to be used by diÝer-
ent processes. What are those represen-
tations like? We do not yet know.

But in the Þeld of artiÞcial intelli-
gence, researchers have found several
useful means to represent knowledge,
each better suited to some purposes
than to others. The most popular ones
use collections of Òif-thenÓ rules. Other
systems use structures called frames,
which resemble forms that are to be
Þlled out. Yet other programs use web-
like networks or schemes that resemble
trees or sequences of planlike scripts.
Some systems store knowledge in lan-
guagelike sentences or in expressions
of mathematical logic. A programmer
starts any new job by trying to decide
which representation will best accom-
plish the task at hand. Typically a com-
puter program uses a single represen-
tation, which, should it fail, can cause
the system to break down. This short-
coming justiÞes the common complaint
that computers do not really Òunder-
standÓ what they are doing.

What does it mean to understand?
Many philosophers have declared that
understanding (or meaning or con-
sciousness) must be a basic, elemental
ability that only a living mind can pos-
sess. To me, this claim appears to be a
symptom of Òphysics envyÓÑthat is,
they are jealous of how well physical
science has explained so much in terms
of so few principles. Physicists have
done very well by rejecting all explana-
tions that seem too complicated and
then searching instead for simple ones.
Still, this method does not work when
we are addressing the full complexity
of the brain. Here is an abridgment of
what I said about the ability to under-
stand in my book The Society of Mind: 

If you understand something in only
one way, then you do not really under-
stand it at all. This is because if some-
thing goes wrong you get stuck with a
thought that just sits in your mind with
nowhere to go. The secret of what any-
thing means to us depends on how we
have connected it to all the other things
we know. This is why, when someone
learns Òby rote,Ó we say that they do not
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ROBOTIC TREE-HAND, designed (but not yet built) by the
author and, independently, by Hans P. Moravec of Car-
negie Mellon University, is composed of many similar
units of diÝerent sizes. Because of this uniformity, such
robots should be easy to build in the future. At each
smaller scale, a tree robot has twice as many unitsÑa
pattern not unlike that of the human frame.
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really understand. However, if you have
several diÝerent representations, when
one approach fails you can try another.
Of course, making too many indiscrimi-
nate connections will turn a mind to
mush. But well-connected representa-
tions let you turn ideas around in your
mind, to envision things from many per-
spectives, until you Þnd one that works
for you. And that is what we mean by
thinking!

I think ßexibility explains why, at the
moment, thinking is easy for us and
hard for computers. In The Society of

Mind, I suggest that the brain rarely
uses a single representation. Instead it
always runs several scenarios in parallel
so that multiple viewpoints are always
available. Furthermore, each system is
supervised by other, higher-level ones
that keep track of their performance
and reformulate problems when neces-
sary. Because each part and process in
the brain may have deÞciencies, we
should expect to Þnd other parts that
try to detect and correct such bugs.

In order to think eÝectively, you need
multiple processes to help you describe,
predict, explain, abstract and plan what
your mind should do next. The reason
we can think so well is not because we
house mysterious sparklike talents and
gifts but because we employ societies
of agencies that work in concert to keep
us from getting stuck. When we discov-
er how these societies work, we can put
them inside computers, too. Then if one
procedure in a program gets stuck, an-
other might suggest an alternative ap-
proach. If you saw a machine do things
like that, you would certainly think it
was conscious.

T
his article bears on our rights 
to have children, to change our
genes and to die if we so wish.

No popular ethical system yet, be it hu-
manist or religion-based, has shown it-
self able to face the challenges that al-
ready confront us. How many people
should occupy the earth? What sorts of
people should they be? How should we
share the available space? Clearly, we
must change our ideas about making
additional children. Individuals now are
conceived by chance. Someday, instead,
they could be ÒcomposedÓ in accord
with considered desires and designs.
Furthermore, when we build new brains,
these need not start out the way ours
do, with so little knowledge about the
world. What kinds of things should our
Òmind-childrenÓ know? How many of
them should we produce, and who
should decide their attributes?

Traditional systems of ethical thought
are focused mainly on individuals, as

though they were the only entities of
value. Obviously, we must also consider
the rights and the roles of larger-scale
beingsÑsuch as the superpersons we
term cultures and the great, growing
systems called sciencesÑthat help us
understand the world. How many such
entities do we want? Which are the
kinds that we most need? We ought to
be wary of ones that get locked into
forms that resist all further growth.
Some future options have never been
seen: imagine a scheme that could re-
view both your mentality and mine and
then compile a new, merged mind
based on that shared experience.

Whatever the unknown future may
bring, we are already changing the rules
that made us. Most of us will fear
change, but others will surely want to
escape from our present limitations.
When I decided to write this article, I
tried these ideas out on several groups.
I was amazed to Þnd that at least three
quarters of the individuals with whom
I spoke seemed to feel our life spans
were already too long. ÒWhy would
anyone want to live for 500 years?
WouldnÕt it be boring? What if you out-
lived all your friends? What would you
do with all that time?Ó they asked. It
seemed as though they secretly feared
that they did not deserve to live so
long. I Þnd it rather worrisome that so
many people are resigned to die. Might
not such people, who feel that they do
not have much to lose, be dangerous?

My scientist friends showed few such

concerns. ÒThere are countless things
that I want to Þnd out and so many
problems I want to solve that I could
use many centuries,Ó they said. Certain-
ly immortality would seem unattractive
if it meant endless inÞrmity, debility
and dependency on others, but we are
assuming a state of perfect health.
Some people expressed a sounder con-
cernÑthat the old ones must die be-
cause young ones are needed to weed
out their worn-out ideas. Yet if it is true,
as I fear, that we are approaching our
intellectual limits, then that response is
not a good answer. We would still be
cut oÝ from the larger ideas in those
oceans of wisdom beyond our grasp.

Will robots inherit the earth? Yes, but
they will be our children. We owe our
minds to the deaths and lives of all the
creatures that were ever engaged in the
struggle called evolution. Our job is to
see that all this work shall not end up
in meaningless waste.
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MICROMOTOR is shown here below a pinpoint. As ways are found to make even
smaller devices, nanotechnologists will be able to build entire microfactories that,
powered by light, can make copies of themselves in mere minutes.
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C
an life be sustained on the earth?
If life is simply organic matter ca-
pable of reproducing itself, then

the answer is almost assuredly Òyes.Ó
Through the ages, life on the earth has
survived repeated catastrophes, includ-
ing atmospheric change, the submer-

gence and reemergence of continents,
and collisions with asteroids. Life will
almost surely go on at least until the Þ-
nal Òdimming of the lightÓ of a cooling
sun. But if life on the earth is life as we
know it, the mix of living things that Þll
the places we are familiar with, then the

answer is almost assuredly Òno.Ó For hu-
man-induced modiÞcations to the envi-
ronment, including to the global biogeo-
chemical and hydrologic cycles, rival
natureÕs changes to the earth. Most of
the transformations of the past 10,000
years have occurred in our lifetimes, as
humans continue to alter their environ-
ment in increasingly diverse ways.

If by life we mean us, our species and
the life that supports us, then the an-
swer is Òperhaps.Ó For humans, life has
never really been simply a progression
onward and upward from the cave. Our
numbers have grown by Þts and starts,
our civilizations have declined and fall-
en, and even our physique has ßuctuat-
ed over time. But since the middle of
the last century our population has

Sustaining Life on the Earth
Hope for an environmentally sustainable 

future lies in evolving institutions, 
technology and global concern

by Robert W. Kates
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quadrupled, and projections from the
United Nations and the World Bank sug-
gest that it will at least double again by
the middle of the next century. Eco-
nomic activity ampliÞed by technology
has already transformed the earth.

What will be the impact of such num-
bers of humans, their rapidly changing
patterns of habitation and their grow-
ing production and consumption, on
the natural systems that support life?
If we can manage the transition to a
warmer, more crowded, more connect-
ed but more diverse world, there may
be promise of an environmentally sus-
tainable future.

A
recurring vision of the growth of 
world population is the exponen-

tial curve, which Thomas Robert
Malthus proposed would eventually
plunge when some maximum is reached.
But this image, reminiscent of an accel-
erating rocket climbing out of sight to-
ward sudden disaster, is misleading.
Edward S. Deevey, Jr., oÝered a diÝerent
view 34 years ago [see ÒThe Human
Population,Ó SCIENTIFIC AMERICAN, Sep-
tember 1960]. He estimated the size of
human population back as far as the
origin of our species, plotting it on a
logarithmic scale. DeeveyÕs sensitive,
extended analysis revealed three surg-
es in the number of people.

Each surge coincided with a remark-

able technological revolution: the emer-
gence of toolmaking, the spread of ag-
riculture and the rise of industry. Each
transformed the meaning of resources
and increased the carrying capacity of
the earth. Each made possible a period
of exponential growth followed by a pe-
riod of approximate stability. The tool-
making, or cultural revolution, which be-
gan around one million years ago, saw
human numbers rise to Þve million.
Over the next 8,000 years, as humans
domesticated plants and animals and
invented agriculture and animal hus-
bandry, the population grew 100-fold,
to about 500 million. Now in this, the
third population surge, we already num-
ber 5.6 billionÑat best the midpoint on
a projection that shows a doubling or
even a tripling before growth levels oÝ
againÑonly 300 years after the scien-
tiÞc-industrial revolution began.

Even the global trend masks the exis-
tence of a deeper level of complexity.
From its probable start in Africa, hu-
man life has steadily spread to every
corner of the globe, including Antarcti-

ca, where research bases have altered
the barren landscape. But although the
potential for humans to survive and
even ßourish in the most inhospitable
of places has been realized, the history
of life in certain ancient areas has been
one of notable ßuctuation. 

My colleagues Thomas R. Gottschang
of the College of the Holy Cross, Doug-
las L. Johnson and Billie L. Turner II of
Clark University and Thomas M. Whit-
more of the University of North Caroli-
na at Chapel Hill and I have studied the
phenomenon. To do so, we tried to re-
construct long, continuous series of hu-
man habitation for those places where
we could correlate archaeological and
historical accounts. Our original goal
was to extend the record of habitation
in order to relate ßuctuations in natural
processes such as climatic variation or
soil formation to more rapidly chang-
ing patterns of human activity. Com-
bining our data, we were able to recon-
struct a long-term population sequence
for four ancient regions: the Nile Valley
(6,000 years), the Tigris-Euphrates low-
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POPULATION MEETS NATURE in Alesund, Norway, an island city in the Sunnm¿re
district that serves as a center for trading and Þshing. The inhabitants of Alesund
also work in engineering Þrms and on some small farms (see island in background
at right ). In this northern temperate region, use of renewable resources and care-
ful planning of manufacturing, business, agriculture and housing create a human
community sustainable within the environment.
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lands of Iraq (6,000 years), the basin of
Mexico (3,000 years), and the central
Maya lowlands of Mexico and Guate-
mala (2,200 years).

These reconstructed population se-
ries all show periodic ßuctuations in
growth and decline; in none does pop-
ulation grow without interruption. In
all except the Maya case (the shortest
record), there are 2.5 waves evident in
which population at least doubled over
the previous base and then fell by at
least half with respect to that high
point. The rates of growth and decline
are modest in the early waves and more
drastic in the later ones. The collapses
of civilization, though surely catastroph-
ic to the inhabitants, are not sudden.
The second wave of declines, averaged
for the four regions, lasts 500 years
even though it includes one of the most
precipitous extinctions in human histo-
ry: the 16th-century epidemics among
the native peoples of the New World.

Fluctuations in the well-being of en-
tire civilizations are mirrored in the
well-being of individuals. Again, seek-
ing the long view of human life, my col-
leagues at Brown UniversityÑRobert S.
Chen, William C. Crossgrove, Jeanne X.
Kasperson, Robley Matthews, Ellen Mes-
ser, Sara R. Millman and Lucile F. New-
manÑand I considered human height.
We assembled estimates, made by oth-
ers, usually from the skeletons of adult
males. We also considered studies of the
measured heights of people from insti-
tutionalized populations. It is widely

accepted that height, standardized by
age and averaged over a population, re-
ßects the state of nutrition and illness.
In this way, times of hunger and ill
health can be distinguished from those
of plenty and wellness. Our analysis
shows that throughout history, height,
and presumably well-being, has ßuctu-
ated. To take one example, an adult
male in Roman Britain was as tall as or
taller than his counterparts in this cen-
tury, but his Victorian descendants were
shorter. Thus, improvement in diet,
health and sustenance has traced a halt-
ing, sometimes retrograde course.

These long waves of growth and de-
cline in certain areas (which we have
called millennial-long waves) raise ques-
tions about human life on the earth. Pre-
viously, the fates of particular places ap-
parently averaged outÑsome developed,
and others declined, with the overall
balance one of punctuated growth. Has
the scientiÞc-industrial revolution, and
the global economy to which it gave
rise (complete with a global famine re-
sponse system), exempted us from
Malthusian-like collapses of the past?
Or can particular regions, perhaps even
regions that are world leaders, collapse
in modern times?

M
odern civilization has pro-
foundly altered the environ-
ment. Concern about such ef-

fects has a history that extends back at
least a century and a half [see ÒOrigins
of Western Environmentalism,Ó by Rich-

ard Grove; SCIENTIFIC AMERICAN, July
1992]. As early as 1864, George Perkins
Marsh published a benchmark assess-
ment, Man and Nature; or, Physical Ge-

ography as ModiÞed by Human Action.

A subsequent account, entitled ManÕs

Role in Changing the Face of the Earth,

appeared in 1956. The most recent
study, The Earth as Transformed by Hu-

man Action, was published in 1990.
An international collaborative eÝort,

the Earth Transformed Project was sev-
en years in the planning and execution.
It brought together leading scientists
from 16 countries to document global
and regional change over the past 300
years. We were able to reconstruct hu-
man-induced change in 13 worldwide
dimensions of chemical ßow, land cov-
er and biotic diversity: terrestrial verte-
brate diversity, deforested area, soil area
loss, sulfur releases, lead releases, car-
bon tetrachloride releases, marine mam-
mal populations, water withdrawals, ßo-
ral diversity, carbon releases, nitrogen
releases, phosphorus releases and sed-
iment ßows.

The investigators took stock of the
extent of human impact, emphasizing
in particular the past 300 years. To place
current changes in long-term perspec-
tive, we estimated human inßuence on
the earth over the past 10,000 years,
since the dawn of agriculture. In that
time, humans have deforested a net
area the size of the continental U.S.,
mostly using it for cropland. Water, in
an amount greater than the contents of
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HUMAN POPULATION has grown dramatically over the past
one million years. It has done so in three stages, each fol-
lowed by a plateau. The Þrst major growth, from 150,000 to
Þve million, coincided with the development of toolmaking.
The second surge, from Þve million to 500 million, was asso-

ciated with the advent of agriculture. The third, from 500 mil-
lion to 5.6 billion, is a consequence of the rise of industrial
civilization. Each technological revolutionÑtoolmaking, agri-
culture and manufacturingÑhas enabled humans to lessen
their direct dependence on natural systems.
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Lake Huron, is diverted every year from
the hydrosphere for human use. Half
the ecosystems of the ice-free lands of
the earth have been modiÞed, managed
or utilized by people. The ßows of ma-
terials and energy that are removed
from their natural settings or synthe-
sized now rival the ßows of such mate-
rials within nature itself.

Most of this change has been ex-
tremely recent, considering that in sev-
en of the 13 dimensions, half of all the
change during the past 10,000 years
happened within our lifetimes. To these
rapid global environmental changes, it
has now become fashionable to link
threats emanating from political up-
heaval. Wars, especially in developing
countries, are frequently attributed to
famine, environmental disasters or scar-
city of natural resources.

Here, where I live and write, on the
coast of Maine, far from these disasters,
I ask myself what might occur in the
coming century. I have very good rea-
sons to do so: six grandchildren who will
be in their sixties and seventies by the
year 2050. As I struggle to imagine their
world, the ever present ocean suggests
a metaphor of change that comes as
currents, tides and surges. The currents
are the long-term trends, the tides are
the cyclical swings, and the surges, un-
dertows and riptides are the surprises.

In particular, I believe the world of the
next century will be warmer and more
crowded, more connected but more di-
verse. Environmental change, popula-
tion growth and increasing connected-
ness and diversity are powerful trends
as deep-running as the ocean currents,
seemingly set in place with little possi-
bility of reversal, though clearly subject
to slower or more rapid movement. Un-
less there is some ßaw in present-day
scientiÞc understanding, we are already
deeply committed to a warmer earth.
Our world has been made more con-
nected by a global economy and the
widespread availability of rapid com-
munication and transportation technol-
ogy. This increasing connectedness will
not necessarily homogenize people be-
yond their common aÝection for Coca-
Cola, but it may, paradoxically, increase
the diversity of both individuals and
things. Goods, information and people
are generally drawn to places of wealth
or opportunity, which can make such
areas more diverse. And strong counter-
currents that emphasize ethnic, nation-
al and religious distinctiveness may cre-
ate eddies and whirlpools where diÝer-
ing currents can mix and clash.

At the opposite extreme from the
currents of certainty are the undertows,
riptides and storm surges that batter
our conventional expectations, leaving

us only with the wisdom to expect sur-
prises. National boundaries that had
seemed immutable for decades have
been swept away in a matter of months.
Reaction to speciÞc crises can deepen
into new norms of human behavior and
interaction. The spread of diseases such
as AIDS can eat away at the foundations
of society, increasing the potential for
unforeseen disaster.

In contrast to the long-term trends
and surprises, there are the short-term
cycles or tides that are superimposed
on the great underlying currents. As il-
lustrations of the very short term, con-
sider the oscillations of the business
cycle or the so-called El Ni�o phenom-
enon that aÝects the PaciÞc Ocean and
environs at irregular intervals of years.
There are also decades-long ßuctuations:
in democracies, for instance, swings to
the left or right of the political spectrum
recur, as do periods of economic expan-
sion and contraction.

A
mong these tides and storms, hu-
mans question their chances for 
long-term survival. Can our pop-

ulation continue to double and redou-
ble within our childrenÕs and their chil-
drenÕs lifetimes? Will there be food
enough to feed the many, material suf-
Þcient for their needs and desires, and
energy available to move and trans-
form materials? Will the side eÝects of
creating and using energy and of mak-
ing and shaping materials undermine
human health and destroy the ecologi-
cal systems on which our species ulti-
mately depends?

Such questions were powerfully posed
200 years ago by Malthus in his Essay

on the Principle of Population (1798).
They may be older yet: Tertullian won-

dered 1,800 years ago whether Òpesti-
lence, and famine, and wars, and earth-
quakes have to be regarded as a reme-
dy for nations, as a means for pruning
the luxuriance of the human race.Ó It is
not unexpected that Malthus, who was
born in 1766 and died in 1834, worried
about the adequacy of the resource base
to feed England, because he lived in the
midst of a population explosion. We
now know that in the decade of his
birth, England and Wales grew by 7
percent; in the decade of the Þrst edi-
tion of his essay, by 11 percent. By the
time of the Þfth edition, in 1817, de-
cadal growth had peaked at 18 percent.

Nor is it surprising that these con-
cerns reemerge in the postÐWorld War II
world. The population explosion of the
developing world was recognized in the
late 1940s and the early 1950s. Indeed,
the tides of scientiÞc and public concern
over population, food, materials, energy
and pollution have surged, ebbed and
surged again during the past 45 years,
emerging most recently on the eve of
the new millennium.

Among the threats that are most like-
ly to occur, cause the most harm or af-
fect the most people, I can identify three
areas of concern. The Þrst is the intro-
duction of pollutants: acid rain in the
atmosphere, heavy metals in the soils
and chemicals in the groundwater. Hu-
mans also face the global atmospheric
dangers of nuclear fallout, stratospher-
ic ozone depletion and climatic warm-
ing from greenhouse gases. Finally, a
massive assault on the biota has result-
ed from deforestation in the tropical
and mountain lands, desertiÞcation in
the drylands, and species extinction,
particularly in the tropics.

A surge in production and consump-
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ADVANCE AND RETREAT of population density during historical times in four re-
gions indicate that human numbers can ßuctuate signiÞcantly. Civilizations in the
Maya lowlands, the Tigris-Euphrates basin, the basin of Mexico and Egypt show pe-
riods of growth and decline. Is modern industrial society immune to this pattern?
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tion of material goods accompanies the
rise in our numbers. In 1989 the Inter-
national Institute of Applied Systems
Analysis examined Òcurrent trendsÓ or
Òbusiness as usualÓ projections for a
doubling of population. Its analysis as-
sumed that varied and nutritious diets,
industrial products and regular jobs
are to be within reach of most of the 10
billion people. Thus, a doubling of the
population will probably require a four-
fold increase in agricultural production,
a sixfold rise in energy use and an
eightfold increase in the value of the
global economy.

Many experts Þnd this 2Ð4Ð6Ð8 sce-
nario unbelievable and certainly unsus-
tainable. Such increases, they think,
could not be accommodated by pres-
ent technology and practice in an envi-
ronment that has already seen substan-
tial transformation of its atmosphere,
soils, groundwater and biota. Indeed,
for many of todayÕs JeremiahsÑLester
R. Brown, Paul R. and Anne H. Ehrlich,
Donella H. Meadows, Dennis L. Mead-
ows and J¿rgen RandersÑa world of
more than Þve billion people is already
overpopulated because virtually every
nation is depleting its resources or de-
grading its environment. Other econ-
omists and technologists disagree [see
ÒCan the Growing Human Population
Feed Itself?Ó by John Bongaarts; SCIEN-
TIFIC AMERICAN, March]. They believe
the invisible hand of rising prices will
curb consumption and encourage con-
servation and invention. They are con-
Þdent that human creativity can over-
come all limits.

But most of us, on reßection, recog-
nize the unique situation that we face.
In an extraordinarily short periodÑa
matter of decadesÑsociety will need to
feed, house, nurture, educate and em-
ploy at least as many more people as
already live on the earth. If in such a
warmer, more crowded world environ-
mental catastrophe is to be avoided, it
can be done only by maintaining severe
inequities in human welfare or by
adopting very diÝerent trajectories for
technology and development.

H
ow likely are we to have such
diÝerent trajectories for tech-
nology and development? I

draw cautious encouragement from two
sets of trends that I perceive but do not
fully understand. The Þrst set relates
to changes already apparent in the cur-
rents carrying us into the future. The
second set relates to human adaptabili-
ty in the form of the emergence of new
institutions, technologies and, proba-
bly most important, ideas.

To illustrate some favorable changes
in the currents, consider the IPAT equa-

tion. Initially formulated by Paul Ehr-
lich of Stanford University and John P.
Holdren of the University of California
at Berkeley, it is now widely used as a
simpliÞed statement of the driving
forces of the human-induced detrimen-
tal impacts on the environment. The
impacts term (I ) is a function of popu-
lation (P ), the level of aÜuence (A) and
the technology (T ) available. Thus, the
formulation captures the widespread
agreement that to the extent that the
environment is endangered, it is so not
just because of the enormous growth
of population (a common view in in-
dustrial countries) or just because of
the rapacious and still growing use of
energy and materials by aÜuent coun-
tries (a common view in poor countries).
Instead both are signiÞcant contribut-
ing reasons. Estimates of the sources
of greenhouse gases, for example, pre-
sume that most of these compounds
originate in rich countries, but develop-
ing nations will contribute almost as
much or more in 20 to 30 years if pres-
ent trends persist. The technology term
also captures the potential
of science, technology and
society to alter the impacts
of any given level of popu-
lation and aÜuence.

The growth of popula-
tion and aÜuence and the
spread of technologies are
large-scale currents propel-
ling us toward the warmer,
more crowded, more con-
nected but more diverse
world. Countercurrents are
already at work for each of
the IPAT variables. Growth
is slowing, and limits are in
sight. Consider population
and return to DeeveyÕs vi-
sion of populations in ßux.
We are now in the last
phase of the third major
population surge, the com-
pletion of a demographic
transition from a world
with high rates of births
and deaths to one with low
rates. It took 150 years to
complete this transition in
England, but the transition
in developing nations is oc-
curring much more rapidly
than expected.

Birth rates have fallen
considerably from their
postÐWorld War II peak of
Þve births per woman. The
shift to 2.1 births per wom-
an, required for zero-popu-
lation growth, is just over
halfway complete: the cur-
rent birth rate is 3.2. The

transition to low death rates is more
advanced. In developing countries after
World War II, the life expectancy at birth
was 40 years. Now it has increased to
65 years, two thirds of the way to a like-
ly average of 75 years, if we use devel-
oped countries as a model.. The slowing
of the rate of population growth every-
where, even very modestly in Africa, is
a source of encouragement for sustain-
ing life on the earth.

The aÜuence term may also be self-
limiting: ÒRicher is cleaner.Ó The Earth
Transformed Project notes that the rates
of increase for Þve of the 13 transfor-
mations studied have now turned down-
ward: they are vertebrate and marine
mammalian extinctions, as well as the
release of lead, sulfur and carbon tetra-
chloride. All these have been the object
of strenuous regulatory attention from
the wealthier countries. A 1992 World
Bank report argues that environmental
problems shift with aÜuence. The poor-
est countries concentrate on primary
needs for housing and sanitation, where-
as in middle-income developing coun-
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Height and
Technological
Change

Average height, a stan-
dard measure of 

general well-being, has
fluctuated over time.
Hunter-gatherers in the
eastern Mediterranean,
who benefited from a
diet full of calories and
protein, reached a height
of five feet, 10 inches.
Early agriculturists from
that area reached only
five feet, three inches.
They lived on a heavy
cereal diet and suffered
physical wear and tear
from the difficult work
of farming. Late agricul-
turists in Europe aver-
aged five feet, nine inch-
es. They presumably
benefited from improve-
ments in agricultural and
other technologies. Stat-
ure fell again at the be-
ginning of the European
industrial period, when
men reached five feet,
seven inches on average.
Modern U.S. men are
slightly taller.
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tries, eÝorts have shifted to grappling
with air and water pollution. In the
richest of countries, the focus has shift-
ed from addressing localized problems
to dealing with global environmental
problems.

Economic and technological forces
encourage reductions in the use of ma-
terials and energy in manufacturing:
ÒDoing more with less.Ó Since the mid-
19th century the amount of carbon used
per unit of production has been de-
creasing yearly by 1.3 percent through
a combination of using less carbon-rich
fuels (0.3 percent) to produce energy
and using less energy overall per unit
of production (1 percent). Neverthe-
less, these improvements in energy use
have not been suÛcient to oÝset the
annual growth of the economy (3 per-
cent). This has led to a global rise in
carbon dioxide emissions of 1.7 per-
cent every year.

A similar but more complicated trend
toward dematerialization involves fewer
materials per unit of production. We are
using less steel and cement but more

aluminum and chemicals (although use
of the last two has peaked and is be-
ginning to decrease). Despite the com-
puter and television revolutions, the
use of paper remains constant.

We should reconsider impacts as well.
Scientists often do not suÛciently un-
derstand the eÝects of human-induced
changes on the natural systems that
support us to know how much or
whether they are threatened or what
replaces them when they are degraded.
An apparent bias in research encour-
ages the identiÞcation of harmful ef-
fects rather than the determination of
negative feedback cycles that moderate
the damage. For example, recent docu-
mentation shows that forest biomass
in Europe is not only surviving but prob-
ably increasing, despite enormous bur-
dens of pollutants and acid rain. That
such a revitalization can happen, possi-
bly through fertilization by the very
same chemical pollutants that are caus-
ing the damage, is a caution. Nature
may be more robust than popular rhe-
toric is willing to concede.

Optimists cite these countercurrents
as good news. They argue that the
trends, though insuÛcient to overcome
the global growth in population or econ-
omy, are at least heading in the right
direction. Pessimists either ignore the
countercurrents or see them simply as
too little and too late. It would help both
sides to understand the many forces
that are at work, invisible or otherwise.
As yet, perception is quite dim. Consid-
er the trend in population: What forces
have lead to a decline in fertility?

A large amount of research has sought
to estimate the dynamics and relative
contributions of economic and social
development and organized family-
planning programs to the decline in
births. Several studies, covering most
developing countries, have found that
increases in development are strongly
associated with decline in birth rate,
accounting for about two thirds of the
drop. Additional research indicates that
organized family-planning programs
contribute another 15 to 20 percent to
fertility reduction. Although only a few
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reports included culture and ethnicity,
these factors also appear to be impor-
tant. Socioeconomic development and
substantial family-planning programs
seem to be most eÝective in East and
Southeast Asia or among those of Chi-
nese extraction. Such programs are also
eÝective when carried out on small,
crowded islands or in city-states.

If, as the studies seem to show, Òde-
velopment is the best contraceptive,Ó it
is not clear which aspects of develop-
ment are most inßuential. Analysts ar-
gue that as development proceeds, it
lessens the need or desire for more chil-
dren because more children survive, de-
creases the need for child labor and in-
creases the need for educated children.
Development also cuts the time avail-
able for childbearing and rearing and
creates more opportunity for women
to gain an education and Þnd salaried
work. Finally, it improves access to birth-
control technology. Advocates for a par-
ticular policy usually single out one of
these themes to justify their programs,

but it is clear that better child survival,
changing needs for labor, improved op-
portunities for women and access to
birth control all occur together during
the course of development.

Our understanding of the decline in
fertility, as well as of the dynamics of
pollution control and decarbonization
of fossil fuels, remains opaque. For all
these issues, there is no shortage of fa-
vored, oversimpliÞed explanations to
describe the countercurrents. And as
with the fertility decline, a tension ex-
ists between separating the eÝects of
such catchalls as ÒdevelopmentÓ and
ÒaÜuenceÓ from the organized eÝorts
of science or society.

T
he changes necessary to mitigate
the extraordinary demands being
placed on our life-support sys-

tems require a more fundamental un-
derstanding of our impacts on the earth.
But the world does not and should not
wait for such understanding. We know
we must accelerate favorable trends and

halt destructive ones. A species capable
of questioning its own survival can also
struggle to adapt to the warmer, more
crowded and more connected world.
New institutions, new technologies and
new ideas are already in place, deÞning
a diÝerent trajectory of technology and
development that a sustainable future
might follow.

In a more connected but more diverse
world, three sets of important transna-
tional institutions are emerging. The
best known are those created by gov-
ernments, a set of international organi-
zations, treaties and activities. Current-
ly some 170 international treaties-in-
force focus on the environment. New
international institutions such as the
United Nations Commission on Sustain-
able Development will oversee the ac-
cords of the 1992 Earth Summit in Rio
de Janeiro. The Global Environmental
Facility combines the talents and wealth
of the World Bank and the U.N. Develop-
ment (UNDP) and Environment (UNEP)
Programs. Equally well known, but not
usually for its environmental dimen-
sion, is the transnational corporation.
Such corporations are responsible for
many of the human-induced changes
taking place around the globe; increas-
ingly, however, they are also dissemina-
tors of common approaches, technical
skills and standards for addressing en-
vironmental problems. Finally, least con-
sidered, but in many ways most impor-
tant, is the veritable explosion of trans-
national nongovernmental and private
voluntary environment and develop-
ment organizations and their local
counterparts in developing countriesÑ
an estimated 200,000 groups, increas-
ingly linked together in international
networks.

In a more crowded and more con-
suming world, one mode of coping is
to use technology that requires modest
amounts of such basic ingredients as
energy, materials and information. As
shown by long-term trends, there has
already been a reduction of energy and
materials required per unit of econom-
ic output, and the potential exists to ac-
celerate such trends. Simple interven-
tions include the recent competition 
to build a low-energy-consuming, non-
ozone-depleting refrigerator, which will
soon be on the market in the U.S. An-
other, related eÝort is the one to move
immediately to next-generation refrig-
eration in India. In some eastern Euro-
pean countries, telephone companies
are moving directly to wireless commu-
nications systems instead of rebuilding
the fraying wire infrastructure.

The emergent Þeld of study and ac-
tion known as industrial ecology seeks
to use the mechanisms of market com-
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Environmental Concern Is Global

Despite the differences in population growth rates, available technology
and level of affluence, people in industrial and developing nations share

concern about the impact of human activities on the earth. A 1993 Gallup
poll asked respondents in 24 countries, “How concerned are you personally
about environmental problems?” Answers indicating “great concern” or a
“fair amount of concern” generally dominated.
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petition and eÛciency to minimize the
amount of energy, materials and waste.
Further into the future lies the substan-
tial opportunity to increase human sus-
tenance without increasing environmen-
tal burdens. The goal may be achieved
through the science and engineering of
biological processes, the development
of new energy sources and transmis-
sion technologies, the creation of mate-
rials and, ultimately, the substitution of
information for both energy and mate-
rials. Biotechnology promises crops that
require less fertilizer and fewer pesti-
cides. Researchers in the miniature
world of nanotechnology and micro-
electronics hope to develop machines
and processes that will require less
bulk and thus less waste.

P
otentially more signiÞcant than
new institutions or technology
are new ideas combined with an

ever increasing concern for the envi-
ronment. Sustaining human life on the
earth requires at least three crucial sets
of ideas: that cohabitation with the nat-
ural world is necessary; that there are
limits to human activity; and that the
beneÞts of human activity need to be
more widely shared.

These ideas are spreading: last win-
ter I heard a concert of 500 schoolchil-
drenÕs voices, my grandchildrenÕs in-
cluded. Most striking to me was the rel-
ative absence of the patriotic songs of

my childhood and their replacement by
environmental hymns and anthems. I
came away marveling at how 25 years
of Earth Days have changed the forma-
tive ethos of young Americans. But this
is MaineÑwhat of the rest of the world?

A 1993 study undertaken by Riley E.
Dunlap and the Gallup organization
compared opinion on environmental is-
sues in 12 industrial and 12 developing
nations (including eastern Europe) and
found surprisingly little diÝerence in
their attitudes. Even the attribution of
the cause of the problemsÑÒoverpopu-
lationÓ and Òconsumption of the worldÕs
resources by industrial countriesÓÑis
seen as contributing equally by resi-
dents of both rich and poor countries.
Along with this widespread evidence of
environmental concern, more profound
ideas are emerging. Witness the ongo-
ing fundamental challenges to anthro-
pocentrism and the more modest ef-
forts to resolve the conßicting needs of
ecosystems and economies or the con-
ßicting claims of equity between
species, places, peoples, livelihoods
and generations.

Fifteen years ago Lionel Tiger of Rut-
gers University suggested that there
was a Òbiology of hope,Ó an evolution-
ary human tilt toward optimism that
compensates in part for our ability to
ask diÛcult questions such as ÒCan hu-
man life on the earth be sustained?Ó
Although unpersuaded by his some-

what tenuous chains of argument, I
share his inclination. Not because I
have excessive conÞdence in the invisi-
ble hand of the marketplace, or of tech-
nological change, or even of James E.
LovelockÕs Gaia principle, in which life
itself seems to create the conditions
for its own survival. Nor is it just the
wisdom and energy of my grandchil-
dren and their enormous cohort of
wise and energetic children around the
world. Rather it is because hope is sim-
ply a necessity if we as a species, now
conscious of the improbable and ex-
traordinary journey taken by life in the
universe, are to survive.

122 SCIENTIFIC AMERICAN October 1994

FURTHER READING

THE EARTH AS TRANSFORMED BY HUMAN
ACTION: GLOBAL AND REGIONAL CHANG-
ES IN THE BIOSPHERE OVER THE PAST
300 YEARS. Edited by B. L. Turner II,
William C. Clark, Robert W. Kates, John
F. Richards, Jessica T. Mathews and Wil-
liam B. Meyer. Cambridge University
Press, 1990.

BEYOND THE LIMITS: CONFRONTING
GLOBAL COLLAPSE, ENVISIONING A SUS-
TAINABLE FUTURE. D. H. Meadows, D. L.
Meadows and J. Randers. Chelsea Green,
1992.

TECHNOLOGICAL TRAJECTORIES AND THE
HUMAN ENVIRONMENT. Edited by Jesse
H. Ausubel and H. Dale Langford. Na-
tional Academy Press, 1994.

GLOBAL VILLAGE includes American Samoa, where inhabi-
tants watch television by the edge of the PaciÞc. Humankind

needs to make a transition to a more crowded, warmer, more
connected world while avoiding widespread catastrophe.
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SCIENCE AND BUSINESS

Wall Street
Refugees from physics Þnd
joy as Òderivatives geeksÓ

I
came to Wall Street to lose my cyni-
cism,Ó said Richard L. Davis, then a
research fellow at the Institute for

Advanced Study in Princeton, N.J., to
the (somewhat startled) representatives
of his prospective employer, Lehman
Brothers. The former particle physicist
is far from being alone. The migration
of physicists to the Þnancial industry
that started as a trickle in the late 1970s
has now become a steady stream.

After spending Þve years in graduate
school and often six or more years in
postdoctoral positions, physicists come
to accept the reality that only one or
two faculty positions in their subÞeld
may open each year. Even those who get
the coveted positions face a six-year
wait for tenure, by which time they are
pushing 40. The demise of the Super-
conducting Super Collider has deepened
the sense for many would-be research-
ers that their chosen path is a dead end.

And the Þnancial rewards that come
with all this uncertainty do little to as-
suage that feeling. During that waiting
period, a junior faculty member might
make $40,000 a year. At a Wall Street
Þrm, a physicist can start at $80,000.
Indeed, three months after landing the
job at Lehman Brothers, Davis himself
was startled at having to interview his
former professor from Stanford Univer-
sity, who had just lost a bitter tenure
battle.

In short, these days Wall Street, when
compared to physics, is Club Med.
ÒWeÕre treated very well here,Ó says
James M. Gelb, who is part of a group
at Morgan Stanley that evaluates op-
tions. An option is the right to buy or
sell a stock at a predetermined price at
a future date. And options are where
itÕs at for physicists on Wall Street.

In 1973 a mathematician, Fischer
Black, and an economist, Myron S. 
Scholes, both then at the University of
Chicago, showed that while stock prices
and option prices vary randomly, they
are related via an equation. Solving the
equation yields an unambiguous way
to price the option. To a physicist, the
Black-Scholes pricing formula looks
quite familiar : it resembles an equation
that describes the diÝusion of heat.

Options and their many cousins go
by the general term of derivative secu-
rities, all of which are described by
variations of the Black-Scholes equa-
tion. Some controversy exists concern-
ing why the formula works as well as it
does. Several observers think the an-
swer has more to do with psychology
than with underlying mathematical
laws: because traders and hedgers alike
believe the equation should work, they
set the prices accordingly. So it works.

On the other hand, Bhagwan Chow-
dhry, an economist at the University of
California at Los Angeles, argues that 
if the pricing were unreal the market
would soon Þnd out. A senior Wall
Street analyst notes that market condi-
tions are fundamentally changeable. An
equation is true only as long as its un-
derlying assumptions are valid; the
Black-Scholes formula, in particular, re-
quires the market to be liquid.

If no takers can be found for a trade,
the model, not to mention the fortunes

of clients, will fail. Recent losses in mu-
tual funds linked to derivatives have
prompted calls in Congress for better
regulation. But the losses are minor
compared with the $12-trillion volume
of the derivatives market.

Win or lose, Òthe problem solving is
sweet,Ó says Mark Mueller, a former
string theorist. The questions are per-
haps not as challenging as those in
string theory, but they are certainly
more tractable: one can actually Þnd
solutions. Moreover, there is real plea-
sure in seeing oneÕs labors being used.
Physicists do have to learn, however,
not to wander oÝ in search of an ele-
gant analytic solution. The price of an
option varies by about 1 percent a day,
and proÞts come from jumping on
short-lived glitches in the marketplace.

ÒAesthetics is relative,Ó remarks Ra-
him Esmailzadeh, another physicist at
Morgan Stanley. ÒFor us, a quick answer
is Þne. It doesnÕt have to be exact.Ó Even
the time pressure so typical of the Þ-
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PHYSICIST IN FINANCE, Richard L. Davis uses his analytic skills to control market
risk for Lehman Brothers and its clients. He is one of 100 or more physicists in New
York CityÕs Þnancial district. Large numbers of physicists also populate the Þnan-
cial industry in cities such as Chicago and San Francisco.
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nancial world can be satisfying. ÒIt
didnÕt used to matter if I took an extra
week doing a calculation. Now people
depend on me in an immediate way,Ó
Davis says. ÒItÕs a good kind of stress.Ó

Where can a physicist go, after sur-
viving the heat of the Black-Scholes
equations? For many, the talents that
brought them to the Þnancial industry
are not fungible into the jobs where the
big money is made. ÒThey used to call us
rocket scientists,Ó says Irwin Sheer, for-
merly of the SSC. ÒThen they called us
quants, for quantitative analysts. Now
they call us derivatives geeks.Ó A deriv-
atives analyst, while earning enough to
cause envy among former colleagues in
academia, might make only 5 percent
of what an energetic trader can.

ÒThere is a danger of getting put into
a room with a computer and not being
allowed to do much else,Ó notes Frank
S. Accetta, a former cosmologist, who
escaped that fate. He was able to try his
hand at trading in J. P. MorganÕs Emerg-
ing Markets group, a pursuit he likens
to physics: ÒYou come up with a model
of the world and carry out the experi-
ment, the trade. The result tells you if
you were right or wrong. ItÕs an intellec-
tual challenge with visceral feedback.Ó
At Morgan Stanley, graduation from the
computer screen seems to coincide with
the appearance of Japanese lettering
on the ßip side of the business card.

Physicists also serve as those on the
staÝ who are most familiar with tech-
nology. Kai Fang, whose graduate work
at Rensselaer Polytechnic Institute in-
volved surface physics, uses his knowl-
edge of semiconductors in advising cli-
ents about investments. He has turned
his cultural origins to advantage as
well, mostly working with Chinese-
speaking clients. ÒYou can imagine
making $100,000 in a month,Ó he re-
marks, with surprise in his voice. ÒThe
sky is the limit.Ó

Ronald K. Unz, a Stanford physicist,
started his own investment ÞrmÑWall
Street Analytics ( in Palo Alto, Calif.)Ñ
after a stint at a mortgage Þnance com-
pany. He recently invested $1 million
in his candidacy for governor of Cali-
fornia, a campaign known as ÒRevenge
of the Nerds.Ó

ÒBeing a physicist wasnÕt something
you used to advertise,Ó says Robert Na-
thans, a professor at the State Universi-
ty of New York at Stony Brook who took
a leave of absence to work at Morgan
Stanley in the late 1980s. Nor was his
choice easy to explain to his colleagues.
Ò ÔWhatÕs wrong with you?Õ they asked,Ó
Nathans recalls. ÒI told them I had Þve
college tuitions to pay.Ó (One of Na-
thansÕs oÝspring works at ScientiÞc

American.)

Now Nathans has his own investment
Þrm and also heads the Institute for
Pattern Recognition at Stony Brook. He
applies ideas from physics to Þnance.
Does it work? He chuckles. ÒIn physics,
they measure success by how many pa-
pers you published. On Wall Street, they
ask how much money you made. IÕll tell
ya, I made a lot.ÓÑMadhusree Mukerjee

Ready or Not
Holographic data storage 
goes to marketÑsort of

W
hen Glenn T. Sincerbox joined
IBM in 1962, his Þrst project
was to invent ways of storing

computer data on Þlm in the form of
three-dimensional holograms. The nov-
el technology promised devices that
could pack information 10 times more
densely and fetch it 100 times more
quickly than could any magnetic disk
or tape drive. It still does. Over the next
30 years, Sincerbox watched interest in
holographic storage surge with each ad-
vance in the many optical technologies
on which it depends, only to ebb as
some component proved inadequate.

Holography is at ßood tide again, and
this time, says Sincerbox, who now man-
ages the holographic storage program
at the IBM Almaden Research Center, ÒI
donÕt see the cycle heading back down.Ó
One reason for his conÞdence is Tama-
rack Storage Devices, a start-up in Aus-
tin, Tex., that is leading the race to de-
velop the Þrst holographic storage prod-
uct. In August, Tamarack announced
that it had integrated and tested all the
lasers, lenses, liquid crystals and light
sensors needed to read and write data
on its removable 2.5-inch holographic
disks, each of which has the capacity of
a CD-ROM. By next year the company
hopes to be selling complete drives,
which will switch like a jukebox among
30 disks totaling almost 20 gigabytes,
to dealers for around $3,500.

Tamarack has had to make many dif-
Þcult engineering choices to bring holo-
graphic storage to market before the
end of the century. In order to compete
on price with the magneto-optical and
tape drives already commercially avail-
able, the companyÕs Þrst products will
use souped-up street technologies rath-
er than state-of-the-art components.
Tamarack coats its disks, for example,
with a photopolymer that records holo-
graphic data as an interference pattern
between two laser beams [see diagram
on opposite page]. The photopolymer is
cheapÑeach 650-megabyte disk should
cost about $10Ñbut limiting. Unlike

more expensive photorefractive crystals,
TamarackÕs disks cannot be erased and
rewritten.

The decision to use rotating disks
rather than a Þxed crystal carries anoth-
er price: speed. Holograms cram mil-
lions of bits into stacks of two-dimen-
sional ÒpagesÓ on each spot of the Þlm.
Unlike magnetic disks, which handle
bits one at a time, all the bits on a holo-
graphic page are read or written simul-
taneously. Thus, the larger the page, the
faster data can be stored and retrieved.

Researchers at several laboratories,
including Tamarack, are working on
beam-steering devices that could direct
a laser to speed-read through large holo-
graphic pages. ÒOne can easily conceive
of data rates in the gigabit-per-second
range, two orders of magnitude better
than conventional storage today,Ó Sin-
cerbox muses. But because such beam-
steering devices are still expensive, Tam-
arack has had to make do with smaller
pages and a mechanical design that ro-
tates the disk rather than steering the
laser. That will slow the drive to about
half the speed of magneto-optical disk
drives, holographyÕs prime competitor.

Some critics charge that in its rush to
market, Tamarack has compromised
too much. ÒTamarack uses all of the bad
aspects of the current storage technol-
ogy and doesnÕt take full advantage of
the good aspects of the new holograph-
ic technologyÑnamely, the very large
data bandwidth and the short access
times,Ó says Lambertus Hesselink, a pro-
fessor of electrical engineering at Stan-
ford University.

In a recent article in Science, Hes-
selink and his colleagues were the Þrst
to publish a demonstration of a com-
plete holographic data storage system.
The numerical results of the tabletop
experiment were not particularly im-
pressive: the system took an hour to
Þll an iron-doped lithium niobate crys-
tal with just 163 kilobytes of data. Nev-
ertheless, Hesselink is bullish. ÒWe over-
came some of the intrinsic problems
with crystals by encoding the data in a
novel way to get rid of the noiseÓ caused
by unavoidable irregularities in the re-
cording medium, he beams.

Indeed, Hesselink is conÞdent enough
in the eventual proÞtability of holo-
graphic storage that he has formed his
own start-up, called Optitek, to build a
prototype. ÒWe have developed some
proprietary technology to scale up this
holographic data storage system to
hundreds of gigabytes and hopefully
beyond that,Ó he says. The tiny compa-
ny has joined IBM, Hughes, SRI, Stan-
ford and Rockwell Science Center in a
consortium bidding for more than $28
million set aside for holographic stor-
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age development by the Advanced Re-
search Projects Agency and the National
Institute of Standards and Technology.

Hesselink ambitiously hopes to have
a prototype in two to three years. By that
time, predicts John F. Stockton, Tama-
rackÕs president, holographic drives will
already be shipping to customers who
are frustrated by the slow and linear na-
ture of tape drives and who do not need
to erase their data. After that, Stockton
says, ÒTamarackÕs focus is to be the
king of removable media for all por-
table computers in Þve years.Ó

Such a coup is unlikely without eras-
able media, which means using pho-
torefractive materials that have a dis-
turbing tendency to lose data each time
they are read. That problem may nearly
be licked, however. At the American
Chemical Society meeting in August,
William E. Moerner of the IBM Almaden
center reported the discovery of an or-
ganic-doped fullerene Þlm that can be
written, read and erased ad inÞnitum.

Taken together, the research results,
entrepreneurial interest and govern-
ment backing seem to conÞrm Sincer-
boxÕs speculation that holographic stor-
age is making its Þnal advance toward
an already crowded and fast-moving
data storage market. Still, Òthis has tak-
en a lot longer and been a lot harder
than we ever dreamed,Ó Stockton ad-
mits. His compromise-and-blitz strate-
gy may backÞre if delays make the Þrst

holodrive obsolete by the time it is re-
leased. Optitek faces a diÝerent risk.
By shooting for the moon, it has the un-
enviable task of having to predict where
the competition will be in Þve years.

Stockton seems certain about where
Tamarack will be then. ÒFive years from
now weÕll look back and say, ÔWow, our
Þrst drive was a real clunker,Õ Ó he says.
ÒBut at least we have a vision of where
we want to go.Ó ÑW. Wayt Gibbs
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HOLOGRAPHIC disk records data as
three-dimensional stacks of light pat-
terns. Each ÒpageÓ is created when a
reference beam intereferes with anoth-
er reßected oÝ a computer-controlled
liquid crystal.
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OpenDoc
IBM and AppleÕs pitfall
for mega-applications

I
n 1983, when Microsoft Þrst re-
leased Word, the word-processing
program required 128 kilobytes

(Kb) of memory and Þt comfortably on
a 720-Kb ßoppy disk. Ten years later
the ßagship product has grown from
its humble textual beginnings to incor-
porate tools that handle sound, graphs,
pictures and video clips, as well as a
host of other nifty gadgets that the vast
majority of customers will never use. In
return for this extravagance, users must
set aside a large portion of their com-
puter for the program: Word 6.0 will not
run on any computer with less than
4,096 Kb of memory, and it now con-
sumes 25,600 Kb of disk space. Word,
like many of the most common busi-
ness programs for desktop computers,
has bloated into a mega-application.

The phenomenon of Òcreeping fea-
turism,Ó as some programmers call this
trend, originally served two masters. On
one side was every developer like Micro-

soft that had nearly saturated its mar-
ket and saw upgrade sales as a way to
retain old customers and make new
proÞts from them. On the other were
users who demanded software that can
mix and manipulate data of many kinds
and from many sources.

Mega-applications do fulÞll these
needsÑMicrosoft has already sold mil-
lions of upgrades to Word 6.0, and some
of its expert users do enjoy the mul-
timedia featuresÑbut many program-
mers and customers are now Þnding
the complexity of such products more
burdensome than useful. ÒToday you
have all this spaghetti code that is in-
tertwined with dozens of features that
you may or may not use,Ó complains
Howard RosenÞeld, a marketing man-
ager at Apple. ÒIf one part has a bug or
needs to be updated because your com-
petitor has outpaced you, you have to
revise the entire application.Ó That can
be costly in both labor and market share.

So a small army of software compa-
nies has mustered to build and promote
an alternative to mega-applications that
they call the compound document. The
idea is to rewrite the rules that current-
ly force programs and data Þles into

immiscible categories and that
let an application ÒownÓ any
document created in it.

To build a sales presentation
as a compound document, for
example, you might use an edi-
tor from WordPerfect to write
and format the text, a widget
from Quark to check its spelling
and grammar, a Lotus spread-
sheet tool to pull the latest Þg-
ures oÝ the mainframe and plot
them as a chart and several oth-
er small, specialized editors to
add music, tables or moviesÑall
without ever launching a mega-
application or stepping out of
the document.

Convincing developers to cre-
ate lean software components
that work cooperatively rather
than enormous monolithic ap-
plications that strive to oÝer
more features than their com-
petitors doÑor most of their us-
ers needÑwill not be easy. But

there is room for optimism. Apple has
committed to delivering the compound
document architecture, called OpenDoc,
for the Macintosh platform by next year;
some developers are already testing an
early version. WordPerfect has done
likewise for Windows, and IBM for its
OS/2 operating system. Other support-
ers include Novell, Sun Microsystems,
Taligent and Xerox.

More remarkable than the breadth of
industry sponsors is their decision to
found a neutral company, named Com-
ponent Integration Laboratories. The
Þrm will publish and distribute Open-
Doc as a public standard available to
all interested developers. This policy
explains in part why Microsoft is con-
spicuously absent from the OpenDoc
roster. Microsoft has developed its own
proprietary scheme for compound doc-
uments, called Object Linking and Em-
bedding, or OLE. OLE works within tra-
ditional applications rather than sup-
planting them.

Assuming the project is not squashed
by MicrosoftÕs formidable market inßu-
ence (WordPerfect hopes to avoid a di-
rect confrontation by ensuring that
OpenDoc is compatible with OLE), the

COMPOUND DOCUMENTS as-
sembled on personal computers
using many small, specialized
editors rather than huge, mono-
lithic applications could shake
up the software industry. Apple,
IBM, Novell and Xerox are sup-
porting an open standard called
OpenDoc. Microsoft oÝers a pro-
prietary alternative.
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OpenDoc partners expect to shake up
the software industry. Small developers
will probably beneÞt most, observes Da-
vid A. Fisher, who runs the Component-
Based Software Program at the National
Institute of Standards and Technology.
ÒIf my company is expert in sophisticat-
ed spelling checking, with OpenDoc I
could sell a product that does only that.
Currently I am out of business unless I
can also build an entire word processor.Ó

But OpenDocÕs sponsors, most of
them quite large, expect to cut their de-
velopment costs and time to market as
well. ÒWe were getting to the stage
where it would take two years to get a
new version out because the software
has become so huge and so laden with
features. OpenDoc is our response to
that,Ó explains Kurt W. Piersol, AppleÕs
chief architect on the OpenDoc project.
ÒWeÕre trying to make sure that when
people build software they arenÕt spend-
ing all their time trying to get the 80
percent of features that no one ever
uses to work ßawlessly but instead are
focusing on the particular things that
they know best.Ó

Open standards are a great way to
boost competition, but they also age
quickly. ÒOLE, for example, does not
support networking, because it is just
old enough that networking wasnÕt crit-
ical when it was conceived,Ó Fisher ob-
serves. ÒOpenDoc is more network-ori-
ented. But neither one of them works
well with distributed systemsÓ that run
on several computers at once. ÒThatÕs
where we need to get to,Ó he adds.

And although the compound docu-
ment does seem an eÝective model for
executing some tasks, it does not suit
many othersÑespecially in the wide
world outside oÛce automation. Pier-
sol tries to temper expectations. ÒDonÕt
get the idea that everything in the uni-
verse is going to turn into an OpenDoc
document in the future,Ó he says.
ÒThere are plenty of instances where a
document doesnÕt make much sense as
a mechanism.Ó Then again, does a
mega-application? ÑW. Wayt Gibbs

Making Drugs Count
A new test could customize 
therapiesÑand boost proÞts

W
hen the challenge is detection
of a pathogen, the clinician suf-
fers an embarrassment of rich-

es. Tests ranging from antibody assays
to the polymerase chain reaction (PCR)
can determine whether a virus is pres-
ent. But when the challenge is to mea-
sure the viral burden in a patientÕs sys-

temÑsometimes an important question
when the timing and eÝectiveness of
therapy are being judgedÑthe pickings
can be lean. Moving to meet this medi-
cal need, and to exploit the market op-
portunity it represents, is Chiron in
Emeryville, Calif. Chiron has developed
a test, called branched DNA quantita-
tion, that may Þll the gap.

Some experts familiar with ChironÕs
technology rave about its potential. In
Hospital Practice, Paul A. Volberding,
an AIDS researcher at the University of
California at San Francisco, writes that
the method Òpromises to revolutionize
the process of testing new antiretrovi-
ral agents and to permit much greater
individualization of therapy than we
can now provide.Ó

Today when physicians need to test
a patient for a viral infection, they rou-
tinely look for signs of the pathogenÕs
eÝect on the body or the bodyÕs re-
sponse to the pathogen. For example,
tests for the human immunodeÞciency
virus (HIV, the AIDS-causing virus) usu-
ally look for antibodies against the virus
or for changes in the number of white
blood cells ravaged by HIV. Such mea-
surements often do not correlate clean-
ly with the state of a patientÕs health.

A more useful index for treating at
least some diseases may be the amount
of a virus in the body. Studies in Lancet,

Hematology and other journals in re-
cent years suggest that the drug inter-
feron is ineÝective in hepatitis C pa-
tients who have high levels of the virus
(above two million viral equivalents per
milliliter) at the start of treatment. That
fact may explain why interferon fails to
have any eÝect in about 60 percent of
the hepatitis patients who receive it.
Some data from AIDS patients also hint
that a sudden rise in HIV count may be
the best indicator of the onset of seri-
ous illness.

But good quantitative measurements
of virus levels have been diÛcult to ob-
tain. Techniques such as PCR enable re-
searchers to make unlimited copies of
a DNA molecule. If even a few viral nu-
cleic acids are present in a sample, PCR
can multiply them a millionfold until
they are easily recognizable. In eÝect,
PCR and other such Òtarget ampliÞca-
tionÓ techniques solve the needle-in-a-
haystack problem of Þnding viral genes
in the body by making more needles.
Unfortunately, making target ampliÞca-
tion yield quantitative information about
how many molecules were originally in
a sample is a fairly painstaking process. 

ChironÕs technique is based on signal
ampliÞcation rather than target ampli-
ÞcationÑthat is, rather than making
more needles, it makes the few in the
haystack easier to see. Its secret is a

highly branched form of synthetic DNA
faintly reminiscent of a Christmas tree
in shape. The company produces these
novel molecules by chemically adding
long side chains to the normally linear
DNA structure. These branches can hold
thousands of chemiluminescent tags,
like shining ornaments on the Christ-
mas tree. When used in conjunction
with certain other probes, the branched
molecules can luminously tag speciÞc
viral DNA or RNA sequences, which
laboratory instruments can then detect
and count. Chiron claims that the test-
ing kits it currently markets can detect
from 5,000 to 20,000 viral equivalents
per milliliter. ÒThereÕs no technical bar-
rier that says we canÕt get the sensitivi-
ty of any target ampliÞcation system,Ó
says Mickey S. Urdea, a vice president
of Chiron and one of the technologyÕs
developers.

Chiron believes the consistent accu-
racy of its branched DNA tests will help
them carve a niche in prognostic patient
monitoring. ÒWhat weÕre hoping,Ó Urdea
explains, Òis that it will be possible to
monitor patients over time and wait for
the right moment to give a drug.Ó Reli-
able quantitative tests for hepatitis C
could thus determine which patients
would respond to interferon and wheth-
er patients ineligible at one time might
be better candidates later. Similarly, by
postponing the use of antiretroviral
drugs until HIV levels start to rise,
physicians might be able to extend the
drugsÕ usefulness before resistance (a
currently inevitable problem) sets in.

Such prognostic tests need not be
limited to infectious diseases, although
that is the market that Chiron is culti-
vating Þrst. Because branched DNA test-
ing can be applied to cellular DNA as
easily as viral nucleic acids, it could be
used to monitor the activation of genes
in tumor cells associated with the dis-
easeÕs progression. ÒIÕd hope that some-
day we could test the eÝects of antitu-
mor compounds on a patientÕs tumor
in the laboratory, before administering
them to the patient,Ó Urdea says.

In the U.S., Chiron now sells its
branched DNAÐtesting kits for HIV and
the hepatitis B and C viruses only to re-
search laboratories. Later this year Chi-
ron oÛcials expect to Þle with the Food
and Drug Administration with an eye to-
ward possibly making a medical diag-
nostic product available in 1996. Japan,
however, quickly approved ChironÕs
hepatitis C test earlier this year. Its ea-
gerness is understandable: it currently
wastes almost $1 billion annually on in-
terferon treatments for patients who will
not beneÞt from them. Clinicians may
Þnally be able to tell in advance which
patients those are. ÑJohn Rennie
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State of Shock 
Sepsis can be fatal to Þrms
as well as to patients

J
ust two years ago the future
looked bright for Synergen. Early
trials and animal studies of its
lead product, a recombinant pro-

tein called Antril, indicated that the
drug might save many of the roughly
100,000 patients who die every year in
the U.S. from sepsis, an uncontrolled
immune response to bacterial infection.
Anticipating quick approval of Antril
by the Food and Drug Administration,
Wall Street boosted SynergenÕs stock
price to more than $60 per share. Equal-
ly conÞdent, the company spent $40
million on an 80,000-square-foot pro-
tein factory that could produce enough
Antril for 150,000 sepsis patients 
annually.

In July, Synergen closed its plant, cut
its workforce by 60 percent and start-
ed looking for a buyer as its share
price plummeted to less than $5. Antril
had failed for the second time to im-
prove signiÞcantly the survival of sep-
sis patients in a large-scale clinical tri-
al, and the company announced that it
would not try again. In so doing, Syner-
gen joined a long list of biotechnology
Þrms that have been badly beaten by
sepsis. Their spectacular failures are
one important reason that investors
have soured on biotechnology and sent
it into some of its leanest times. Still,
many companies continue to pursue
this Delilah.

It is easy to see the attraction. Because
sepsis attacks quickly and generally ei-
ther kills patients or spares them with-
in four weeks, eager executives and in-
vestors can learn the results of clinical
trials in two months rather than the
eight to 12 typical for chronic condi-
tions. Sepsis patients generally die not
of infection but of a hyperbolic immune
response that involves numerous bio-
logical pathways. Researchers are thus
pursuing many diÝerent approaches.
So they can convince themselves and
their stockholders that the failure of a
competing agent has little bearing on
their own chances of success.

Perhaps most important, sepsis is a
lethal, common and growing problemÑ
all the ingredients of a potentially lu-
crative market for any drug that works.
Since 1979 the number of cases of sep-
sis reported to the National Center for
Health Statistics has tripled to about
480,000 a year in the U.S. (Many cases
are thought to go unreported.) Despite
having better antibiotics and a Þrmer
understanding of the syndrome, doc-

tors estimate that sepsis kills 30 to 60
percent of those it strikes, just as it did
30 years ago.

Analysts Þgure that the FDA is proba-
bly anxious to approve any drug found
in well-managed clinical trials to reduce
mortality. Patients or their insurance
carriers will probably pay top dollar for
it. In a January report that reßected the
conventional wisdom of the time, mar-
ket analyst Frost & Sullivan predicted
that an even dozen sepsis drugs ( in-
cluding SynergenÕs Antril, CentocorÕs
Centoxin, ChironÕs T-88 and several oth-

er products that have since proved in-
eÝective) would make their way to mar-
ket by 1997, ringing up combined sales
of more than $800 million.

Such wildly optimistic predictions
defy both the history of failures and the
complexity of the bodyÕs response to
widespread infection. The sepsis cas-
cade starts with blood poisoning, often
caused by antibiotic-resistant bacteria
acquired in the hospital. As the pa-
tientÕs immune forces battle the infec-
tion, bacterial corpses spew toxins into
the bloodstream. If the body is already
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under stress from an injury or disease
or if the infection is acute, these toxins
can touch oÝ the immune system like a
blaze in a Þreworks factory.

Unfortunately, the inßammatory re-
sponse often happens so quickly and
takes so many diÝerent forms that doc-
tors have neither the time nor the diag-
nostic tools to Þnd out what strain of
bacteria is causing the infection and
how severe the inßammation is. ÒIf you
wait for the cultures to come back from
the lab,Ó observes Roger C. Bone, a lead-
ing sepsis researcher and president of
the Medical College of Ohio, Òit may be
too late for the patient.Ó

Sepsis drugs to date have tried to
halt the cascade by interfering with one
of the many feedback loops that cause
the immune system to go berserk. Cen-
tocor, XOMA and Chiron, for example,
spent millions developing and testing
monoclonal antibodies to intercept en-
dotoxin, cell-wall fragments from cer-
tain bacteria that appear in about 40
percent of sepsis patients. In the blood-
stream, endotoxin stimulates white
blood cells to release three groups of
powerful mediators: such proteins as
tumor necrosis factor (TNF) and sever-
al interleukins; hydrogen peroxide, ni-
trous oxide and other oxygen radicals;
and lipids, including platelet-activating
factor. At normal levels, these com-

pounds act to reduce fever and kill mi-
crobes. But when kicked into overdrive
by sepsis, they can cause a dangerously
high fever, a quick drop in blood pres-
sure, internal bleeding and potentially
lethal shock.

But because there is no blood test for
endotoxin, Bone says, there is no way to
identify those patients whom the drug
might help. Giving it to all patients
would be prohibitively expensive and
might be dangerous. ÒThese people are
train wrecks to begin with,Ó points out
Kathleen A. Conboy, a sepsis research-
er at the State University of New York
at BuÝalo. Tinkering with their immune
systems at the wrong time could prove
lethal. Indeed, Centocor interrupted tri-
als of its antiendotoxin monoclonal
last year because the patients who re-
ceived the drug were dying faster than
those who received a placebo.

The same problem aÜicts sepsis
drugs that target other immune stimu-
lants, such as CortechÕs antibradykinin
protein and Miles LaboratoriesÕs anti-
TNF antibody, both of which failed in
initial large-scale clinical trials. ÒThere
is the potential to do considerable harm
with some of these agents,Ó Bone says.
ÒFor example, you can give a mono-
clonal antibody to TNF to baboons with
E. coli sepsis and reduce mortality from
100 percent to zero. Yet you can give

the very same agent to another animal
model with peritoneal sepsis and in-
crease the mortality rate.Ó

During the past 18 months, the six
top drug candidates for sepsis have fal-
len from serious contention. Such late-
stage failures after outstanding results
from animal studies and early clinical
trials have evoked a healthy reaction
among biotech investors. One sign of
the growing skepticism on Wall Street,
observes David S. Webber, a biotech an-
alyst with Alex. Brown & Sons, is that
investors are no longer responding to
positive clinical trial results. He has
found that the market value of compa-
nies with drugs very near approval is
no greater than the value of companies
whose products have yet to leave the lab.

About a dozen more sepsis drugs are
still in early clinical trials. Will these fare
any better than their predecessors?
Bone believes they could, if the industry
and the FDA make some changes. First,
he points out that Òmost of these [un-
successful] studies projected mortality
decreases of 30 to 50 percent. That
may be too ambitious.Ó

Bone also suggests that the FDA might
change its rules so that the drugs do
not have such a high hurdle to clear :
ÒMaybe you could look at morbidity 
instead of mortalityÑreversal of acute
renal dysfunction, for example.Ó That
would make it easier for doctors to try
several drugs in a combination that
saves lives even if no drug works by it-
self. ÒWe use combination chemothera-
py in cancer patients all the time,Ó Bone
argues. ÒYet not one of those agents
has been shown to be a magic bullet in
and of itself.Ó

Robert C. Thompson, head of re-
search and clinical aÝairs at Synergen,
reports that Òthe drug division of the
FDA does seem to be considering chang-
es in the end points for sepsis trials. The
changes that they have suggested thus
far donÕt seem to make any great differ-
ence from the mortality end points, how-
ever.Ó The FDA declined to comment.

Sepsis may well continue to elude
biotechnologists who have to race
through their research to produce a vi-
able drug before they run out of capi-
tal. Nevertheless, even those companies
that have failed Òhave been enormously
helpful to the research community, al-
though it might be diÛcult for them to
see it that way, having lost millions of
bucks,Ó Bone observes. ÒThe access to
their data has markedly increased our
understanding of a potent foe.Ó The bit-
ter disappointments may in the long run
also prove to be therapeutic medicine
for the unrealistic expectations of some
biotech investors. ÑW. Wayt Gibbs
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Synergen: Canceled development of interleukin-1 receptor–blocking protein in July after
second phase III trial.*

Cortech: Announced in July that 500-patient phase II trial of antibradykinin peptide failed
to improve patient survival.

Chiron: Canceled development of antiendotoxin monoclonal antibody (MAb) in May after
failure in 826-patient phase III trial.

Miles: Recently began a second phase III clinical trial of its tumor necrosis factor
antibody after the first trial demonstrated no benefit to patients who were not in shock.

Immunex: Canceled development of tumor necrosis factor receptor in September 1993
when phase II trials proved ineffective.

Centocor: Canceled development and European sales of antiendotoxin MAb in January
1993 after second phase III trial increased mortality in certain patient groups.

Sepsis Drugs: A Risky Playing Field

After many recent disappointments . . .

. . .dozens of companies continue development undeterred.

Lipid analog: Ribi ImmunoChem Research has phase II trial to prevent infection in
susceptible cancer patients.

Bactericidal permeability increasing proteins: XOMA completed phase I/II trials in
March; Genentech and Incyte have similar compounds in development.

Antineutrophils: Preclinical studies are under way at Scios Nova, Repligen, Cytel and
Glycomed.

Tumor necrosis factor antibodies: Under development by Applied Immune Sciences,
Celltech, Bayer and Genentech.

*Marketing approval of drugs by the FDA requires three phases of human clinical tests: the first for
safety and toxicity, the second for efficacy on a small scale and the final for large-scale, statistically
significant effectiveness.

SOURCES: Frost & Sullivan; company sources
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THE ANALYTICAL ECONOMIST

F
or environmental economists,
compact ßuorescent lights are
among the greatest inventions

since Þberglass insulation or double-
glazed windows. Anyone who installs
one saves money, cuts air pollution
and reduces the potential risk of global
warming in one fell swoop. Further-
more, conventional lightbulbs typically
last less than a year, so compact ßuo-
rescents could displace incandescents
relatively rapidly (in contrast with other
kinds of technology, where it may take
10 years or more for old models to wear
out). Yet these miraculous devices have
captured a mere 2 percent of the light-
bulb market; roughly 10 billion con-
ventional incandescent bulbs still Þnd
their way into light sockets every year.
Lighting specialists report no shortage
of the new lamps, so supply seems to
be close to demand.

How could something that appears
to be so obviously superior have such
modest marketplace success? The an-
swer turns out to be one statistical quirk
and two large doses of economic reali-
ty. Least important is the quirk: unit
sales are a misleading measure because
a compact ßuorescent lamp (CFL) lasts
about as long as 10 incandescents; if
half the light sockets in the world held
CFLs, the lights would still account for
only about 5 percent of bulbs sold. A
similar paradox occurred early in the
automobile age: tire sales plummeted
when more durable models appeared.

The leading dose of economic reality
is the fact that CFLs are expensive to
buy. ÒFirst cost,Ó replies Don Pendleton
of the International Institute for Energy
Conservation even before an interview-
erÕs question is Þnished. PendletonÕs
own home contains 66 light sockets, he
notes; putting CFLs into all of them
could cost $1,000Ñhardly what most
people expect to spend when they go to
buy a carton of lightbulbs.

Although compact ßuorescents may
yield big savings over the long term,
their payback period takes longer than
most consumers are willing to wait, ac-
cording to Owen Bailey of the Rocky
Mountain Institute. A typical unit that
burns for three hours a day reaches the
break-even point after three years and
saves the owner about $35 over the

course of its 10-year life. But many peo-
ple work on a time horizon of two years
or less. ( Indeed, many homeowners or
renters may not even be in the same
house by the time their investment
bears fruit.) Furthermore, the time and
inconvenience required to sort through
the diÝerent models of CFLs and Þgure
out which ones might Þt in which light-
ing Þxtures may outweigh the savings
from buying just a few lamps.

Those demands explain why CFL in-
stallations are so much more prevalent
in hotels, oÛces and other commercial
settings, says Robert D. Sardinsky of
Rising Sun, an energy-eÛcient lighting
consultancy. Not only do businesses
generally look to a longer-term bottom
line, they are more likely to look strict-
ly at the Þnancial payoÝ. That payoÝ is
also higher for businesses, notes Evan
Mills of Lawrence Berkeley Laborato-
ry. Every time a janitor replaces a light

bulb, a company pays at least $2 in la-
bor costs (and occasionally as much as
$100 for Þxtures that can be reached
only by tall ladders); the longer life of
CFLs cuts that bill by 90 percent.

High initial cost may be only a screen
for the most prevalent reason consum-
ers give for not buying CFLs. Although
the lights may save money, says Thomas
Y. Moore of Energy Strategy Reports, a
consulting Þrm that advises electric util-
ities on conservation techniques, con-
sumers do not perceive them as yielding
an overall improvement in their quali-
ty of life. Moore quotes a marketing fo-
cus-group participant who pointed to a
compact ßuorescent and said, ÒThis
thing solves a problem I donÕt have.Ó

The diÝerence between the Þnancial
payoÝ and perceived beneÞt is an oft-
elided distinction in economics. The
equations of economic theory are all
couched in terms of Òutility,Ó an abstract
measure of happiness vaguely akin to
the Socratic notion of Òthe good.Ó Yet

most economists simplify their prac-
tice by assuming that maximizing utili-
ty is essentially equivalent to maximiz-
ing monetary return.

In the case of CFLs, the diÝerence be-
tween proÞt and utility comes in a host
of details. Sardinsky notes, for example,
that the electronic components in some
compact ßuorescent Þxtures produce a
hum that is masked in commercial set-
tings but may be audible in a quiet liv-
ing room. Another aesthetic considera-
tion is the quality of light from a CFL:
its color diÝers from that of a tungsten
Þlament, and the light comes from an
extended source rather than a deÞned
point. Meanwhile, Pendleton says, those
who prefer mood lighting may be put
oÝ by the diÛculty of dimming a CFL.
He also points out that the momentary
delay between ßicking a switch and see-
ing a compact lamp illuminate discon-
certs some people. And although man-
ufacturers have made progress in mini-
aturization, ÒcompactÓ is still a relative
termÑmany Þxtures simply have no
room for the bulky CFL package.

All these factors combine to make
consumers leery of buying compact
ßuorescents even at low prices. Utilities
around the U.S. have promoted expan-
sion of the CFL market, some by oÝer-
ing rebate coupons. But many custom-
ers have failed to respond, even when
the lights are free. MooreÕs Þrm found
that nearly a third of those who did buy
CFLs either had not gotten around to
installing them or had since removed
them. (Mills notes that the situation dif-
fers signiÞcantly in other nations, thanks
in part to stronger incentives for CFLs;
sales of incandescent lamps have stag-
nated in Europe, and China is rapidly
overtaking the U.S. as the single largest
market for the new lamps.)

At existing rates of CFL market
growth, it will be about another decade
before compact ßuorescents overtake
their tungsten ancestors, according to
Þgures compiled by Mills. For a prod-
uct that oÝers savings as enormous as
this one doesÑCFLs have already re-
duced peak demand by the equivalent
of perhaps 10 large nuclear power
plantsÑ20 years may seem a long time
to supplant a clearly inferior competi-
tor. The factors that have slowed their
adoption seem to show that, even in
environmental economics, money isnÕt
everything. ÑPaul Wallich

Is a Bright Idea Flickering?

Compact ßuorescent 
bulbs solve a problem 
consumers say
they donÕt have.
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THE AMATEUR SCIENTIST conducted by John Iovine

A
rtiÞcial neural networks are elec-
tronic systems that function and
l learn according to biological 

models of the human brain. Typically
such networks are implemented in com-
puters as programs, coprocessors or op-
erating systems. By mimicking the vast
interconnections of neurons, research-
ers hope to mirror the way the brain
learns, stores knowledge and responds
to various injuries. The networks might
someday even be a basis for future in-
telligent thinking machines [see ÒWill
Robots Inherit the Earth?Ó by Marvin

Minsky, page 108]. They may also help
to surmount the barriers faced by stan-
dard programming, which fails to per-
form in real time some tasks the human
mind considers simple, such as recog-
nizing speech and identifying images.

In an artiÞcial neural network, objects
called units represent the bodies of neu-
rons. The units are connected by links,
which replace the dendrites and axons.
The links adjust the output strength 
of the units, mimicking the diÝerent
strengths of the connections between
synapses, and transmit the signal to
other units. Each unit, like a real neuron,
Þres only if all the input signals routed
to it exceed some threshold value.

The primary advantage of such an ar-
chitecture is that the network can learn.
SpeciÞcally, it can adjust the strength,
or weight, of the links between units. In
so doing, the links modify the output
from one unit before feeding the signal

to the next unit. Some links get strong-
er; others become weaker. To teach a
network, researchers present so-called
training patterns to the program, which
modify the weight of the links. In eÝect,
the training alters the Þring pattern of
the network [see ÒHow Neural Networks
Learn from Experience,Ó by GeoÝrey E.
Hinton; SCIENTIFIC AMERICAN, Septem-
ber 1992].

A description of a homemade neural
network program has appeared in these
pages before [see ÒThe Amateur Scien-
tist,Ó September 1992]. What I describe
here is the construction of a simple,
hard-wired neural network. Using a mo-
tor, this circuit follows the motion of a
light source (such as the sun). All the
parts are readily available from electron-
ic hobby shops such as Radio Shack.

The operation of the circuit is simple,
particularly because it relies on only one
neuron. The neuron is a type 741 oper-
ational ampliÞer (op-amp), a common
integrated circuit. Be sure the op-amp
comes with a pin diagram, which iden-
tiÞes the connection points on the op-
amp by number.

Two cadmium sulÞde photocells act
as neural sensors, providing input to the
op-amp. The resistance of these com-
ponents, which are about the size of the
tip of your little Þnger, changes in pro-
portion to the intensity of light. With
epoxy or rubber cement, glue the photo-
cells a couple of centimeters apart on a
thin, plastic board that is approximate-
ly three centimeters wide by Þve centi-
meters long. Then aÛx a similarly sized
piece of plastic between the cells so
that the assembly assumes an inverted
T shape. This piece must be opaque; I
painted mine black.
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Building an Electronic Neuron

JOHN IOVINE, who has written several
books on science and electronics, de-
scribed a genetics experiment in ÒThe
Amateur ScientistÓ this past June. He
conducts his investigations in the base-
ment of his Staten Island, N.Y., home.

Electronic Components

One type 741 op-amp
One 10-kilo-ohm 

potentiometer 
One 100-ohm resistor
Two 4.7-kilo-ohm resistors
Three 10-kilo-ohm resistors
Two 100-kilo-ohm resistors
Two cadmium sulfide 

photocells (five-pack) 
One NPN transistor (Q1)
One PNP transistor (Q2)

Parts numbers are from the Radio Shack 
catalogue.

No. 276-007

No. 271-282
No. 271-1311
No. 271-1330
No. 271-1335
No. 271-1347

No. 276-1657
No. 276-1617
No. 276-1604

HARD-WIRED NEURAL NETWORK tracks the sun by keeping two photosensors equal-
ly lit. A motor that runs too quickly may need to be coupled to a large gear ( inset).

BOTH PHOTOCELLS
EQUALLY EXPOSED

LEFT PHOTOCELL IN SHADOW; 
TRACKER TURNS TO RIGHT

RIGHT PHOTOCELL IN SHADOW; 
TRACKER TURNS TO LEFT

1-RPM MOTOR

PHOTOCELL

NETWORK CIRCUIT

GEARING SYSTEM
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The rest of the circuit should be built
on a stationary surface a few centime-
ters from the photosensor assembly. A
breadboardÑa perforated sheet of plas-
tic that holds electronic componentsÑ
will help keep the connections tidy.

You will also need a power supply: a
couple of nine-volt batteries will do the
job. Connect the batteries together by
wiring the positive terminal of one bat-
tery to the negative end of the other (in
eÝect, grounding them). This conÞgu-
ration leaves open one terminal on each
battery, thereby creating a bipolar pow-
er supply. Four components need to
draw electricity: the two photocells, the
op-amp and the motor. Connect these

parts in parallel to the batteries. For
convenience, you may wish to wire in
an on-oÝ switch.

On the schematic [see illustration

above], you will notice several resistors.
They act to stabilize the amount of cur-
rent that ßows through the circuit. A
10-kilo-ohm potentiometerÑbasically,
a variable resistorÑis connected to one
of the photocells. This component reg-
ulates the voltage received by the op-
ampÑthat is, it adjusts the weight of
the link.

Hook up the photosensors so that
they are connected to pin numbers 2
and 3 of the op-amp. The power supply
goes to pins 4 and 7. The output signal
leaves the op-amp at pin number 6 and
travels to two transistors. One, labeled
Q1 on the schematic, is a so-called NPN
type; the other, Q2, is a PNP type. These
transistors activate the motor and, in
some sense, can be looked on as arti-
Þcial motor neurons. 

The motor is a low-voltage, direct-cur-
rent type. The one I used was a 12-volt,
one-revolution-per-minute (RPM) type.
If your motorÕs RPM is too high, you will
need to couple a large gear to it to re-
duce the speed [see illustration on page
136 ]. The motor should have a shaft
about six centimeters long. To extend
mine, I inserted a stiÝ plastic tube over
the end of the motor shaft.

To train the circuit, expose both pho-
tocells to equal levels of light. A lamp
placed directly above the sensors should
suÛce. Adjust the potentiometer until
the motor stops. This process alters the
weight of the signal, so that when both
photosensors receive equal illumination,
the op-amp generates no voltage. Under
uneven lighting conditions, the output

of the op-amp takes on either a positive
voltage (activating the NPN transistor)
or a negative voltage (triggering the PNP
transistor). The particular transistor ac-
tivated depends on which sensor re-
ceives the least amount of light.

To test the circuit, cover one photo-
cell; the motor should begin rotating. It
should stop once you remove the cov-
er. Then block the other photocell. The
motor should begin rotating in the op-
posite direction.

Now glue the photosensor assembly
to the shaft of the motor so that the
photocells face up. Illuminate the sen-
sors from an angle. If the motor rotates
in the wrong direction (that is, away
from the light), reverse the power wires
to the motor. You may have to cut down
on the amount of light reaching the pho-
tocells; full sun will easily saturate the
sensors. Just cover the photocells with
a colored, translucent piece of plastic.

As long as the sun is directly aligned
with the two photocells, exposing them
to equal amounts of light, the inputs to
the neuron balance out. As the sun
moves across the sky, the alignment is
thrown oÝ, making one input stronger
than the other. The op-amp neuron ac-
tivates the motor, realigning the pho-
tocells. Notice that this neural circuit
tracks a light source without relying on
any equations or programming code.

The circuit has immediate practical
applications in the Þeld of solar ener-
gy. For example, it can be hooked up to
solar-powered cells, furnaces or water
heaters to obtain the maximum amount
of light input.

You can also modify the device in a
number of ways. For instance, you can
hook up a second network so that you
can track a light source that moves ver-
tically as well as horizontally. Ambitious
amateurs might try replacing the pho-
tocells with other types of sensors, such
as radio antennae. Then you can track
radio-emitting satellites across the sky.
Photocells sensitive to infrared energy
could be used to track heat sourcesÑ
the basis for some types of military tar-
geting. Plenty of other modiÞcations
are possible, but donÕt expect your neu-
ron ever to achieve consciousness.
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Neuronal Software

More intricate examples of the
circuit described in the arti-

cle demand fairly complicated
hard-wiring. Complex variations
are therefore perhaps best con-
structed as software. I wrote a
program in BASIC that emulates
an early neural network—the Per-
ceptron, created in 1957 by
Frank Rosenblatt of Cornell Uni-
versity. The Perceptron learns to
identify shapes and letters. This
software, as well as a few other
artificial neural network pro-
grams, is available on an IBM-
compatible disk for $9.95, plus
$5.00 for postage and handling,
from Images Company, P. O. Box
140742, Staten Island, NY
10314, (718) 698-8305.

FURTHER READING

THE THREE-POUND UNIVERSE. Judith
Hooper and Dick Teresi. Macmillan
Publishing, 1986.

FOUNDATIONS OF NEURAL NETWORKS
MONDO PRIMER. Tarun Khanna. Addi-
son-Wesley Publishing, 1990.

NEUROCOMPUTING: THE TECHNOLOGY OF
NON-ALGORITHMIC INFORMATION PRO-
CESSING. Robert Hecht-Nielsen. Addi-
son-Wesley Publishing, 1990.
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BOOK REVIEWS by Philip Morrison

Flows and Floods

A VIEW OF THE RIVER, by Luna B. Leo-
pold. Harvard University Press, 1994
($39.95).

O
nly the jacket shows the kind
of river view a reader might 
expect: blue waters tumbling

down from the Mount Hood glacier,
whitening with foam between steep,
green banks. The author, dean of Amer-
ican river studies, oÝers a diÝerent
view, a more penetrating account, at
once intimate and cool. He has sought
to make order within the physical com-
plexity of real rivers on all scales, using
a minimum of mathematics in an open

and personal text, with plenty of graphs,
diagrams and tables. Neither the chem-
istry of the river nor the life it bears
plays a direct part; the only living crea-
tures (Old Man River apart) we encoun-
ter are ourselves, both as inquiring ge-
ologists and as concerned dwellers
riverside.

Even a great river begins at the tiny
head of its Þrst rill, as the smallest de-
tectable water channel is called. Above
that rill head there are only raindrops
(snow diÝers little), the erosion they
make, and their merged, transient, shal-
low ßow overland. Once the ßow itself
is deep enough to shield the soil from
drop impact, the rill forms, a few hun-
dred feet downhill from the nearest 

local watershed divide. Measured data
are here for the origins of several
streams in the American west, embry-
onic ÒriversÓ that drain as little as the
fractional acre of one urban house lot.
Channels also carry away groundwater
that enters them invisibly, below the
stream surface; of course, it is simply
stored precipitation of the past. Down-
ward the freshwater ßows, channels
merging, merging. . .at last to enter the
salt sea. The form and nature of more
or less solid banks and bed, of stony
but shifting bars and riÜes, express the
memory of rains, todayÕs no less than
those of climate epochs long past. The
architectural principles of cause and
chance by which rivers and their chan-
nels form, ßow and ßood are the bur-
den of this fascinating summary, in re-
ßection on Þve decades of inquiry still
in fast ßow.

A catalogue of the major rivers of the
world is one of the authorÕs few excur-
sions on paper beyond his U.S. bank-
side experience. It lists 211 rivers that
ßow to the sea, ranked by volume of
ßow. The Amazon heads the list, with
about 2,000 times the annual ßow of
the river Saco ( in Maine) or of the river
Arno (in Tuscany), two that rank among
the lowest in the list. An extrapolation
for total world runoÝ gives an estimate
of about six inches per year; the merged
rills of our own U.S. carry nine inches
of ßuid water a year, counting both riv-
er ßow and groundwater replenishment.
(Only a fraction of an inch seeps unseen
into the ocean.) The diÝerences between
continents are clear, yet overall the lim-
ited variations support a thesis of this
book, that Òrandom chance plays a ma-
jor role.Ó All the plots shown here favor
a roughly Gaussian distribution of both
drainage area and ßow, but a reader
may wonder whether a self-similarity
treatment, leading to the simple power
laws seen in so many fractal analyses,
would not equally well describe this
play of constrained chance.

River-channel patterns are classed as
long, slightly sinuous reaches, braided
streams or arching meanders. ÒMy con-
cept. . .was changedÓ from this bit of
textbookery, says Leopold, by gazing at
2,000 miles of western rivers from a
light plane. Ninety percent of all valley
length shows meandering channels, and
this remains broadly true in all climates.
(One chapter displays wonderful im-
ages: meanders of water within water,
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MEANDERING STREAMS do not necessarily depend on Þxed boundaries: in this
photograph, cool river water ßows through the warm, still water of the Morrow
Point Reservoir in Colorado. The channels in the Gulf Stream are similar expres-
sions of unconÞned meanders.
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both in the Gulf Stream and where the
cool water from a Colorado dam enters
warm reservoir waters downstream, me-
anders of steel in air, in a saw blade
bent by hand and where a wrecked train
spilled long welded lengths of rail on
the right-of-way, and Þnally the serpen-
tine channels of several real rivers.)
Maps, tables and diagrams strongly sup-
port a dynamical theory: the meander
forms are not circular arches nor yet si-
nusoids but Þt well to a simple model
that invokes minimized random vari-
ance from the average downstream di-
rection. This is a special case of a wider
rule: on all scales an open system ap-
proximates a steady state, striking a
compromise between a uniform rate of
local work and an overall minimum of
total work.

Flow is the product of channel width,
depth and mean water speed. How
these three factors themselves vary with
scale and circumstances is witnessed
by the gauging stations that record the
ßow of the worldÕs rivers, some as old
as the Nilometer and some as numer-
ous as the 20,000 well-tended stations
maintained in this country for a centu-
ry by the U.S. Geological Survey. A sim-
ple Þt to the patiently measured varia-
tions of width, depth and speed with
total ßow can be given strong theoreti-
cal support; the predictions of theory
plot up well as satisfactorily central
points within the random scatter of
worldwide dots.

Not only in metaphor does a river
map time. Bankful ßow dominates the
sediment discharge of a river; transient
ßood waves are well predicted from up-
stream ßow, though strongly modiÞed
by alterations of surface runoÝ. Forests
indeed reduce ßooding; but with enough
persistent local rain, ßoods will occur
and recur during wet seasons. Recall the
mid-Mississippi ordeal of 1993: Òun-
usual weather conditions and not. . .hu-
man activity.Ó Yet those who build on
the ßoodplain need engineering works
less than they do insurance with fair
premiums. The best long-term choice
for us all may be to use the ßat ßood-
plain rather than the steep levee in Þnal
damage control from peak high water.

Driving along some stream, any Amer-
ican motorist may spot a Òvertical round
corrugated tube with a conical roof.Ó It
is a gauging station. Within it a ßoat fol-
lows the rise and fall of the water, ad-
mitted by clever, ice-free piping from
the stream. A record is kept of the level,
often nowadays by radio link. The cali-
brated gauge height must be supple-
mented by the water speed to measure
discharge. The speed is normally found
by lowering a current meter down into
the stream at a dozen or two positions

between its banks. ÒIn ßood times
where brush, trees, and even houses are
ßoating down a high-velocity river,Ó it
is plainly perilous to be Òthe sole occu-
pant of a swaying open sled or a cable
car that hangs from cable stretched
across the channel.Ó That is a common
enough duty of the hydrologist; it is
storm weather that oÝers the most im-
portant entries in all their thick vol-
umes of data.

If you are lucky enough to have a
creek somewhere in view, even through
binoculars you can, after a little prepa-
ration, become a contributing amateur
hydrologist. The simple means you need
include a few sticks, a tape and some
orange peels to toss into the current as
cheap, conspicuous and biodegradable
ßoats. Time them by counting out loud
and be sure to have a pencil and a Þeld
book. Because storms are the best times,
an umbrella is a welcome resource. You
will come close over the years to the
Òbasic processes in nature that provide
us with the necessities of life.Ó

Rivers, then, fulÞll a grand entropic
design. Pools and riÜes alternate in
channel depth, just as channel direction
bends to and fro in meander. Respons-
es between streambed and current are
ruled by feedback, erosion by eddy and
cross ßow, as Þner materials hide be-
tween the slow-shifting rocks. Every
river becomes Òthe carpenter of its own
ediÞce,Ó shifting and unique, yet gov-
erned by general plan.

The Mother of All Tongues

THE ORIGIN OF LANGUAGE: TRACING

THE EVOLUTION OF THE MOTHER

TONGUE, by Merritt Ruhlen. John Wiley
& Sons, 1994 ($27.95). ON THE ORIGIN

OF LANGUAGES: STUDIES IN LINGUISTIC

TAXONOMY, by Merritt Ruhlen. Stan-
ford University Press, 1994 ($45). THE

LANGUAGE INSTINCT: HOW THE MIND

CREATES LANGUAGE, by Steven Pinker.
William Morrow and Company, 1994
($23).

I
n 1866, long after the seminal rec-
ognition of written Sanskrit as an
ancient pointer to the main lan-

guages of Europe, a scholarly society of
linguists in Paris banned Òall discus-
sionÓ of the origin of language itself,
presumably as beyond possible evi-
dence. Only a title or two among the
hundreds of references cited here up
to 1989 point at the obviously fascinat-
ing question. The Parisian ban still rules.
The inference from the long, brilliant
growth of Indo-European linguistics was
lasting: the myriad of clues within spo-
ken language can endure no more than
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6,000 years, no inscriptions are old
enough to help, and yet human lan-
guage must be considerably older if it
is to reach back even to the not very
ancient cave artists of France.

Dr. RuhlenÕs books are explicit in re-
jection of that skepticism (Tracing is a
concise and open introduction for the
general reader, Studies a much heavier
set of data-rich essays). A fully creden-
tialed linguistic scholar, Ruhlen has a
bottom line that is bold and Þrm: from
comparative evidence alone, Òthe con-
clusion that all extant languages share
a common origin becomes inescapable.Ó 

The comparative method Ruhlen uses
depends on one assumption: the mean-
ings of words are broadly independent
of their spoken sounds. There are ex-
ceptions, perhaps. An ingenious propos-
al from the 1950s may even be true:
ÒmamaÓ and Òpapa,Ó two forms with a
common meaning worldwide, employ
sounds that infants are found to master
early. Ruhlen can cite counterexamples;
other kin terms are also widespread. But
all agree that such words are excep-
tional, as well as simply imitative word
sounds, such as Òbuzz.Ó Agreement by
sheer coincidence is not credible once
many examples are found. So nothing
is left to drive a convergence of sound
and meaning. Only borrowing and com-
mon origin remain to explain cognates.

The reader is brought in as amateur
investigator. You are shown a table that
bears nine lines. Each line of text holds
a dozen words from a single unnamed
language, identiÞed only by a code let-
ter. The words are aligned in 13 col-
umns, each headed by its simple mean-
ing in English, ÒTwo, Three, Me, Mouse.Ó
Not all the words are unfamiliar, for
these come from European languages,
spelled out in a modiÞed phonetic way.
A tyro will not pronounce them well,
but the look alone is enough, unless
the linguists have much misled us. The
task is to see how many related groups
might link these nine languages. It is
not obscure; Òd�,Ó ÒduoÓ and Òduva,Ó
even Òtwai,Ó look like a groupÑsix lan-
guages there all say Òtwo.Ó The others
in the ÒtwoÓ column are stranger, such
as ÒthnÓ and Òsn,Ó and one is an odd
word out: Òiki.Ó No single column will
do it all; this is pattern seeking with
some discrepancies. But the other col-
umns support the scheme. In Þve min-
utesÕ work, you will all but surely Þnd
just three groups. The key will then tell
you that two languages (ÒthnÓ and ÒsnÓ)
are Arabic and Hebrew, the six (dÕs and
tÕs for ÒtwoÓ) all Indo-European, a mix
from Sanskrit to Latin and Old Irish,
whereas that really odd one is Turkish.
Ruhlen admits he included some ring-
ers, in part to emphasize that linguistic

boundaries need be neither political
nor geographic.

Of course, this instructive process 
is much simpliÞed. One needs larger
samples and the assurance that sample
words were chosen fairly. Scholars have
prepared a list of a couple of dozen
word meanings that seem stable, resist-
ing all change for a long time in well-
documented cases. That interesting list
is here put to use. Then the text sets
the same exercise for African, Eurasian
and Native American languages. Fifty-
six languages worldwide can be grouped
even by the reader on this simple ba-
sisÑthe very method that long since
led to the Indo-European language fam-
ilyÑinto 17 families.

But the process has gone further.
Thirty years ago the now senior Ameri-
can linguist Joseph Greenberg (Ruhlen
is his associate) published a revolution-
ary classiÞcation of the African tongues,
seeking the subtler and more ambigu-
ous cognates among the language fam-
ilies themselves. He could assign the
African tongues to four larger families,
or phyla. In 1987 he similarly reclassi-
Þed the American languages, Þnding
three groups to cover the New World.
The logic is clear; these protofamilies
are an older stage of the genealogical
tree. These conclusions were hotly dis-
puted: the African one seems to have
won acceptance; the newer result cer-
tainly has not. If the 12 Greenberg fam-
ilies of families are presented in the
same tabular way, using a hundred or
two words or roots, study reaches the
conclusion that these samples, too, are
all related: one huge language family.

The skeptics argue that the sampled
universe of many languages is so large
that you are bound to Þnd a cognate
somewhere and that the criterion of
matching meanings has been relaxed
until it loses its bite. Detailed pursuit of
a few words over scores of languages
here does seem to support RuhlenÕs ar-
guments for world cognates. One Al-
gonquian root, for instance, is Òakwa,Ó
Òfrom waterÓ; we all recognize the
match to Latin. Unless that is an unhap-
py coincidence (quite a few other cases
are cited in support), the argument
seems strong. Quantitative statistical
studies are not at hand; they are not
easy to do, either, in spite of many
rhetorical claims by the skeptical.

Why might we accept this complex
narrative in the face of eye-rolling dis-
belief by many linguists? The dissi-
dents are uncomfortable, arguing that
the data are not rich enough to docu-
ment the claims, as in the past there
were enough cases to reconstruct the
unknown tongue one may call proto-
Indo-European. But the new point is
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plain: wide, unforeseen consistency. The
language divisions made by those who
claim language uniÞcation are parallel
to entirely distinct genealogies. They
even correlate to maps of plausible ge-
ographic areas that Þt both the geneti-
cistsÕ growing census of such gene al-
leles as blood types and the archaeolo-
gistsÕ newest dating of the spread of
agriculture westward into Europe.

There is still more. For 30 years, since
the prophetic and incisive linguist Noam
Chomsky showed the way, it has be-
come clearer and clearer that language
is ruled by innate human behavior for
which we have been marvelously select-
ed. Children learn any language around
them almost without explicit instruc-
tion. The speciÞc forms of Motherese
are elicited from them by a subtle and
loving feedback, evoking the cooler
chemical feedback of the immune sys-
tem. We all possess a neural network
plainly designed for the language struc-
ture that humans use, even when lan-
guage is signed and not spoken. Cate-
gories of a near universal grammar and
a near general structure of meaning are
both strongly supported by the body of
linguistic evidence. It is no wonder,
then, if our languages all derive from
one or a few prototypes in the long past
(and more of a surprise that the name
of Chomsky does not even enter Ruh-
lenÕs indexes).

A remarkably engaging book, its au-
thor an M.I.T. associate of ChomskyÕs,
demands notice here. Steven PinkerÕs
The Language Instinct surveys the new
linguistics as a cognitive science. A few
useful pages treat the issue of origins.
The candid author is unconvinced by
the optimism of Greenberg and Ruh-
lenÕs protoglobal correlations; he notes
that more prudent Òcomparative lin-
guists are speechless.Ó The book is
packed tight with observations, experi-
mental results, insight and forceful ar-
guments based on what we all know of
language but never analyze. This reader
Þnds Professor PinkerÕs genuinely in-
structive volume funny as well, a de-
lightful member of that rare genre head-
ed by the classic Life on the Mississippi.

The next decades will test the new
wider view of human unity, complemen-
tary to the recognition of our cultural
diversity, a recognition now so salient
for good or for bad. Pinker ends his 400
pages so: ÒThe banter among New Gui-
nean highlanders in the Þlm of. . .Þrst
contact . . . , the motions of a sign lan-
guage interpreter, the prattle of little
girls in a Tokyo playgroundÑI imagine
seeing through the rhythms to the
structures underneath, and sense that
we all have the same minds,Ó the mark
of our single species.
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A
t the beginning of the 1950s, in an 
impassioned speech inspired by 
the threat of nuclear destruction,

William Faulkner warned his fellow writ-
ers that they had Òforgotten the prob-
lems of the human heart in conßict with
itself.Ó He asked them to leave no room
in their workshops Òfor anything but the
old verities and truths of the heart, the
old universal truths lacking which any
story is ephemeral and doomedÑlove
and honor and pity and pride and com-
passion and sacriÞce.Ó 

Although the towering nuclear threat
of four decades ago has assumed a less
dramatic posture, it is apparent to all
but the most absent-minded optimists
that other clear and present dangers
confront us. The world population is
still exploding; air, water and food are
still being polluted; ethical and educa-
tional standards are still declining; vio-
lence and drug addiction are still rising.
Many speciÞc causes are at work behind
all these developments, but through all
of them runs the irrationality of human
behavior, spreading like an epidemic,
and no less threatening to our future
than was the prospect of nuclear holo-
caust when Faulkner was moved to
speak.

I have always taken his words to mean
that the rationality required for humans
to prevail and endure should be in-
formed by the emotion and feeling that
stem from the core of every one of us.
This view strikes a sympathetic chord,
because my research has persuaded me
that emotion is integral to the process
of reasoning. I even suspect that hu-
manity is not suÝering from a defect in
logical competence but rather from a
defect in the emotions that inform the
deployment of logic.

What evidence can I produce to back
these seemingly counterintuitive state-
ments? The evidence comes from the
study of previously rational individuals
who, as a result of neurological dam-
age in speciÞc brain systems, lose their
ability to make rational decisions along
with their ability to process emotion
normally. Their instruments of ratio-
nality can still be recruited; the knowl-
edge of the world in which they must
operate remains available; and their
ability to tackle the logic of a problem

remains intact. Yet many of their per-
sonal and social decisions are irrational,
more often than not disadvantageous
to the individual and to others. I have
suggested that the delicate mechanism
of reasoning is no longer aÝected by
the weights that should have been im-
parted by emotion.

The patients so aÝected usually have
damage to selected areas of the frontal,
temporal and right parietal regions, but
there are other conditions for which a
neurological cause has not yet been
identiÞed, whose characteristics are sim-
ilar in many respects. The sociopaths
about whom we hear in the daily news
are intelligent and logically competent
individuals who nonetheless are de-
prived of normal emotional processing.
Their irrational behavior is destructive
to self and society.

Thus, absence of emotion appears to
be at least as pernicious for rationality
as excessive emotion. It certainly does
not seem true that reason stands to gain
from operating without the leverage of
emotion. On the contrary, emotion prob-
ably assists reasoning, especially when
it comes to personal and social matters,
and eventually points us to the sector of
the decision-making space that is most
advantageous for us. In brief, I am not
suggesting that emotions are a substi-
tute for reason or that they decide for
us. Nor am I denying that excessive emo-
tion can breed irrationality. I am saying
only that new neurological evidence sug-
gests that no emotion at all is an even
greater problem. Emotion may well be
the support system without which the
ediÞce of reason cannot function prop-
erly and may even collapse.

T
he idea that the bastion of logic
should not be invaded by emo-
tion and feeling is well estab-

lished. You will Þnd it in Plato as much
as in Kant, but perhaps the idea would
never have survived had it not been ex-
pressed as powerfully as it was by Des-
cartes, who celebrated the separation
of reason from emotion and severed
reason from its biological foundation.
Of course, the Cartesian split is not the
cause of the contemporary pathologies
of reason, but it should be blamed for
the slowness with which the modern

world has recognized their emotional
root. When reason is conceptualized as
free of biological antecedents, it is easi-
er to overlook the role emotions play in
its operation, easier not to notice that
our purported rational decisions can be
subtly manipulated by the emotions we
want to keep at bay, easier not to worry
about the possible negative consequenc-
es of the vicarious emotional experienc-
es of violence as entertainment, easier
to overlook the positive eÝect that well-
tuned emotions can have in the man-
agement of human aÝairs.

It is not likely that reason begins with
thought and language, in a rareÞed cog-
nitive domain, but rather that it origi-
nates from the biological regulation of
a living organism bent on surviving. The
brain core of complex organisms such
as ours contains, in eÝect, a sophisti-
cated apparatus for decisions that con-
cern the maintenance of life processes.
The responses of that apparatus in-
clude the regulation of the internal mi-
lieu, as well as drives, instincts and feel-
ings. I suspect that rationality depends
on the spirited passion for reason that
animates such an apparatus.

It is intriguing to realize that Pascal
preÞgured this idea within the same
17th century that brought us Cartesian
dualism, when he said, ÒIt is on this
knowledge of the heart and of the in-
stincts that reason must establish itself
and create the foundation for all its dis-
course.Ó We are beginning to uncover
the pertinent neurobiological facts be-
hind PascalÕs profound insight, and that
may be none too soon. If the human
species is to prevail, physical resources
and social aÝairs must be wisely man-
aged, and such wisdom will come most
easily from the knowledgeable and
thoughtful planning that characterizes
the rational, self-knowing mind.
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