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New universes constantly burst 

from the old in an inflationary cosmos.

Safeguarding computer networks.

M. C. EscherÕs visual mathematics.

Solving the mystery of meningitis.
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Meningococcal bacteria are routinely harmless, yet when they invade the brain and
spinal cord, they can cripple or kill. Intense outbreaks of meningitis still claim
thousands of lives throughout the developing world every year. Medical sleuths
have begun to understand what turns these innocuous bacteria into killers and why
the epidemics are often cyclic.

Modern cosmological theory involves more than just a big bang. In the Þrst instant
after the explosive origin, the universe expanded many times faster than the speed
of light to become the immense space observed today. An originator of this idea
explains how that expansion occurred, as well as a mind-boggling corollary: this
universe is only one of an inÞnite swarm constantly replenishing itself.

The graceful form of every spring blossom is preÞgured in the coils of a plantÕs
DNA. Regulated cascades of genetic signals inform cells of their position within the
developing ßower bud and direct the growth of petals and other organs. By study-
ing the fascinating ßoral variations of a tiny weed, researchers have learned some
of the genetic language that determines the design of ßowers.

M. C. EscherÕs impossible staircases and complex mosaics are more than a treat for
the eyes. Although the artist claimed to be naive about formal mathematics, his
drawings reveal a keen instinctive grasp of inÞnity, symmetry and other principles.

Electronic eavesdropping and sabotage threaten the privacy of information passing
through computer networks. Short of posting guards over every foot of cable and
forcing users to repeat their passwords with each command, how can managers pro-
tect their networks? A security system developed for the Massachusetts Institute of
Technology campus oÝers a model that is convenientÑand, so far, impregnable.
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Young children often talk to themselves as much or more than they talk to others.
Generations of parents have tried to discourage this private speech as unhealthy,
but psychologists now realize that it is essential to a childÕs cognitive development.
By talking themselves through problems, children gradually master new skills.

Can a turtle outrace a swift-footed demigod? Almost 2,500 years ago the Greek
philosopher Zeno logically argued that with a head start it should be able to do so
and that motion is therefore an illusion. Modern mathematics that resurrects the
concept of inÞnitesimals Þnally points to a way out of this bind.

Will success spoil the life sciences? In two decades genetic engineering has trans-
formed biological research from a relatively quiet intellectual endeavor into a $41-
billion industry. Now some biologists worry that the best minds are abandoning
the universities and federal laboratories for more lucrative private-sector jobs, to
the detriment of fundamental research.
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door.. . . The critical shape of a riv-
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THE COVER painting depicts an unusual
view of the cosmos: a bubbling, branchlike
sea of universes. Each bubble represents a
universe, which sprouts other universes, ad
inÞnitum. The laws of physics of a particu-
lar universe, represented by a color, are not
Þxed either: a birth may produce a Òmuta-
tion.Ó Each universe will eventually die, but
as a whole, the cosmos is eternal. While
perhaps far-fetched, this vision falls natu-
rally from the latest ideas of inßationary
cosmology [see ÒThe Self-Reproducing Inßa-
tionary Universe,Ó by Andrei Linde, page 48].
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LETTERS TO THE EDITORS

Quantum Realities

In ÒBohmÕs Alternative to Quantum
MechanicsÓ [SCIENTIFIC AMERICAN, May],
David Z Albert has given a lucid and
accurate account of the subject. One
point may lead to some confusion, how-
ever. Albert states that the wave-func-
tion force Þeld is like a classical force
Þeld, which is not true. For example,
the strength of the force to which the
quantum Þeld gives rise is independent
of the amplitude. Thus, it is possible for
a wave function of very small amplitude
to produce a large eÝect. One conse-
quence is that the force does not neces-
sarily fall oÝ with distance, which ac-
counts for the nonlocal Einstein-Podol-
sky-Rosen correlations.

The article also states that Bohm died
while in the middle of writing another
quantum mechanics book. As his col-
laborator, I am happy to state that we
were actually just putting the Þnishing
touches to that work. The book, The

Undivided Universe: An Ontological In-

terpretation of Quantum Mechanics, was
published by Routledge, Chapman &
Hall in November 1993.

BASIL J. HILEY

Department of Physics
Birkbeck College
University of London

Allow me to make one criticism of a
generally excellent article. Contrary to
AlbertÕs assertion, there is a solution to
the quantum-mechanical measurement
problemÑcalled Òconsistent historiesÓÑ
that yields the same predictions as stan-
dard quantum mechanics, does not suf-
fer from nonlocality and is not a Òmany
worlds/many mindsÓ interpretation. I
described it originally in the Journal of

Statistical Physics in 1984. From the
consistent-histories perspective, the
appearance of peculiar nonlocalities in
BohmÕs approach is a result of adding
unneeded classical variables to the de-
scription of HilbertÕs space. When the
Hilbert space approach is used consis-
tently, these nonlocal eÝects are absent.

ROBERT B. GRIFFITHS

Department of Physics
Carnegie Mellon University

Albert replies:
Unfortunately, in the available space,

I cannot deal adequately with the issue

GriÛths raises. Perhaps it is worth
merely setting down that I think he is
mistaken. The details of his very inter-
esting consistent-histories explanation
are largely irrelevant in this instance.
The discovery by the late John S. Bell of
CERN is proof that no local theory can
possibly reproduce the statistical pre-
dictions of quantum mechanics while
still satisfying certain very weak, natu-
ral conditions. The Þrst question to ask
anybody who claims to have come up
with a local version of quantum me-
chanics is, ÒWhich of those conditions
does your version fail to satisfy?Ó Grif-
ÞthsÕs theory, unless I somehow mis-
understand it, satisÞes them all.

Mixed Grades

The subheadline for ÒGrading the
Gene Tests,Ó by John Rennie [SCIENTIF-
IC AMERICAN, June], claims that Òethical
problems surrounding [genetic] testing
are as ominous as the diseases them-
selves.Ó This equates potential discrim-
ination by insurers or employers with
the slow, painful death of Tay-Sachs.

Fortunately, reality routinely trumps
such vaporings. Parents hope for chil-
dren who are healthy and smart. They
always have. The emerging ability of
genetic testing and selection to fulÞll
this hope does not render it malign.

Prospective parents take their chanc-
es on the genetic lottery only because
they have no choice. Within 10 to 20
years, couples will test embryos before
implantation with as few qualms as they
now vaccinate their children. Articles
that agonize over whether we should or
shouldnÕt serve no purpose when we so
obviously will.

C. OWEN PAEPKE

Phoenix, Ariz.

Your recent article on genetic screen-
ing should serve as a call to arms. Un-
less society responds swiftly to the cur-
rent and future misuse of genetic in-
formation by insurers, employers, gov-
ernments and other institutions, mil-
lions of healthy Americans will be de-
prived of access to insurance, credit
(especially mortgages) and career-track
employment. They will become mem-
bers of a new genetic underclass.

The article seriously understated the
commercial pressures for widespread

multidisease screening. Many universi-
ties and leading researchers have inti-
mate Þnancial connections, including
equity ownership in biotech companies.
Johns Hopkins University, for example,
has a stake in Oncor, a company en-
gaged in questionable programs screen-
ing for fragile X syndrome.

Progress in genetics will eventually
lead to wonderful treatments; in the
meantime, it threatens everyoneÕs civil
rights. Our response must not be to
slow the science but to strengthen our
political commitment to true equality.

HANS S. GOERL

Director
Genethics Center
Hagerstown, Md.

Why Race in Space?

As I read ÒWas the Race to the Moon
Real?Ó by John M. Logsdon and Alain
Dupas [SCIENTIFIC AMERICAN, June],
about how the Soviet bureaucracy sty-
mied the building of a propulsion sys-
tem, I felt as though I were reading a
description of the current U.S. eÝorts
to build a space station. Plans laid aside
for new redesigns, concerns about bud-
gets, political inÞghting and a complete
lack of visionÑit sounds like NASA these
days. AmericaÕs space eÝort needs to
focus and intensify. Why does it need a
race to accomplish this?

JAMES GRUBER

Bound Brook, N.J.

The photograph on page 43 entitled
ÒNeil Armstrong on the moon (July 20,
1969)Ó is really of ArmstrongÕs comrade
Buzz Aldrin. Because Armstrong carried
the camera attached to his suit, most
of the lunar surface pictures from Apol-

lo 11 featured Aldrin. Armstrong did ap-
pear in some photographs as a reßec-
tion on AldrinÕs mirrored helmet.

DAVID M. SAWYER

Winston-Salem, N.C.

Letters selected for publication may

be edited for length and clarity. Unso-

licited manuscripts and correspondence

will not be returned or acknowledged
unless accompanied by a stamped, self-

addressed envelope.
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50 AND 100 YEARS AGO

NOVEMBER 1944

ÒThe chemical industry is becoming
more and more conscious that proÞts
are to be found in greater bulk when
basic chemicals are turned into new
synthetic consumer products or into
materials from which these products
can be fabricated, than when the same
chemicals are sold in carload lots to
processors who reap the harvest. This
new-type thinking on the part of the
large chemical producersÑDow, Mon-
santo, Du Pont, Union Carbide, and oth-
ersÑis setting a trend in the largest ba-
sic industry of the United States.Ó

ÒUp to about 10 years ago electronics
had not been accepted in large plants
such as steel mills, foundries, machine
shops, and mines, to any extent at all.
The head of a steel mill might point out
the rough-and-ready workmen hoisting
things about the plant and ask with a
laugh: ÔWhat chance would a glass tube
have in such an environment?Õ Today,
however, electronic tubes are mounted
right on huge punch presses and roll-
ing mills, doing the job so satisfactorily
that shutting down the electronic con-
trols would create a minor catastrophe
among the men.Ó

ÒThe bactericidal eÝect of sunlight
has been duplicated in an ultra-violet
tube called the Sterilamp. The radia-
tions of this lamp speedily kill surface
and air-borne bacteria, viruses and mold
spores. Hundreds of thousands of these
lamps now are on guard in a wide vari-
ety of Þelds.Ó

ÒChest X-rays of industrial workers in
factories controlled by the government
indicate that about one person in every
1,000 has unsuspected tuberculosis.Ó

NOVEMBER 1894

ÒThe nineteenth century can be no
better deÞned as a century of wonders.
But the great increase in mechanical ap-
pliances and the growth of population
in cities has brought about a disagree-
able eÝect, the increase of noise. From
the private oÛce, where the rattle of

the typewriter has proved the succes-
sor to the classic squeaking of the quill
pen, to the street, where the traÛc of
carriages and carts is overtopped by
the roar of the elevated railroad, our
life is spent in the midst of noise.Ó

ÒOn September 8, 1894, after 73 years
of life, which yielded a record almost
unsurpassed of work in physiology,
anatomy and physics, Herman Ludwig
Ferdinand von Helmholtz died.Ó

ÒThe latest of Mr. EdisonÕs inventions
is the kinetoscope. The London Times
says: This instrument is to the eye what
EdisonÕs phonograph is to the ear, in
that it reproduces living movements of
the most complex and rapid character.
Mr. Edison promises to add the phono-
graph to the kinetoscope and to repro-
duce plays. Then by amplifying the
phonograph and throwing the pictures
on a screen, making them life size, he
will give the world a startling reproduc-
tion of human life.Ó

ÒMrs. Peary, the only lady to take part
in any Arctic expedition, spent a year in
Greenland. She has recently published
her journal. We quote: ÔThe native meth-
od of treating the skins of all animals
intended for clothing is Þrst to rid them
of as much of the fat as can be got oÝ
by scraping with a knife; then they are
stretched as tight as possible, and al-

lowed to become perfectly dry. After
this, they are taken by the women and
chewed and sucked all over in order to
get as much of the grease out as pos-
sible; then they are again dried and
scraped with a dull implement so as to
break the Þbers, making the skins pli-
able. Chewing the skins is very hard on
the women; they are obliged to rest
their jaws every other day.Õ Ó

ÒThe whole world owes a deep debt
of gratitude to the young French sa-
vant, Dr. Roux, for the discovery of an
eÝectual cure for diphtheria. Diphtheria
is produced by microbes which plant
themselves in the membrane of the
throat, and multiply. There, they secrete
a poison of extreme violence, called Ôtox-
in,Õ which quickly penetrates the circu-
lation and infects the whole body. Dr.
RouxÕs Ôserum therapyÕ is produced by
Þrst injecting isolated toxin into a horse.
The second step is to draw from the
animal a judicious quantity of blood. If
the blood be allowed to stand for a
while, the red corpuscles settle to the
bottom, and the operator can draw oÝ
the ßuid containing the serum, or anti-
toxin. This, in turn, is injected under the
skin of a patient [see illustration below].
The distinguished Dr. Marsan says there
are toxins and antitoxins for all micro-
bic aÝections. Serum therapy will even-
tually discover a remedy for all infec-
tious diseases.Ó

The new cure for diphtheriaÑinjecting the serum

Copyright 1994 Scientific American, Inc.



Talk about the Weather
Insights help to explain 
solar eÝects on climate

O
ne of the brightest gems in the
New England weather is the
dazzling uncertainty of it,Ó Mark

Twain once quipped. That uncertainty
is not quite so amusing to scientists at-
tempting to understand and forecast
long-term weather patterns in the U.S.
and around the globe.
Their task is further
complicated by a sur-
prisingly poor knowl-
edge of how changes in
the sun aÝect condi-
tions on the earth. Af-
ter centuries of search-
ing, climatologists are
Þnally Þnding appar-
ently indisputable links
between the 11-year cy-
cle of solar activity and
shifts observed in ter-
restrial weather. But
why those links exist is
still hotly debated.

Given that the sun
provides the energy that
drives all weather sys-
tems, it seems obvious
that solar variations
should have environ-
mental consequences.
Until recently, however,
attempts to Þnd such
correlations were often
viewed with the kind of
skepticism that is usual-
ly reserved for ESP and
ßying saucers. ÒA lot of
the meteorological com-
munity thought this
wasnÕt a respectable
Þeld,Ó laments Brian A. Tinsley of the
University of Texas at Dallas. ÒPapers
have been published that suffered from
weak statistics and improbable theo-
ries. WeÕve had to work hard to make it
respectable.Ó

The turning point came during the
late 1980s, when Karin Labitzke of the
Free University in Berlin and Harry Van
Loon of the National Center for Atmo-
spheric Research in Boulder, Colo., pre-
sented convincing evidence that winter
storms trace out a distinctive 11-year
pattern of low-pressure systems over

the North Atlantic Ocean. The pattern
matched both the period and phase of
the solar cycle, during which the level
of solar activity (such as sunspots and
ßares) rises and falls. Unlike many pre-
viously reported sun-weather correla-
tions, this one shows no sign of going
away. ÒThe association looks very nice
and has continued through all subse-
quent winters,Ó Labitzke states.

Building on that Þnding, Labitzke and
Van Loon reported this year a more
general 10- to 12-year atmospheric os-

cillation. The two workers deduce that
the troposphere, the dense bottom lay-
er of the earthÕs atmosphere, grows hot-
ter and cooler in step with the solar cy-
cle in regions near the tropics. Labitzke
suspects that changes in solar radiation
aÝect conveyor-belt atmospheric mo-
tions known as Hadley circulation. These
movements carry warm air up over the
equator, away toward the poles, down
to the surface at subtropical latitudes
and back to the equator. During periods
of high solar activity, Labitzke specu-
lates that Hadley circulation intensiÞes,

transporting more hot air to the sub-
tropics and accounting for the observed
temperature increases.

Impressive though Labitzke and Van
LoonÕs statistics are, they do not explain
how the sun-earth connection takes
place. Measurements from the Nimbus-

7 satellite show that the total luminosi-
ty of the sun changed by only about 0.1
percent during the past cycle. How could
such a tiny ßuctuation in the sunÕs to-
tal output signiÞcantly inßuence the
weather? ÒI donÕt know how the sun

does it,Ó Labitzke con-
fesses genially.

The search for a pro-
cess that would explain
the LabitzkeÐVan Loon
Þndings has produced
two hypotheses built
around two very diÝer-
ent ways of looking at
the earthÕs atmosphere.
Labitzke favors the more
conventional of these
views: weather shifts re-
spond to variations in
the intensity of solar 
ultraviolet radiation,
which are more pro-
nounced than are the
changes in visible light.
Ultraviolet rays are ab-
sorbed by stratospheric
ozone and so help to
determine the tempera-
ture of that layer of the
atmosphere. Ultraviolet
radiation also creates
additional ozone in the
stratosphere, which may
lead to a complex feed-
back process. Changes
in stratospheric temper-
ature could alter Hadley
circulation or other as-
pects of atmospheric

mixing that inßuence weather.
Several researchers, including David

Rind of the Goddard Institute for Space
Studies, are examining the plausibility
of the ultraviolet hypothesis using elab-
orate computer models. Rind points out
that during times when the sun is rela-
tively active, the elevated intensity of
ultraviolet radiation heats up the strato-
sphere. A hotter stratosphere, he ar-
gues, changes the manner in which gi-
ant atmospheric wavesÑthose that are
10,000 kilometers or more in lengthÑ
are generated and propagate between

SCIENCE AND THE CITIZEN
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WEATHER PATTERNS, including the paths of cyclones (such as the one
at the bottom in this enhanced-color image), seem to shift in response
to tiny changes in the sun. Researchers are struggling to learn why. 
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the stratosphere and the troposphere.
Such changes could aÝect cloud cov-

er, winds and temperatures at the sur-
face, perhaps by as much as Þve de-
grees Celsius locally. Moreover, Rind
believes these eÝects could accumulate
from one solar cycle to the next. Small
variations in solar activity could thus
bring about long-lived climate changes
such as the Little Ice AgeÑa period of
abnormally cold weather that persisted
in Europe from the 15th to 18th cen-
turies. ÒThis sort of explanation is fair-
ly subtle,Ó Rind concedes. But he thinks
it provides the most plausible way to
amplify solar twitches into shudders in
the earthÕs climate.

Tinsley disagrees. For years he has
championed the intriguing but unortho-
dox alternative hypothesis that charged
particles, not ultraviolet light, constitute
the primary mechanism by which solar
variability stirs up weather. Tinsley
notes that the solar windÑa stream of
charged particles that continuously
blows outward from the sun, past the

earthÑaÝects the electric currents that
ßow in the atmosphere. A slight build-
up of electrical charge could promote
the formation of ice crystals, eÝectively
ÒseedingÓ clouds. The heat released by
freezing, and by reduced reevaporation,
would intensify vertical motions in the
atmosphere and facilitate the develop-
ment of winter cyclones; changes in the
amount of cloud cover could alter cli-
mate over longer periods.

Tinsley freely admits that his con-
cepts are Òall still hypothetical.Ó He ob-
serves, however, that the distribution of
current in the global atmospheric elec-
trical circuit varies in step with the level
of solar activity and with the intensity
of cyclones and related atmospheric in-
stabilities. More signiÞcantly, he Þnds
that some atmospheric phenomena cor-
relate with magnetic storms and other
solar wind eÝects but clearly are not as-
sociated with changes in solar ultravio-
let radiation. Nevertheless, he continues
to face dubious reactions even from
some of his close colleagues. ÒHe says

he has a mechanism, but I still donÕt see
how it works,Ó Labitzke remarks. Rind
is a bit more equivocal. ÒIt is not out of
the question that charged particles
could aÝect clouds,Ó he says cautiously,
Òbut it would have to be proved through
observations.Ó

There Tinsley Þnds himself in a bit
of a catch-22. Because of doubts within
the community, ÒI havenÕt had a peer-
reviewed proposal funded in the past
Þve years,Ó he reports. Tinsley hopes
he or other researchers will be able to
carry out laboratory tests to help nail
down the validity of his ideas. And
studies of day-to-day eÝects of the ever
changing atmospheric electrical circuit
Òshould show if the physics IÕve out-
lined works,Ó he says doggedly.

Resolving the debate will not be easy.
ÒWe are trying to unscramble a very
scrambled area,Ó Labitzke says. Rind
points out that so little is known about
mechanisms linking the sun and weath-
er that both hypotheses may be rightÑ
and that there may be others not yet
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Poverty, it seems, is not foremost among the criteria by
which wealthy nations choose to disburse their aid.

The Human Development Report 1994, published by the
United Nations Development Program, notes that two
thirds of the world’s poor get less than one third of the to-
tal development aid. And donor nations routinely tie assis-
tance to military spending. In 1992 countries that spent
more than 4 percent of their GDP on their military received
$83 per capita in aid, whereas nations that spent less than
2 percent got $32.

A large part of this imbalance is brought about by bilat-
eral donors, who offer not just military but economic aid to
strategic allies. For instance,
Israel and Egypt will receive
more than $2 billion of the
$7.4 billion of bilateral assis-
tance the U.S. plans to give
in 1994. (The two nations re-
ceive an additional $3.1 bil-
lion in military assistance
from the U.S. every year.) The
U.S., Russia, China, France
and the U.K.—the five per-
manent members of the U.N.
Security Council—continue
to supply the most weapons
to developing countries.

Although multilateral insti-
tutions are more evenhand-
ed—the World Bank gives
about half its aid to two
thirds of the world’s poor—
they do not redress the im-
balance. As a result, a Brazil-
ian woman living below the
poverty line receives $3 in

such support a year, whereas her Egyptian counterpart re-
ceives $280. 

These days far more foreign capital flows to developing
countries in the form of private investment instead of aid.
In 1992 more than $100 billion was invested—as op-
posed to the $60 billion donated. Unfortunately for the
poorest of the poor, this form of cash flow misses them,
too. In the late 1980s sub-Saharan Africa received only 6
percent of foreign direct investment.

Trade, another means by which developing countries
earn foreign capital, also benefits the more developed—
and illustrates the ambivalence of wealthy states toward

the world’s poor. Although
poverty wins a measure of
sympathy, the cheap work-
force of poor nations makes
them an economic threat. By
one estimate, if developed
countries lifted all trade bar-
riers to Third World goods,
the latter would gain in ex-
ports twice what they now
receive in aid.

Another constraint on the
development of the Third
World—foreign debt—keeps
growing. In 1970 total debt
was $100 billion; in 1992 it
stood at $1.5 trillion, includ-
ing service charges. During
the decade preceding 1992,
net financial transfers related
to loans amounted to $125
billion—from the developing
to the developed world. —
Madhusree Mukerjee

Global Aid Wars

WORLDÕS RICHES are unevenly distributed: one Þfth of
the population has four Þfths of the wealth.

DOMESTIC INVESTMENT  85.0
DOMESTIC SAVINGS  85.5

WORLD TRADE  84.2
GNP  84.7

DOMESTIC INVESTMENT  0.9
DOMESTIC SAVINGS  0.7
WORLD TRADE  0.9
GNP  1.4

SOURCE: Human Development Report 1994, U.N. Development Program
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Sex, Death and Sugar
Researchers try to ÒgrowÓ 
societies on a computer

I
n the trendy Þeld of artiÞcial life,
researchers seek the rules underly-
ing nature by mimicking it on a

computer. Although most artiÞcial lifers
focus on colonies of bacteria or ßocks
of birds, Joshua M. Epstein and Robert
L. Axtell are more ambitious. These two
social scientists are trying to simulate
and thereby understand the most com-
plex of all biological phenomena: hu-
man societies.

The simulation shown here may look
like red and blue dots moving around
on a yellow background, but it actually
shows the evolution of two human so-
cieties, complete with birth, sex, death,
tribal conßict and other constants of
nature. The blue and red dots are peo-
ple, or Òagents,Ó to use the term favored
by economists. The yellow regions rep-
resent food. Epstein and Axtell refer to
this sustenance as sugar and to their
artiÞcial world as the Sugarscape.

Epstein and Axtell, who hold joint
appointments at the Brookings Institu-
tion in Washington, D.C., and the Santa
Fe Institute in New Mexico (the latter is
a hotbed of artiÞcial life), consider the
Sugarscape to be a laboratory in which
they can test ideas about social evolu-
tion. Whereas most economists and so-
cial scientists build large-scale demo-
graphic trends into their models, Ep-
stein and Axtell take a more bottom-up
approach. They want to show how such
trends may emerge, or Ògrow,Ó from the
interactions of individual agents. Con-
ventional models, if they employ such
agents at all, usually bless them with
attributes rarely seen in the real world,
such as immortality and a perfect knowl-
edge of their economic environment.

Epstein and Axtell have sought to make
their agents more, well, human.

For example, not all agents are born
equal in the Sugarscape. Some can spot
sugar at greater distances than can oth-
ers, and some have metabolisms that al-
low them to survive on a given amount
of food for longer periods. Natural se-
lection thus comes into play. Agents are
either male or female, and each one be-
longs to one of two tribes: red or blue.
When a red agent moves next to a blue
agent (or vice versa), the red agent has
a better than random chance of convert-
ing the stranger to his or her tribe. If a
male and female of either tribe meet,
they may have children if both are of
childbearing age and have enough food
stored up. The children inherit the vi-
sion, metabolism and tribal aÛliation
of their parents according to a simple
Mendelian scheme. If the agents do not
starve, they eventually die of old age.

In the Þrst picture of the sequence,
agents are scattered at random across
the Sugarscape. They soon migrate to-
ward the two sugar-rich mountains,
where they begin to reproduce more
rapidly than they die; the population of
each mountain also becomes ethnically
homogeneous. As the populations soar,
the tribes consume the sugar faster than
it can be replenished, and some agents
venture away from their mountains in
search of new sources of food. In the Þ-
nal picture, a blue ÒforagerÓ enters red
territory, where he or she can try to con-
vert blues to red or be converted.

In more complicated simulations, Ep-
stein and Axtell have investigated the
eÝects of combat (one agent can kill an-
other and steal his or her sugar), trade
(agents can exchange sugar for another
resource, ÒspiceÓ), infectious diseases,
pollution and the inheritance of wealth.
The researchers claim that their agent-
based simulations generate many of
the same resultsÑsuch as the tendency
of inheritance rules to suppress natural
selection and make populations more
susceptible to diseaseÑthat scientists
have observed in the real world.

Epstein concedes that the simulations
are still merely ÒcartoonsÓ compared
with the intricacies of modern societies,
but he thinks they may oÝer insights
into the evolution of relatively simple
cultures. He and Axtell are now collab-
orating with archaeologists aÛliated
with the Santa Fe Institute. The group
is trying to understand the rise and
sudden fall of the Anasazi, a civiliza-
tion that thrived in the southwest U.S.
from A.D. 1000 to 1300. One archaeol-
ogist, George J. Gumerman of Southern
Illinois University, hopes the Sugarscape
may illuminate links between maize
production and population ßuctuations
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dreamed up. But the mere existence of
clear-cut connections between tiny vari-
ations in the sun and measurable chang-
es on the earth demonstrates that amaz-
ingly delicate balances are at work in
the atmosphere. ÒThe climate system
has extreme points of sensitivity that
were not previously appreciated,Ó Rind
observesÑa sensitivity that could turn
out to be relevant to changes wrought
by humans in addition to those doled
out by the sun. ÑCorey S. Powell

ÒSUGARSCAPEÓ simulation shows agents from diÝerent tribes (red and blue dots)
migrating toward mountains rich in sugar ( yellow), where populations soar. In the
Þnal panel (bottom right), one blue agent has inÞltrated the red tribe. 
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Brain Storm
Controlling chaos could
help treat epilepsy

C
haos once seemed less a new
frontier of science than an abso-
lute limit. Take weather, the ar-

chetypal chaotic system. Weather exhib-
its cyclic behavior of a sort, and it con-
forms to certain boundary conditions.
Yet the meteorologist Edward N. Lorenz
pointed out decades ago that the ßut-
tering of a butterßyÕs wings in Iowa

could, in principle, trigger a typhoon 
in Bangladesh. This Òbutterßy eÝectÓ
makes weather unpredictable and, by
implication, uncontrollable.

Over the past several years, however,
researchers have learned how to mas-
ter chaos in systems as diverse as la-
sers, electronic circuits and heart tissue
by exploiting their sensitivity to minute
inßuences. Now experiments reported
in Nature have raised hopes that simi-
lar chaos-control techniques can arrest
the neural storms that trigger epilepsy.
Some epilepsy patients can be treated
only with surgery, which can perma-
nently impair cognitive functions.

The researchÑdone by a group that
included Steven J. SchiÝ, a neurosur-
geon at the George Washington Univer-
sity School of Medicine, and two physi-
cists, William L. Ditto of the Georgia In-

stitute of Technology and Mark L. Spano
of the Naval Surface Warfare CenterÑ
involved a slice of a ratÕs hippocampus.
This region of the brain is thought to
be a primary source of epileptic sei-
zures. When placed in a solution con-
taining potassium, hippocampal neu-
rons emit electrical pulses resembling
those observed in human epileptics be-
fore the occurrence of a seizure. These
Þring patterns, in which clusters of
1,000 or so neurons discharge simulta-
neously, are known as interictal spikes.
On plotting the timing of the spikes,
the investigators saw a familiar sight.
The spikes exhibited the same quasi-
periodic patterns that chaotic lasers
and heart muscles do.

The workers then delivered electrical
pulses to this in vitro Òbrain.Ó By vary-
ing the timing of pulses, the research-
ers were able to nudge the hippocam-
pal neurons toward either more peri-
odic or, conversely, more chaotic Þring.
These two methods are called control
and anticontrol, respectively. The in-
vestigators suspect that anticontrol may
be the most promising method for pre-
venting epileptic seizures. Indeed, pre-
vious studies have indicated that high-
ly periodic neural stimulation may be
more likely to induce seizures than pre-
vent them, SchiÝ says.

ÒMore chaos may be better than less,Ó
agrees Walter J. Freeman, a neuroscien-
tist at the University of California at
Berkeley. FreemanÕs own research has
suggested that chaos plays a vital role
in perception and other brain func-
tions: the chaotic Þring of neurons may
form a kind of carrier wave that can re-
spond rapidly to the most subtle of sig-
nals. Studies have also indicated that
mental disorders such as AlzheimerÕs
disease may be associated with exces-
sive periodicity, Freeman says.

SchiÝ emphasizes that many ques-
tions remain about the causes ofÑlet
alone the possible treatments forÑepi-
leptic attacks. Within the next year he
and his colleagues plan to address these
issues in trials with human subjectsÑ
epileptics who have already had elec-
trodes implanted in their brains to mon-
itor their seizures.

The group hopes that many years
from now its work may lead to an im-
plantable device that can both foresee
and forestall the onset of a seizure.
Such a device could be programmed to
learn from experience and adopt the
best possible strategy for each patient.
To prevent adverse side eÝects, SchiÝ
says, Òyou want minimal intervention.Ó
Ideally, the neural cyclones ravaging the
brains of epileptics may be quelled by
electrical pulses as gentle as the gust
from a butterßyÕs wing. ÑJohn Horgan
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SLICE OF A RATÕS HIPPOCAMPUS, monitored by electrodes, served as a model of
an epilepticÕs brain in recent experiments on chaos-control techniques.

among the Anasazi. Gumerman does
not expect the simulations to provide
speciÞc answers but to serve as a Òpros-
thesis for the mind.Ó ÑJohn Horgan

M
A

R
T

IN
 H

. S
IM

O
N

S
A

B
A

Copyright 1994 Scientific American, Inc.



Microquasars
Giant blobs ßy faster than light
(sort of) in our own Milky Way

D
iscovered several decades ago,
quasars remain among the most
mysterious of all denizens of

the cosmic deep. They blaze with much
greater intensity than do ordinary gal-
axies, and they often spout superlumi-
nal jets, plumes of matter so fast-mov-
ing that an optical illusion makes them
seem to exceed the speed of light. The-
orists suspect that buried within each
quasar is a gargantuan, spinning black
hole spewing matter from its poles, but
quasars are so distant that their inner
workings cannot be discerned.

Astronomers are therefore thrilled to
Þnd that the Milky Way, our celestial
backyard, also harbors an object pow-
erful enough to generate one of the hall-
marks of quasars: superluminal jets. I.
Felix Mirabel of the Saclay Research Cen-
ter in France and Luis F. Rodriguez of
the National Autonomous University in
Mexico City discovered the Òmicroqua-
sarÓ using the Very Large Array at the
National Radio Astronomy Observatory
in New Mexico. The Very Large Array
had just undergone an upgrade that
improved its resolution. Miller Goss, an
oÛcial at the radio observatory, says
the Þnding ÒoÝers the best opportunity
yetÓ to understand how quasars gener-
ate superluminal jets.

Mirabel and Rodriguez were moni-

toring an intense x-ray
source known as GRS
1915+ 105, which lies
some 40,000 light-years
away from the earth,
when it expelled two
blobs of matter. The
microjets are minuteÑ
only about as massive
as the moonÑin com-
parison to the galaxy-
size plumes generated
by true quasars, but
they are just as speedy.
One microjet, which is
directed obliquely to-
ward the earth, seems
to be traveling at 1.25
times the speed of light
as a result of an eÝect
predicted by EinsteinÕs
theory of special rela-
tivity. After correcting
for this phenomenon,
Mirabel and Rodriguez
calculated that the jets
are actually hurtling
away from their launch-
pad at 92 percent of

the speed of light.
The researchers believe GRS 1915+

105 is a spinning black hole or neutron
star dragging matter from some unseen
companion (probably an ordinary star)
and ßinging it back into space along 
its poles. Although Mirabel might have
spotted the companionÕs infrared glow,
other eÝorts to learn more about the
microquasar have been stymied by its
position near the Milky WayÕs crowded,
dusty center. In a report in Nature, how-
ever, Mirabel and Rodriguez suggest that
where there is one microquasar, there
must be more. That prophecy may have
already been fulÞlled by another group
using the Very Large Array. In late Au-
gust workers led by Robert M. Hjell-
ming spotted plumes of matter, one of
which may be superluminal, hurtling
from an x-ray source a mere 11,000
light-years away. ÑJohn Horgan

A Nova Burns Out
A premature death poses 
questions for astronomers

N
ova V1974 Cygni had a short,
violent and public life. Explod-
ing in February 1992, it was the

brightest nova in 17 years and had by
far the largest and best-equipped audi-
ence. The glowing gases it blew oÝ
evolved just as Sumner StarrÞeld of
Arizona State University and his collab-
orators had predicted 20 years earlier.
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Their model Þt beautifully until a
group led by Joachim Krautter of Hei-
delberg Observatory checked up on the
nova with the ROSAT satellite in De-
cember 1993. The team could no longer
see the x-rays coming from the underly-
ing hot core. Inexplicably, the nova had
turned oÝ. This summer Steven N. Shore
of Indiana University at South Bend and
his co-workers conÞrmed the demise.
ÒHonestly, I thought it would live an-
other 10 years,Ó StarrÞeld remarks.

The sudden end of V1974 Cygni has
put long-standing models of nova ex-
plosions in turmoil. Novae occur in bi-
nary systems in which a white dwarf
and a star about the size of the sun or-
bit each other. The dense white dwarf,
having an intense gravitational Þeld,
pulls gases oÝ its neighbor and onto it-
self. The deepest layers of the accreted
gas are compressed and therefore heat-
ed, until a thermonuclear runaway reac-
tion like that in a hydrogen bomb starts
up. The surface of the white dwarf ex-
plodes, shedding its outer layers.

A massive white dwarfÑsuch as the
one that hosted V1974 CygniÑcom-
presses its accumulated gases more in-
tensely than does a smaller white dwarf.
The higher pressure causes the nuclear
explosion to occur before much materi-
al has collected. Because the fuel runs
out faster, the explosion is short-lived.
The brief existence of V1974 Cygni im-
plies that its accreted layers had no
more than 10Ð5 of the mass of the sun.
But much more materialÑsome 10–4

solar massÑappears to have been ex-
pelled in the explosion.

Shore has a possible explanation for
this discrepancy of a factor of 10. He be-
lieves the key to the problem lies in an-
other intriguing feature of V1974 Cyg-
ni : it threw out knots of slow-moving
material along with the gases. (The re-
solving power of the Hubble Space Tele-

scope made these structures apparent
to researchers for the Þrst time.) If these
clumps turn out to contain large quan-
tities of heavy elements such as neon,
they could be coming from deep within
the core. In that case, the explosion
must have hurled out not just outer
layers but chunks of the interior of the
white dwarf itself.

The Þrst indications from the spectra
of the knots, taken with the Internation-

al Ultraviolet Explorer satellite, support
this view. But current models cannot
describe the complex clumps and Þla-
ments in the ejecta. ÒWeÕre going to start
the calculations all over again,Ó says
Shore, who, along with StarrÞeld, will
describe the nova in the December is-
sue. The death of nova V1974 Cygni
may prove even more illuminating than
its birth. ÑMadhusree Mukerjee

ÒMICROJETSÓ ßee an invisible central object in this se-
quence of radio-spectrum images. An optical illusion
makes the bottom clump seem to move faster than light. 
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Branching Out
Rivers suggest a new feature 
of self-organized criticality

I
t is easy to be critical about the
complexity of life. Trickier, though,
is using complexity to explain criti-

cal behavior. That is what some physi-
cists recently accomplished after exam-
ining the fractal branching of a river
drainage network. They uncovered a
mechanism that may govern a variety
of unpredictable phenomena, from the
rumbling of an earthquake to a crash
of the Dow Jones.

Such catastrophes are often attribut-
ed to some arbitrary, random eventÑa
sudden slip at a fault, say, or extraordi-
narily bad investment advice. In actual-
ity, these occurrences may just be fol-
lowing the principles of self-organized
criticality. This idea propounds that
complicated interactive systems can
evolve toward a wobbly condition in
which the slightest disturbance may
elicit a major disaster. The pedagogic
example typically invoked is the build-
ing of a sandpile grain by grain. Once
the pile rises to a certain heightÑa crit-
ical stateÑit avalanches. Besides its util-
ity in modeling earthquake and eco-

nomic activity, the concept has found
its way into evolutionary biology, solid-
state physics and astronomy.

Now Ignacio Rodriguez-Iturbe of Tex-
as A&M University, Andrea Rinaldo of
the University of Padua in Italy and Raf-
ael L. Bras of the Massachusetts Insti-
tute of Technology and their co-workers
think they may have uncovered anoth-
er mechanism through which self-orga-
nized criticality operates. Rather than
emerging from events happening near-
by or taking place immediately before,
critical catastrophes may occur because
of a global, long-term mechanism. Spe-
ciÞcally, the systems may be minimiz-
ing the amount of energy they expend
in maintaining themselves, thereby op-
timizing the way in which they develop.
ÒItÕs a unique application,Ó comments
Per Bak of Brookhaven National Labo-
ratory and a founder of self-organized
criticality studies. ÒItÕs a speciÞc model
thatÕs different from any other model.Ó

The physicistsÕ conclusion comes
from comparing two diÝerent network
models: one derived from a real river
drainage system and the other from a
mathematical model. To study actual
drainage networks, Rodriguez-Iturbe
and his colleagues used digital maps
from the U.S. Geological Survey. These
maps enabled them to look at how run-

oÝ and erosion locally modify the land-
scape. They also could calculate the en-
ergy expended in creating the river net-
work. Using this information, the group
members created models of drainage
basins. The subsequent rearrangement
of the landscape by erosion is analo-
gous to the sandpile avalanches.

The researchers then compared this
Þnding with a purely statistical model.
Called an optimal channel network, this
simulation was based on global rules
about how a network minimizes its ex-
penditure of energy. Generally speaking,
the workers constructed a complicated
network based on a few simple opti-
mization rules. The strategy is similar
to techniques designed to study the
Òtraveling salesmanÓ problem, in which
the goal is to Þnd the shortest travel
distance between several cities.

The team discovered that the statisti-
cal properties of both models were ex-
actly the same. Indeed, the computer
produced images indistinguishable from
patterns formed by real river basins. A
key point of the research, however, was
that both types of networks obeyed so-
called power laws. Such rules are inher-
ent in all self-organized critical process-
es. The number of earthquakes exceed-
ing a given magnitude, for instance,
depends on the size of previous earth-
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FRACTAL BRANCHING of a drainage network, such as this
one in the mudßats of San Pablo Bay near San Francisco, sug-

gests self-organized criticality at work. Such systems may form
because they are minimizing their energy expenditure. 
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quakes. In the drainage system the
length of the stream channels and the
distribution of branches and of the en-
ergy at any point all obey these laws.

The Þnding raises the question of
whether all self-organized critical sys-
tems evolve through some global prin-
ciple of energy minimization. Rodri-
guez-Iturbe speculates that in earth-
quake models, tectonic plates may be
organizing themselves locally so as to
minimize stress for the entire system.
Optimization rules might apply to oth-
er fractal structures, such as the shapes

of tree branches. ÒMaybe the trees are
optimizing their leaf distribution to
take advantage of the light they receive,Ó
Rodriguez-Iturbe ponders.

The results are still too new to enable
investigators to draw deÞnite conclu-
sions about widespread applicability.
ÒItÕs an intriguing idea, to get self-orga-
nized criticality out of a minimization
principle, but itÕs not clear how deep
that is,Ó Bak warns. ÒThereÕs a feeling
of tautologyÑsomeone can always take
some local dynamical rule and write it
as a minimization.Ó

Even if the rules are not broadly ap-
plicable, other uses may be possible.
ÒIt may improve our ability to forecast
the behavior of river basins that have
not been observed for long periods,Ó
says Peter S. Eagleson, a civil engineer
at M.I.T. The power-law distribution,
for instance, may indicate where a river
network has the most energy to yield,
marking a good spot for the construc-
tion of a hydroelectric plant. Most im-
portant, Eagleson observes, is that the
work helps us Òto understand why the
world is the way it is.Ó ÑPhilip Yam
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Some Like It HotÑand Cold

An epically vast analysis of plant diversity at 94 loca-
tions scattered across the globe has produced an-

swers to a long-standing biological riddle. The question is
what controls the number of species in a region. In addi-
tion to its scholarly importance, the new work could put
the study of biodiversity on surer scientific footing and so
benefit efforts to slow the rapid pace at which animals and
plants are going extinct.

Samuel M. Scheiner of Northern Illinois University, to-
gether with Jose M. Rey-Benayas, now at the Council for
Scientific Research in Madrid, tabulated data on all the
plants counted by dozens of ecologists around the world.
The locations surveyed range from the Russian Arctic to
Chile and from Alaska to the Australian outback. Many sep-
arate sites were studied in each place, so the researchers
could assess how species are distributed in different areas.
By pooling results from diverse sources, Scheiner and Rey-
Benayas could assemble a database much larger than any
one worker could have hoped to create. They published
their results this past August in Evolutionary Ecology.

When all the numbers were crunched, the principal con-

clusion was that more plant species are found in well-lit,
well-watered places where a lot of photosynthesis is tak-
ing place than in less favored spots. The result is not as
tautological as it sounds. There is no reason that, a priori,
a well-provided environment should encourage diversity.
It might instead support a particular species or a small
range of them. After all, corporations in an established in-
dustry tend to grow bigger and squeeze one another out.

What was more surprising was Scheiner and Rey-Benay-
as’s further finding that places where the temperature be-
tween summer and winter varies strongly have more spe-
cies than do those areas blessed with relatively even sea-
sons. This discovery clearly contradicts one of the dominant
hypotheses ecologists have entertained about species
numbers: the idea that equable climes make it easier for
new species to evolve and persist.

Warm locations with large seasonal temperature fluctua-
tions not only had more species, they also were more like-
ly to have different varieties at different sampling sites.
That result, too, is consistent with the idea that a large
seasonality in temperature boosts the variety of species in

a region. The tropics, in this view, are
varied and ecologically rich despite hav-
ing low seasonality, not because of it.

Scheiner points out that the results
suggest a way to estimate how global
climatic change might affect biodiversi-
ty. Computer models of the atmosphere
and oceans can project how the climate
in different regions might change. The
connections between climate and bio-
logical diversity that Scheiner and Rey-
Benayas have found could then in prin-
ciple be used to estimate how the num-
bers of plant species in different regions
would be affected by the expected
changes.

First, though, other workers will have
to confirm and refine the approach, a
task that will certainly take many years.
In the meantime, both plants and ani-
mals are vanishing at a rate unprece-
dented in human history. Edward O.
Wilson of Harvard University, the pro-
minent biologist, has estimated that
from 4,000 to 6,000 species are lost
annually because of the destruction of
tropical rain forests. —Tim Beardsley

HOH RIVER VALLEY in Olympic National Park in Washington State is a haven
for plant diversity. Recent research suggests that strong seasonal tempera-
ture swingsÑas opposed to stable climatesÑfavor large numbers of species. 
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P
hilip W. Anderson speaks in a
ponderous growl, pausing be-
tween sentences to plot his next

move. His basal expression, too, is
deadpan. But like some exotic alloy in
an unstable state, his mood can ßip in
an instant between diÝerent modes.

Anderson, a condensed-matter the-
orist at Princeton University, has just
returned from an interdisci-
plinary conference held in
Colorado, and his face bright-
ens as he recounts a session
on the genetics of cancer. He
marvels at the Òincredible pro-
fusion of reproduction that
has to go exactly rightÓ for
cells to avoid becoming can-
cerous. Researchers will have
to discover ÒGod knows how
many new principlesÓ to ac-
count for this phenomenon,
he exults.

But then Anderson frowns,
remembering a ÒhorribleÓ ses-
sion on one of his specialties,
high-temperature supercon-
ductors. Discovered eight years
ago, the materials still resist
theoretical explanations. An-
derson accuses his fellow
workers of being ÒnaiveÓ and
of Òlooking under the street-
lightÓ instead of venturing
away from known territory for
solutions to their problems.
The 70-year-old Nobel laure-
ate bemoans his relation to
the rest of the Þeld. ÒSome-
times I feel like a large, slow
target,Ó he confesses. ÒTo say
something a little cynical,
sometimes I think the aspiring
young man dreams of showing up the
prestigious old character. It certainly
would do his reputation no good sim-
ply to show that I was right.Ó

Anderson is deÞnitely a large, if not
slow, target. He is in some respects an
ideal leader for American physics in the
postÐSuperconducting Super Collider
world. His preternatural ability to intuit
the meaning of experiments has made
him a Òcommanding presenceÓ in con-
densed-matter physics for more than
40 years, in the words of one colleague.
He is a potent proselytizer, writing with
lyrical fervor on how the interplay of or-

der and disorder found in condensed-
matter systems can serve as a meta-
phor for life itself. Anderson also began
challenging the hegemony of particle
physics and of the entire reductionist
paradigm of modern science long be-
fore it became fashionable to do so. His
1972 article ÒMore Is DiÝerentÓ remains
a rallying cry for antireductionist ap-

proaches to science, notably chaos the-
ory and complexity studies.

Readers of AndersonÕs essays in
Physics Today and elsewhereÑmany of
which were just published by World
ScientiÞc in a book entitled A Career in

Theoretical PhysicsÑknow he can be a
gruÝ guru. He complained four years
ago that young scientists ÒdonÕt seem
to realize that the possession of a Ph.D.
never guaranteed a career in basic re-
search: it is and should be the privilege
of a small elite.Ó He has scolded physi-
cists, including a colleague at Princeton,
for reporting evidence on psychic phe-

nomena. Such claims should be handled
not by other physicists, Anderson ar-
gued, but by Òthose who are more used
to dealing in ßimßam, such as magi-
cians and policemen.Ó

Anderson insists that he never tries
to stir up trouble. ÒI just call Õem as I see
Õem,Ó he remarks. He recognizes that he
is sometimes perceived as being Òexces-
sively dogmatic and authoritarian.Ó That
perception distresses him. ÒIÕve been a
rebel so often,Ó he says in an uncharac-

teristically pleading tone.
AndersonÕs contrarianism

emerged while he was seeking
a doctorate in physics at Har-
vard University after World
War II. Other students were
ßocking to the lectures of Juli-
an Schwinger, whose quantum
theory of electromagnetism
became a milestone in particle
physics. Anderson was put oÝ
by SchwingerÕs highly abstract
styleÑand his popularity.
ÒThere was this tremendous
excitement and gang of people
around Schwinger, and I didnÕt
want that,Ó Anderson explains.

Drawn to topics he felt had
more practical relevance, An-
derson took a job at Bell Lab-
oratories, whose researchers
were Òhead and shoulders
above the rest of the industry.Ó
He is not one of those who de-
plores the cutbacks in pure
research brought about by the
divestment of AT&T. During
the previous two decades, he
contends, such research had
Òspread like a contagionÓ and
was carried out Òby people
without the same level of com-
petenceÓ as in the 1950s. 

At Bell Labs, theorists such
as Anderson were encouraged to work
closely with an experimentalist. In the
1950s his partner, George Feher, found
that once impurities in semiconductors
reached a certain density, they sudden-
ly became barriers to the conductance
of electrons. The results disagreed with
current theory, and so most theorists ig-
nored them. Not Anderson. He showed
that such results could be a generic
property of a lattice whose atoms are
randomly arranged.

Experimentalists later showed that
AndersonÕs so-called localization theo-
ry could explain eÝects not only in con-
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densed matter but also in plasmas and
trapped electromagnetic radiation. Ulti-
mately, it was this work on localization
that earned him the Nobel Prize in 1977,
along with John H. Van Vleck, his ad-
viser at Harvard, and Sir Nevill F. Mott
of the University of Cambridge, with
whom Anderson had collaborated.

Anderson went on to show how mag-
netic resonance, ferromagnetism, super-
ßuidity and other antics of condensed
matter could be understood in the light
of a concept called symmetry breaking.
For example, a liquid crystal, which
consists of molecules that act like mi-
nute magnets, is at its most symmetri-
cal when the molecules are random-
ly aligned. That symmetry is ÒbrokenÓ
and replaced by a new, more restrictive
symmetry when a current is applied to
the crystal, forcing the molecules to
line up in the same direction.

Anderson began expounding these
ideas during a teaching stint at Cam-
bridge in the early 1960s. He inspired
one of his students, Brian D. Josephson,
to propose that electrons in a supercon-
ducting circuit might ÒtunnelÓ through
an insulating barrier. Anderson and a
colleague at Bell Labs experimentally
validated JosephsonÕs prediction, and
in 1973 Josephson received the Nobel
Prize for his discovery, now known as
the Josephson eÝect.

To AndersonÕs dismay, Josephson lat-
er proclaimed his belief in psychic phe-
nomena and stopped doing convention-
al physics. Two years ago, after Physics

Today published AndersonÕs attack on
psychic research, the journal printed a
letter in which Josephson accused An-
derson of being Òcaught in a paradigm
that may be outliving its relevance.Ó An-
derson retorts that Òthe Brian Joseph-
son who wrote that letter is not the same
Brian Josephson who discovered the Jo-
sephson eÝect.Ó

Particle physicists, too, have borrowed
AndersonÕs ideas. In the mid-1960s Pe-
ter W. Higgs suggested that a symmetry-
breaking mechanism similar to one pro-
posed by Anderson might have caused
particles to acquire their masses when
the universe was still very young and
hot. The Higgs boson, the particle that
supposedly precipitates the symmetry
breaking, has become the most prized
quarry of particle physics; it was the
raison dÕ�tre of the SSC.

In spite of his contribution to the
Þeld, Anderson had long been piqued
by what he felt was the arrogance of
particle physicists. By the late 1960s,
he recalls, Òthe particle physicists were
claiming on all sides that they were do-
ing the fundamental science, and what
the rest of us were doing was just engi-
neering.Ó Anderson challenged this con-

tention in his ÒMore Is DiÝerentÓ arti-
cle, pointing out that reality has a hier-
archical structure, with each level inde-
pendent, to some degree, of the levels
above and below. ÒAt each stage entire-
ly new laws, concepts, and generaliza-
tions are necessary, requiring inspira-
tion and creativity to just as great a de-
gree as in the previous one,Ó Anderson
argued. ÒPsychology is not applied biol-
ogy, nor is biology applied chemistry.Ó

As a result of the essay, Anderson
found himself invited to diÝerent kinds
of conferences than those to which he
was accustomed. In the late 1970s he
attended a meeting on neurophysiolo-
gy, where he discussed how symmetry
breaking might help illuminate mental
processes. His fellow speakers included
an authority on psychedelic drugs and
religious experiences and a Marxist who
espoused a physics of social evolution.
ÒI wonÕt call them weirdos, because I
was one of them,Ó Anderson muses.

In the late 1980s Anderson was asked
to testify at congressional hearings on
the SSC. He asserted thatÑcontrary to
the claims of particle physicistsÑthe
collider would not address issues of
uniquely fundamental importance, nor
would it yield anything of practical val-
ue. ÒI conÞned myself to saying things
that were manifestly true,Ó Anderson
recounts dryly. Asked if the decision of
Congress to kill the accelerator once
and for all last year left him with any
regrets, Anderson replies, ÒIÕm sorry
that Congress let them go on so long.Ó
He does not mind that some particle
physicists now refuse to speak to him,
but he cannot forgive one Nobel laure-
ate for being rude to his wife.

Anderson rejects the contention of
some of these researchers that the SSCÕs
death portends a growing antiscience
movement in the U.S. ÒThere have been
yahoos in every period in American his-
tory. I donÕt think there is an eÝective
antiscience movement.Ó He is fright-
ened by the religious right, but for po-
litical reasons: ÒIf they get into power,
weÕll have to defend a hell of a lot be-
sides science.Ó

Particle physicist Murray Gell-Mann
of the California Institute of Technolo-
gy suggests in The Quark and the Jag-

uar, a book published this year, that
Anderson might have supported the SSC

if the theorists had named their quarry
the Anderson-Higgs boson. Asked to
respond to Gell-MannÕs quip, Anderson
glowers; he says only, ÒI didnÕt like that
comment.Ó Later he sniÝs that Gell-
MannÕs book has a Òvery unsatisfyingÓ
explanation of how the relatively simple
laws of physics could generate so much
complexity. Gell-MannÕs problem, An-
derson notes, may be that he Òhas been
away from the real nuts and bolts of
physics too long.Ó

Anderson and Gell-Mann have both
lent their prestige to the decade-old
Santa Fe Institute in New Mexico, which
is a center for complexity studies. Al-
though Anderson has touted the center
in his writings, he is not wildly enthusi-
astic about the attempts of some re-
searchers there to glean insights about
nature from computer simulations.
ÒThat worries me,Ó he acknowledges.
ÒSince I know a little bit about global
economic models, I know they donÕt
work.Ó He adds, ÒI always wonder
whether global climate models and
oceanic circulation models or things like
that are as full of phony statistics and
measurements.Ó Anderson has urged
the institute to devote more resources
to real as opposed to artiÞcial biology.

Anderson still teaches at Princeton,
whose faculty he joined in 1975. (He
retired from Bell Labs in 1984.) Teach-
ing condensed-matter physics repre-
sents a special challenge, he remarks,
one that is generally not well met. Most
courses on condensed-matter physics
make it sound Òalmost as bad as chem-
istryÑjust phenomenon after phenom-
enon after phenomenon.Ó Anderson has
sought to make symmetry breaking a
unifying theme.

Last year he taught a course on Òori-
gins and beginnings,Ó which probed ul-
timate questions in cosmology and bi-
ology. AndersonÕs faith that science can
answer such questions seems tempered
by an even deeper skepticism. He looks
askance at the claims of some scien-
tistsÑincluding several eminences at the
Santa Fe InstituteÑthat science may one
day achieve a Òtheory of everything.Ó

To be sure, there are certain scientiÞc
principles and mechanisms with wide
applicability, such as evolution in biol-
ogy and symmetry breaking in physics.
ÒBut you mustnÕt give in to the temp-
tation to believe that a principle that
works at one level will work at all lev-
els,Ó Anderson declares. Abruptly shift-
ing to another mode, he throws up his
hands and shouts, ÒIÕve Þnally seen the
light! I understand everything!Ó With a
rueful smile, he lowers his hands again.
ÒYou never understand everything.
When one understands everything, one
has gone crazy.Ó ÑJohn Horgan
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regret about the SSCÕs
death is that it took 
so long to happen. 
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B
y the middle of April 1988 the
meningitis epidemic in NÕDjame-
na, the capital of Chad, was in full

swing. The outbreak had begun with a
few isolated cases in mid-February; with-
in four weeks nearly 150 patients were
being admitted to the cityÕs Central Hos-
pital every day. As the facility ran out
of bed space, people were treated in
huge army tents scattered throughout
the inner courtyards. Despite the best
eÝorts of the Ministry of Health and
foreign volunteer agencies, the epidem-
ic spread. A shortage of medicines bur-
dened health workers straining under
the fatigue of seemingly endless days.
Although a massive vaccination cam-
paign was being implemented that
would eventually stem the epidemic,
each day threatened to paralyze further
the countryÕs fragile health care system.

By the time the scourge ended, 4,500
people had acquired meningitis, accord-
ing to oÛcial statistics. Hundreds, or
even thousands more, however, were un-
counted. In Chad, as in many African
countries, medical care is generally not
available to people outside major cities.

Meningitis suÝerers who lived more
than a dayÕs walk from the nearest
health station generally did not receive
antibiotic treatment. Many died or were
left with permanent brain damage.

The chaos and misery caused by the
epidemic in Chad characterize most out-
breaks of meningococcal meningitis,
commonly known as spinal meningitis.
The hallmark of the disease is its ex-
tremely rapid onset, which has earned
this illness an uncommon degree of re-
spect among medical experts. A healthy
person Þrst develops fever and malaise
similar to that associated with inßuen-
za. Within hours these symptoms evolve
into severe headache, neck rigidity and
aversion to bright lights. If untreated,
the patient can lapse into coma and
eventually a fatal form of shock. Al-
though it is now rare in the U.S., intense
epidemics still aÝect most of the devel-
oping world; within weeks an entire
country can be stricken.

Why do such epidemics occur? What
causes a disease like meningitis to sim-
mer within a population for years and
then suddenly erupt? While many mys-
teries continue to surround the poten-
tially lethal illness, its peculiar epidemi-
ology oÝers some clues about the caus-
es of meningitis epidemics and how to
prevent them. The disease includes cy-
cles of incidence that may correspond
to environmental changes, to unusual
patterns of immunity as well as to an
association with still other infectious
diseases. Medical detective work and
the application of new biological tech-
niques have begun to unveil some of
these deadly secrets.

The bacterium causing meningococ-
cal meningitis, called Neisseria menin-

gitidis or meningococcus, is a close rel-
ative of the bacterium responsible for
gonorrhea. Unlike gonorrhea, meningo-
cocci often colonize the lining of the
throat and spread easily through respi-
ratory secretions. The organism is so
common that it can arguably be consid-
ered part of the normal human oral
ßoraÑat any given time, between 2 and

10 percent of healthy people carry me-
ningococci. In all probability, most of
us have been carriers at some point in
our lives.

The throatÕs epithelial lining normal-
ly serves as a barrier to the bacteria,
but occasionally the balance between
colonization and invasion is disturbed.
This imbalance results in life-threaten-
ing illness. Meningococcal meningitis
begins when the organism invades the
bloodstream and crosses the menin-
gesÑthe membranes that surround the
brain and spinal cordÑto gain access
to the cerebrospinal ßuid that bathes
the central nervous system. This ßuid
acts as a culture medium for the rapid
growth of bacteria, which subsequently
inßame the meningeal lining.

Typical symptoms, including fever,
neck stiÝness, headache and coma, re-
sult from the inßammation. In up to 30
percent of patients, profound septic
shock also ensues as meningococci dis-
seminate throughout the circulatory
system. Such shock is characterized by
a loss of blood pressure, particularly in
the extremities. This reaction is proba-
bly caused by the release of an endo-
toxin from the bacterium, which stimu-
lates the production of proteins, such
as tumor necrosis factor-a. These fac-
tors, in turn, increase the permeability
of blood vessels. Such a change can pre-
cipitate an often lethal drop in blood
pressure. Patients who survive menin-
gococcal septic shock may suÝer a dis-
Þguring loss of skin and parts of limbs.
Meningococcal disease is generally fatal
if left untreated; prompt intervention
with antibiotics reduces its mortality
rate to about 10 percent. Survivors may
have residual neurological problems,
such as deafness, paralysis and mental
retardation.

Epidemics of meningitis have not
taken place in the U.S. or most other in-
dustrial countries since World War II.
Although carrying the bacterium is com-
mon, fewer than three cases of endemic
meningococcal meningitis appear per
100,000 people in the U.S. every year.
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Especially virulent epidemics, however,
still happen in developing countries.
More than 40,000 cases were document-
ed during a 1989 epidemic in Ethiopia,
and as many as three million cases
may have occurred in China during the
1960s. The sudden inßux of hundreds
or even thousands of cases can overbur-
den the often rudimentary health care
systems in developing nations.

Because outbreaks are generally un-
predictable and infrequent, the epidem-
ic process itself is diÛcult to study. A
wide band of countries in Africa, lying
south of the Sahara Desert, form the
Òmeningitis belt.Ó This region consists
of broad, grassy, savanna plains extend-
ing from the Gambia in West Africa
across the continent to Ethiopia. Epi-
demiologists have known for decades
that epidemics are particularly common
in this region and tend to recur every
Þve to 12 years. Each wave usually lasts
for several years.

Within any given year meningitis rates
follow a second, annual cycle: cases are
highest during the dry season and dis-
appear with the onset of rains. Even

during the peak of an epidemic, inci-
dence declines to baseline levels during
the rainy season and rises again with
the next dry season. Thus, it appears
that when the bacterium is circulating
in a susceptible population, some event
during the dry season determines
whether an epidemic will take hold.

These mysterious features of menin-
gococcal scourges have intrigued epi-
demiologists for years. Unlike endemic
disease, risk factors for an epidemic
aÝect an entire population, not just
scattered individuals. Because the risk
of an epidemic varies over time, the fac-
tors responsible for initiating it must
also vary. For example, in the U.S., peo-
ple born with a rare genetic deÞciency
in their complement system (a series
of blood proteins activated by antibod-
ies to destroy bacteria) are unusually
susceptible to meningococcal meningi-
tis. Because the disease is rare in Amer-
ica, a substantial proportion of cases
may result from this genetic deÞciency.
Yet the number of people with such a
predisposition tends to be constant, so
it is unlikely to be a signiÞcant cause of

an epidemic. Indeed, studies conducted
in Nigeria and in the Gambia have con-
Þrmed that patients with complement
deÞciencies were not commonly en-
countered during these outbreaks.

Unlike complement deÞciencies, oth-
er host factors such as antibody levels
against meningococci might change in a
population over time. The general level
of immunity in a population against an
organism is called herd immunity, a
term taken from early studies in live-
stock. Decline in the herd immunity of
a population could be partially respon-
sible for the cyclic patterns of meningi-
tis in Africa.

I
n the late 1960s Irving Goldschnei-
der and Emil C. Gotschlich and
their colleagues at the Walter Reed

Army Institute of Research performed
elegant studies showing the importance
of host defenses against meningococci.
Before the advent of vaccines in the
1970s, military recruits were particu-
larly susceptible to meningitis. The Wal-
ter Reed group drew blood from thou-
sands of soldiers as they entered basic
training and then followed them through
boot camp. As men became ill, their
stored sera were tested for the ability
to kill meningococci and compared with
the antimeningococcal activity in sera
from their healthy counterparts.

The researchers found that the dis-
ease occurred primarily in recruits who
had low antimeningococcal activity in
their sera before they became ill. Be-
cause most adults have protective anti-
body activity against meningococci, this
Þnding seemed unusual. Clearly, a per-
son has to be exposed to the organism
to develop antibodies. Yet the recruit
studies indicated that those individuals
without antibodies who were exposed to
meningococci stood a high chance of
becoming ill. It was unclear why most
people developed protective antibodies
after their Þrst exposure to meningo-
cocci rather than becoming ill.

The answer to this paradox may lie
in nonpathogenic bacteria that are part
of the normal oral ßora in humans.
Neisseria lactamica, a relative of N. me-

ningitidis, is one such organism. Ronald
Gold and Martha L. Lepow of the Uni-
versity of Connecticut, along with the
Walter Reed researchers, showed that
young children who acquire N. lactami-

ca throat infections frequently develop
antibodies that are also protective
against meningococci. Infection by one
kind of nonpathogenic bacteria appears
to protect against invasion by another,
more virulent strain. This pattern pro-
vides an explanation for the experience
of the recruits. Any soldier lacking cross-
protective antibodies from a childhood
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MENINGITIS BELT cuts across central Africa, from Eritrea in the East to the Gambia
in the West. People living in this region appear to be uniquely susceptible to re-
peated epidemics of meningitis. Outbreaks in the belt are most often the result of
infection by one particular strain of bacteria: serogroup A meningococci.
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infection of Neisseria would be espe-
cially susceptible because meningococ-
cal strains from all over the country are
rapidly spread among barracks mates.

Research eÝorts are under way to de-
termine which components of the me-
ningococci actually bring about the pro-
tective immune response. One menin-
gococcal antigenÑthat is, a molecule
that stimulates an immune responseÑ
is the polysaccharide capsule that sur-
rounds the organism. Meningococcal
strains possess diÝerent polysaccharide
antigens, and at least 13 polysaccharide
types, called serogroups, have been
found. Serogroup A N. meningitidis is
responsible for the massive epidemics
that periodically aÝect Africa, China
and Latin America.

Other serogroups are less likely to
cause epidemics, although they account
for most of the endemic disease in the
U.S. Vaccines made from a particular
polysaccharide are very eÝective against
the corresponding serogroup, yet they
do not oÝer cross-protection. Unfortu-
nately, the serogroup B polysaccharide,
which is the most common serogroup
in the U.S., does not elicit a persistent
immune response.

Research by J. McLeod GriÛss and
Robert E. Mandrell and others at the
University of California at San Francis-
co, as well as Wendell D. Zollinger and
his group at Walter Reed, suggests that
antigens besides polysaccharides also
play an important role in immunity. Be-
cause protection against the polysac-
charide is not cross-protective, broad
immunity from N. lactamica infection
is likely caused by other antigens. In
fact, N. lactamica probably does not
possess a capsular polysaccharide at
all. Other cellular componentsÑsuch as
outer membrane proteins and mem-
brane-bound lipooligosaccharides com-
mon to N. lactamica and N. meningi-

tidisÑmay confer immunity.
This mechanism of immunity could

explain the Þve- to 12-year intervals be-
tween meningitis epidemics in Africa.
High rates of meningococcal infection
during an epidemic may provoke wide-
spread natural immunity, which subse-
quently protects the population for sev-
eral years. As immunity declines with
the birth of susceptible children and
with the natural loss of antibodies, a
population would again become vulner-
able to an epidemic.

Nevertheless, the loss of immunity
does not entirely explain the intriguing
patterns of disease in the meningitis
belt. The seasonality of disease indi-
cates that environmental factors are
also pivotal. Much of what is known
about these factors comes from stud-
ies conducted in the Gambia and in
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The bacterium that gives rise to cerebrospinal meningitis, Neisseria me-
ningitidis, often thrives in the lining of the throat. Illness results when

the organism enters the bloodstream and gains access to the meninges—the
membranes that cover the brain and spinal cord. The pathogen grows rapid-
ly in this environment, inflaming the meninges and causing fever, neck stiff-
ness, headache and, often, coma. In up to 30 percent of patients the bacteri-
um releases an endotoxin that increases the permeability of blood vessels.
As a result, blood pressure falls; the ensuing septic shock can bring about
the loss of skin and parts of limbs. The illness is generally fatal if untreated.
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Nigeria by a team headed by Brian M.
Greenwood of the U.K. Medical Research
Council Laboratories. This group has
been actively involved in uncovering
the epidemiology of this disease, as
well as designing new vaccination and
control programs. Greenwood and his
colleagues found that meningococcal
transmission happens year-round, al-
though meningococcal disease arises
only during the dry season.

Furthermore, high antibody levels
could be detected in some villages af-
ter the rainy season (during which no
cases occurred), suggesting that menin-
gococci had swept through the popula-
tion, raising immunity without causing
disease. The seasonality of meningitis
in Africa, therefore, is not the result of
increased transmission during the dry
season. Instead it appears that high
temperatures and low humidity make
people more prone to disease once in-
fected. Desiccation of the mucosal lin-
ing of the throat during the dry season
might increase meningococcal coloni-
zation of the underlying tissues.

In addition to climate, viral upper
respiratory infections may also aÝect
the pharyngeal mucosae, making them
more vulnerable to invasion. Bacterial
pneumonia, for instance, can take hold
after a viral infection. Our group at the
Meningitis and Special Pathogens Branch
of the Centers for Disease Control and
Prevention (CDC) became interested in
this possibility during a series of epi-
demics that began in the mid-1980s.

In August 1987 we were contacted by
public health authorities in New York
City and told that two people had con-

tracted meningitis during separate air-
plane ßights returning from Saudi Ara-
bia. During the previous week, the CDC

had received reports that meningococ-
cal meningitis was breaking out among
participants at the annual Muslim pil-
grimage to Mecca, but it was not clear
that an epidemic was under way. (The
1987 outbreak in Mecca eventually re-
sulted in at least 10,000 cases of dis-
ease.) Lee H. Harrison, another epide-
miologist, Gloria W. Ajello, a microbiol-
ogist, and one of us (Moore) left for
John F. Kennedy International Airport
to meet arriving planeloads of pilgrims.

We set up an assembly-line dispen-
sary on the airport concourse, adminis-
tering prophylactic antibiotics. Of the
550 passengers we examined, 11 per-
cent of those returning from Mecca were
carrying serogroup A meningococciÑ
an exceedingly rare strain in the U.S.
Persons who were carriers were more
likely to be suÝering from common cold
symptoms, such as fever and sore
throat, than were noncarriers. But be-
cause we were able to examine only me-
ningococcal carriers rather than men-
ingitis patients, the evidence was cir-
cumstantial. The next step needed was
a direct search for upper respiratory
infections in meningococcal meningitis
patients.

We had a chance to investigate this
question during the epidemic in Chad.
One morning in April 1988 we received
a call from Theo Lippeveld of the Har-
vard Institute for International Develop-
ment. Lippeveld reported that NÕDjame-
na, a city of 500,000 people in the cen-
ter of the meningitis belt, was suÝering

from a major serogroup A meningococ-
cal epidemic. The Ministry of Health, un-
der the leadership of P. Matchock Yan-
kalb�, was organizing control eÝorts in
conjunction with the French Bioforce, 
a group of public health physicians
formed by the French government, and
the Merieux Institute in Marseilles. The
Chad government gave approval for an
investigation. So a CDC team traveled
to NÕDjamena for a collaborative study
with physicians from the Central Hos-
pital there.

In order to look for respiratory infec-
tions, we carefully matched persons with
meningitis to a control group consist-
ing of healthy persons of the same age,
sex and neighborhood. Nasal washes
were collected and shipped to John Hi-
erholzer of the CDC, who began the ar-
duous task of processing and culturing
the hundreds of nasal washings. The
results were surprising. Overall, menin-
gitis patients were 23 times more likely
to have an upper respiratory pathogen
than were their matched controls. Not
only were they more likely to have such
viruses, but a large proportion was also
infected with a small intracellular bac-
terium called Mycoplasma hominis.

T
hese Þndings suggest another
reason for the seasonality of men-
ingitis epidemics. Perhaps a com-

bination of low humidity and respirato-
ry infections places a population at risk.
Further studies are needed to clarify the
mechanism by which respiratory infec-
tions interact with meningococci. Nev-
ertheless, David S. Stephens of Emory
University and Zell A. McGee of the Uni-
versity of Utah have shown in the labo-
ratory that under similar circumstances
meningococci are taken up by the cells
of the pharyngeal lining. Respiratory
infections could conceivably stimulate
this uptake process. Alternatively, res-
piratory infections might directly dam-
age the mucosae or inhibit immune
cells there.

Respiratory infections have been as-
sociated with meningococcal disease in
industrial countries as well, consistent
with the fact that the illness is most
prevalent during the midwinter months
when cold viruses are common. Keith
A. V. Cartwright, Dennis M. Jones and
James M. Stuart and their colleagues at
the Department of Public Health Medi-
cine in Gloucester, England, recently not-
ed a similar association between menin-
gococcal disease and inßuenza infec-
tions. The same relation has been found
by Bruno Hubert and his co-workers at
the Direction G�n�rale de la Sant� in
France. This research may lead to new
ways to predict the occurrence of out-
breaks in these countries. Ironically, the
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ANNUAL MENINGITIS INCIDENCE in
Burkina Faso follows patterns typical of
countries in the meningitis belt. Epidem-
ics tend to last for several years and fol-
low a crescendo-decrescendo pattern
(above). But even during an epidemic,
meningitis rates are highly seasonal. As
seen in this more detailed chart (right ),
outbreaks occur only during the dry sea-
son, from January until June.

0

100

200

300

400

500

0

20

40

60

80

100

M
E

N
IN

G
IT

IS
 R

A
T

E
(C

A
S

E
S

 P
E

R
 1

00
,0

00
 P

E
R

 Y
E

A
R

)

M
E

N
IN

G
IT

IS
 R

A
T

E
(C

A
S

E
S

 P
E

R
 1

00
,0

00
 P

E
R

 Y
E

A
R

)

1940

1980 1982 1984

1950 1960 1970 1980

1986

Copyright 1994 Scientific American, Inc.Copyright 1994 Scientific American, Inc.



reasons upper respiratory infections are
so seasonal remain elusive.

While we conducted our study in
Chad, the Ministry of Health controlled
the epidemic. In conjunction with the
Harvard group, physicians from the Cen-
tral Hospital and foreign volunteers,
the epidemic was eventually stemmed.
Numerous governments, including the
U.S. and the French, provided aid dur-
ing the epidemic. Nearly 1 percent of
the entire population of NÕDjamena con-
tracted meningitis (for some groups,
such as schoolchildren and soldiers, the
rate may have been as high as 10 per-
cent). Incidence would have been even
higher without proper control mea-
sures. It was a clear example of the in-
ternational mobilization needed when
an epidemic strikes.

If antibodies, climate and respiratory
infections are important for an epidem-
ic to take shape, what role does the or-
ganism itself play? The new Þeld of
molecular epidemiology can help us an-
swer that question. By borrowing tech-
niques from molecular biologyÑsuch
as DNA sequencing and enzyme elec-
trophoresisÑepidemiologists can now
unravel the skein of outbreaks caused
by the descendants of a single strain, or
clone. These techniques have already
been able to trace a number of bacteri-
al and viral pathogens and proved par-
ticularly useful for documenting a case
of human immunodeÞciency virus
transmission from a dentist in Florida
to several of his patients.

J
ust as biologists can use the accu-
mulation of mutations over time
to track evolutionary divergence
between two species, epidemiolo-

gists can analyze DNA, looking for mu-
tations, to distinguish two strains of
the same microorganism as they pass
through human populations. To track
serogroup A meningococcus, an indi-
rect method of examining the genetic
relatedness between diÝerent strains,
called multilocus enzyme electrophore-
sis, has been extensively employed.

This intuitively simple but powerful
application relies on detecting muta-
tions that alter the amino acid sequence
of bacterial enzymes. Generally, these
mutations do not aÝect the enzymeÕs
chemical activity. If they did, the strain
would quickly die out. Still, minor mu-
tations may cause diÝerently charged
amino acids to be incorporated into the
enzyme, which can then be detected us-
ing electrophoresis. If the cytoplasm
from two diÝerent strains is placed in
a gel and an electric current is applied,
enzymes will migrate through the gel
at diÝerent speeds if there are diÝer-
ences in amino acid sequences.
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ENZYME ELECTROPHORESIS can be used to detect the divergence between strains of
bacteria. Intracellular enzymes from various strains are placed in a gel and are
separated when an electric current is applied to the mixture. Each enzyme is iden-
tiÞed by individual mutationsÑwhich mark their divergence. The enzymes from
diÝerent strains will migrate to diÝerent places in the gel. Multiple enzymes can
be tested in this way to identify whether they are identical or not.

GROUP A MENINGOCOCCI were once thought to be homogeneous. But enzyme
electrophoresis studies have shown that group A meningococci are composed of
at least 21 lineages, or clones. One clone, III-1, has recently caused epidemics in
Asia, the Middle East and Africa.
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If two serogroup A meningococcal
strains have recently diverged from each
other, the likelihood is low that muta-
tions will have accumulated in any giv-
en enzyme. An electrophoretic compar-
ison of enzymes from the two strains
will be similar. The more highly diver-
gent the two strains are, the larger the
number of enzymes that will be elec-
trophoretically diÝerent between the
strains. Enzymes from a number of
strains can be compared using a statis-
tical technique known as cluster analy-
sis. This process can reveal the relative
genetic divergence between strains. Each
group of similar strains represents a
single clone in which all the individual
isolates are closely related and presum-
ably derived from a single, recent an-
cestral cell. Researchers can examine
strains and compose a family tree of
diÝerent clones.

In an ambitious project, Mark Acht-
man, Tom Olyhoek and Brian A. Crowe
of the Max Planck Institute for Molecu-
lar Genetics in Berlin used the technique
to study 423 serogroup A meningococ-
cal strains. Their analysis allowed them
to outline the population genetics for
this serogroup: the strains could be di-
vided into four subgroups, which in
turn were classiÞed into a total of 21
diÝerent clones. Although this family
tree is far from complete (many strains
from outbreaks in developing countries
have not been saved, and a Þfth sub-
group has recently been found), it pro-
vides a framework for comparing the
epidemic potential of diÝerent strains.

It is reasonable to assume that menin-

gococcal strains diverge slowly over
time as they pass through any given
human population. Studies have shown
that a variety of strains are present un-
der endemic conditions. If all strains
are equally virulent, and epidemics oc-
cur solely because of changes in host
and environmental factors, then epi-
demics would tend to be polyclonal be-
cause each strain would be equally like-
ly to cause disease. This, however, is not
the case. The Berlin group, as well as
Musa Hassan-King and Greenwood in
the Gambia, has discovered that epi-
demics are generally the result of a sin-
gle clone. Thus, clonal virulence may
also play an important role.

With the help of Michael Reeves in
the laboratory section of the Meningitis
and Special Pathogens Branch, strains
stored at the CDC from epidemics in
South Asia, Africa and the Middle East
were studied for evidence of clonal vir-
ulence. A striking correlation was found.
Each epidemic had previously been con-
sidered an isolated event. Once the
strains were compared, the connections
became clear. AchtmanÕs group had ear-
lier determined that one clone, III-1,
caused epidemics in China and Nepal
in the early 1980s. The electrophoretic
patterns of the strains stored at the
CDC revealed that a series of epidemics
in China, Nepal, Saudi Arabia and Chad
were all caused by the same clone.

The III-1 clone Þrst appeared in Chi-
na in the 1960s. A second serious epi-
demic struck the Kathmandu Valley in
Nepal shortly after roadways between
Nepal and Tibet were opened in 1984.

The strain spread to northern India
and Pakistan in 1985, causing addition-
al epidemics. Apparently it remained
quiescent in South Asia until the sum-
mer of 1987. At that time, III-1 traveled
with South Asian pilgrims to Mecca.
Saudi Arabian and CDC epidemiologists
who investigated the Mecca epidemic
conÞrmed that it started among those
pilgrims, who also had the highest at-
tack rates. When the pilgrimage ended,
III-1 carriers returned home. It was
their return to the U.S. that triggered
our investigation at Kennedy Airport.

Unfortunately, many Muslim pilgrims
from meningitis-belt countries were also
III-1 carriers. Not surprisingly, during
the 1988 season, outbreaks sprouted
simultaneously in Chad and Sudan. Sub-
sequently, III-1 epidemics spread over
East Africa, aÝecting Ethiopia, Tanza-
nia, Kenya and Uganda. Public health of-
Þcials are concerned about the poten-
tial for III-1 epidemics in other coun-
tries in the meningitis belt as well. Last
year an epidemic of meningitis occurred
in Togo, but it remains to be seen
whether this epidemic was brought on
by the III-1 strain.

Although III-1 has caused hundreds of
thousands of meningitis cases, it does
not appear to be uniquely virulent. Now
that it is possible to perform clonal
analysis of meningococcal strains, it is
clear that other clones have caused sim-
ilar epidemics in Africa and Asia. These
Þndings do suggest, however, that the
introduction of a potentially epidemic
clone under the right circumstances can
be devastating. Two explanations have
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VOYAGING BACTERIUM, serogroup A III-1 meningococci,
has recently been responsible for an international pandemic.
The pattern and timing of epidemics suggest that travelers

carried the infection with them from AsiaÑwhere it originat-
edÑto Mecca and then to countries throughout the meningi-
tis belt, including Ethiopia and Kenya. 
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been given for this process: epidemic
clones randomly expand as they pro-
gress through a population, or they sur-
vive by escaping herd immunity. As an
analogy to inßuenza outbreaks, it has
been proposed that epidemics might re-
sult from what are called antigenic
shifts. Although all serogroup A menin-
gococci share the same polysaccharide,
individual clones diÝer in the other anti-
gens exposed on the cell surface. Once
immunity to the shared antigens wanes,
a new clone with suÛciently diÝerent
surface antigens might escape immune
surveillance and start an epidemic. Epi-
demiologists following disease patterns
will then see an Òantigenic shiftÓ as new
clones supersede older clones. 

If antigenic shifts do occur in menin-
gococci, the cycles of disease seen in
Africa would result from a combination
of the time required for loss of immu-
nity and the average time it takes for a
new clone to enter the population. The
environment would then also contrib-
ute because the introduction of the new
clone alone is insuÛcient to start an
outbreak. If the organism enters the
population during the rainy season, it
may boost immunity without causing
disease. Although the exact conditions
needed for an epidemic remain unclear,
it appears that if the strain enters a
population whose immunity is low dur-
ing the dry season, there is a great risk
of an epidemic.

Thus, a combination of host-, environ-
mental- and organism-related factors
seem to be responsible for the unique
epidemiology of this disease. These
characteristics are just beginning to be
deciphered. Epidemics are probably not
uniform, and perhaps other mecha-
nisms may account for some, or all, of
the features of meningitis outbreaks.
For instance, why did not the III-1 strain
cause an epidemic in the U.S.? The coun-
try has been free from sweeping epi-
demics since the 1940s, so it would
seem that immunity against III-1 would
be low. As any suÝerer of the common
cold knows, there is certainly no short-
age of upper respiratory infections in
the U.S. Furthermore, no one knows why
childhood infections with Neisseria are
so successful in protecting people in
industrial countries but do not seem to
have the same eÝect in African coun-
tries. Poorly deÞned socioeconomic fac-
tors seem to make industrial nations
resistant. Although the antigenic-shift
hypothesis is appealing, long-term stud-
ies in Africa are needed to determine
its validity.

There is hope that new developments
could reduce the threat of meningococ-
cal epidemics. Available meningococcal
vaccines are based on the polysaccha-

ride capsule surrounding the bacteri-
um and are not eÝective in infants who
are vaccinated during routine vaccina-
tion programs. The protection generat-
ed by these vaccines is short-lived in
children, and vaccinating them during
nonepidemic periods does not protect
them from the next wave.

A novel technique of chemically link-
ing capsular polysaccharides to a pro-
tein carrier and making a conjugate vac-
cine may overcome this problem. A
protein-polysaccharide conjugate vac-
cine against Hemophilus inßuenzae, an-
other bacterium causing meningitis, has
been quite successful in infants. The
World Health Organization has commis-
sioned research to produce and test
similar protein-polysaccharide conju-
gate vaccines against the group A me-
ningococcus. Another exciting charac-
teristic of these vaccines is their ability
to decrease carriage of the organism by
healthy persons. This feature could in-
terrupt transmission of the organism
and protect individuals from disease.

T
hese insights, and others, may
provide us with tools needed to
vaccinate and protect the popu-

lations at risk for epidemics. But the
hurdles facing the creation of new vac-
cines are political and economic as well
as scientiÞc. The entire annual health
budget for some developing countries
is less than $5 per capita, so creative
approaches to vaccine production and
purchasing are urgently needed. It is
hoped that collaboration among man-
ufacturers, international aid agencies
and developing nations will be estab-
lished to overcome these problems.

For now, early detection of an im-
pending epidemic is crucial. Although
the current vaccine does not confer long-
term immunity, it can be used in emer-

gency campaigns during an outbreak.
Methods are being devised to guide
vaccination campaigns based on the
number of cases within a given popula-
tion. New clones might also serve as an
early-warning system. Jan T. Poolman
of the Dutch National Institute for Pub-
lic Health has developed monoclonal
antibodies to detect serogroup A menin-
gococcal clones. His work oÝers a sim-
pler and quicker way to track clones.

The spread of III-1 shows how inter-
connected the global village has become.
We were able to eliminate carriage of
the III-1 strain from a mere fraction of
U.S. pilgrims to Mecca. Fortunately, so-
cioeconomic factors probably prevent-
ed this strain from causing outbreaks
in the U.S. and Europe. We have not
been so lucky with other diseases, such
as AIDS. Testing and quarantining trav-
elers has never worked, and it clearly
will not work in the future. We will be
able to protect people in developed
countries only by making a commitment
to monitoring and to public health,
particularly in nations that have scarce
medical resources.
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AIRPORT CLINIC was quickly set up at John F. Kennedy International in New York
City in August 1987 to treat infected passengers. Pilgrims returning from Mecca
were given antibiotics, and a potential epidemic was prevented.
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CAL DISEASE. Benjamin Schwartz, Patrick
S. Moore and Claire V. Broome in Clini-
cal Microbiology Reviews, Vol. 2, Sup-
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I
f my colleagues and I are right, we
may soon be saying good-bye to the
idea that our universe was a single

Þreball created in the big bang. We are
exploring a new theory based on a 15-
year-old notion that the universe went
through a stage of inßation. During that
time, the theory holds, the cosmos be-
came exponentially large within an in-
Þnitesimal fraction of a second. At the
end of this period, the universe contin-
ued its evolution according to the big
bang model. As workers reÞned this
inßationary scenario, they uncovered
some surprising consequences. One of
them constitutes a fundamental change
in how the cosmos is seen. Recent ver-
sions of inßationary theory assert that
instead of being an expanding ball of
Þre the universe is a huge, growing frac-
tal. It consists of many inßating balls
that produce new balls, which in turn
produce more balls, ad inÞnitum.

Cosmologists did not arbitrarily in-
vent this rather peculiar vision of the
universe. Several workers, Þrst in Rus-
sia and later in the U.S., proposed the
inßationary hypothesis that is the basis
of its foundation. We did so to solve
some of the complications left by the
old big bang idea. In its standard form,

the big bang theory maintains that the
universe was born about 15 billion years
ago from a cosmological singularityÑa
state in which the temperature and den-
sity are inÞnitely high. Of course, one
cannot really speak in physical terms
about these quantities as being inÞnite.
One usually assumes that the current
laws of physics did not apply then. They
took hold only after the density of the
universe dropped below the so-called
Planck density, which equals about 1094

grams per cubic centimeter.
As the universe expanded, it gradual-

ly cooled. Remnants of the primordial
cosmic Þre still surround us in the form
of the microwave background radiation.
This radiation indicates that the tem-
perature of the universe has dropped to
2.7 kelvins. The 1965 discovery of this
background radiation by Arno A. Penzi-
as and Robert W. Wilson of Bell Labora-
tories proved to be the crucial evidence
in establishing the big bang theory as
the preeminent theory of cosmology.
The big bang theory also explained the
abundances of hydrogen, helium and
other elements in the universe.

A
s investigators developed the the-
ory, they uncovered complicat-

- ed problems. For example, the
standard big bang theory, coupled with
the modern theory of elementary parti-
cles, predicts the existence of many su-
perheavy particles carrying magnetic
chargeÑthat is, objects that have only
one magnetic pole. These magnetic
monopoles would have a typical mass
1016 times that of the proton, or about
0.00001 milligram. According to the
standard big bang theory, monopoles
should have emerged very early in the
evolution of the universe and should
now be as abundant as protons. In that
case, the mean density of matter in the
universe would be about 15 orders of
magnitude greater than its present val-

ue, which is about 10Ð29 gram per cubic
centimeter.

This and other puzzles forced phys-
icists to look more attentively at the
basic assumptions underlying the stan-
dard cosmological theory. And we
found many to be highly suspicious. I
will review six of the most diÛcult. The
Þrst, and main, problem is the very ex-
istence of the big bang. One may won-
der, What came before? If space-time
did not exist then, how could everything
appear from nothing? What arose Þrst:
the universe or the laws determining
its evolution? Explaining this initial sin-
gularityÑwhere and when it all beganÑ
still remains the most intractable prob-
lem of modern cosmology.

A second trouble spot is the ßatness
of space. General relativity suggests that
space may be very curved, with a typical
radius on the order of the Planck length,
or 10Ð33 centimeter. We see, however,
that our universe is just about ßat on a
scale of 1028 centimeters, the radius of
the observable part of the universe. This
result of our observation diÝers from
theoretical expectations by more than
60 orders of magnitude.

A similar discrepancy between theo-
ry and observations concerns the size
of the universe. Cosmological examina-
tions show that our part of the universe
contains at least 1088 elementary parti-
cles. But why is the universe so big? If
one takes a universe of a typical initial
size given by the Planck length and a
typical initial density equal to the Planck
density, then, using the standard big
bang theory, one can calculate how
many elementary particles such a uni-
verse might encompass. The answer is
rather unexpected: the entire universe
should only be large enough to accom-
modate just one elementary particleÑ
or at most 10 of them. It would be un-
able to house even a single reader of Sci-

entiÞc American, who consists of about
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1029 elementary particles. Obviously,
something is wrong with this theory.

The fourth problem deals with the
timing of the expansion. In its standard
form, the big bang theory assumes that
all parts of the universe began expand-
ing simultaneously. But how could all
the diÝerent parts of the universe syn-
chronize the beginning of their expan-
sion? Who gave the command?

Fifth, there is the question about the
distribution of matter in the universe.
On the very large scale, matter has
spread out with remarkable uniformity.
Across more than 10 billion light-years,
its distribution departs from perfect
homogeneity by less than one part in
10,000. For a long time, nobody had any
idea why the universe was so homoge-
neous. But those who do not have ideas
sometimes have principles. One of the
cornerstones of the standard cosmolo-
gy was the Òcosmological principle,Ó
which asserts that the universe must be
homogeneous. This assumption, how-
ever, does not help much, because the

universe incorporates important devia-
tions from homogeneity, namely, stars,
galaxies and other agglomerations of
matter. Hence, we must explain why the
universe is so uniform on large scales
and at the same time suggest some
mechanism that produces galaxies.

Finally, there is what I call the unique-
ness problem. Albert Einstein captured
its essence when he said: ÒWhat really
interests me is whether God had any
choice in the creation of the world.Ó In-
deed, slight changes in the physical con-
stants of nature could have made the
universe unfold in a completely diÝer-
ent manner. For example, many popu-
lar theories of elementary particles as-
sume that space-time originally had
considerably more than four dimen-
sions (three spatial and one temporal).
In order to square theoretical calcula-
tions with the physical world in which
we live, these models state that the ex-
tra dimensions have been Òcompacti-
Þed,Ó or shrunk to a small size and
tucked away. But one may wonder why

compactiÞcation stopped with four di-
mensions, not two or Þve.

Moreover, the manner in which the
other dimensions become rolled up is
signiÞcant, for it determines the values
of the constants of nature and the mass-
es of particles. In some theories, com-
pactiÞcation can occur in billions of dif-
ferent ways. A few years ago it would
have seemed rather meaningless to ask
why space-time has four dimensions,
why the gravitational constant is so
small or why the proton is almost 2,000
times heavier than the electron. Now
developments in elementary particle
physics make answering these ques-
tions crucial to understanding the con-
struction of our world.

All these problems (and others I have
not mentioned) are extremely perplex-
ing. That is why it is encouraging that
many of these puzzles can be resolved
in the context of the theory of the self-
reproducing, inßationary universe.

The basic features of the inßationary
scenario are rooted in the physics of el-
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SELF-REPRODUCING UNIVERSE in a computer simulation con-
sists of exponentially large domains, each of which has diÝer-
ent laws of physics (represented by colors). Sharp peaks are
new Òbig bangsÓ; their heights correspond to the energy den-

sity of the universe there. At the top of the peaks, the colors
rapidly ßuctuate, indicating that the laws of physics there are
not yet settled. They become Þxed only in the valleys, one of
which corresponds to the kind of universe we live in now.
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ementary particles. So I would like to
take you on a brief excursion into this
realmÑin particular, to the uniÞed the-
ory of weak and electromagnetic inter-
actions. Both these forces exert them-
selves through particles. Photons medi-
ate the electromagnetic force; the W and
Z particles are responsible for the weak
force. But whereas photons are mass-
less, the W and Z particles are extreme-
ly heavy. To unify the weak and electro-
magnetic interactions despite the obvi-
ous diÝerences between photons and
the W and Z particles, physicists intro-
duced so-called scalar Þelds.

Although scalar Þelds are not the
stuÝ of everyday life, a familiar ana-
logue exists. That is the electrostatic
potentialÑthe voltage in a circuit is an
example. Electrical Þelds appear only if
this potential is uneven, as it is between
the poles of a battery or if the potential
changes in time. If the entire universe
had the same electrostatic potential,
say, 110 volts, then nobody would no-
tice it; the potential would seem to be
just another vacuum state. Similarly, a
constant scalar Þeld looks like a vacu-
um: we do not see it even if we are sur-
rounded by it.

These scalar Þelds Þll the universe
and mark their presence by affecting
properties of elementary particles. If a
scalar Þeld interacts with the W and Z
particles, they become heavy. Particles
that do not interact with the scalar Þeld,
such as photons, remain light.

To describe elementary particle phys-
ics, therefore, physicists begin with a
theory in which all particles initially are
light and in which no fundamental dif-
ference between weak and electromag-
netic interactions exists. This diÝerence
arises only later, when the universe ex-

pands and becomes Þlled by various
scalar Þelds. The process by which the
fundamental forces separate is called
symmetry breaking. The particular val-
ue of the scalar Þeld that appears in the
universe is determined by the position
of the minimum of its potential energy.

S
calar Þelds play a crucial role in
cosmology as well as in particle
physics. They provide the mecha-

nism that generates the rapid inßation
of the universe. Indeed, according to
general relativity, the universe expands
at a rate (approximately) proportional
to the square root of its density. If the
universe were Þlled by ordinary matter,
then the density would rapidly decrease
as the universe expanded. Therefore,
the expansion of the universe would
rapidly slow down as its density de-
creased. But because of the equivalence
of mass and energy established by Ein-
stein, the potential energy of the scalar
Þeld also contributes to the expansion.
In certain cases, this energy decreases
much more slowly than does the densi-
ty of ordinary matter.

The persistence of this energy may
lead to a stage of extremely rapid ex-
pansion, or inßation, of the universe.
This possibility emerges even if one
considers the very simplest version of
the theory of a scalar Þeld. In this ver-
sion the potential energy reaches a min-
imum at the point where the scalar Þeld
vanishes. In this case, the larger the sca-
lar Þeld, the greater the potential energy.
According to EinsteinÕs theory of gravi-
ty, the energy of the scalar Þeld must
have caused the universe to expand very
rapidly. The expansion slowed down
when the scalar Þeld reached the mini-
mum of its potential energy.

One way to imagine the situation is
to picture a ball rolling down the side
of a large bowl [see upper illustration on

page 54 ]. The bottom of the bowl rep-
resents the energy minimum. The posi-
tion of the ball corresponds to the val-
ue of the scalar Þeld. Of course, the
equations describing the motion of the
scalar Þeld in an expanding universe
are somewhat more complicated than
the equations for the ball in an empty
bowl. They contain an extra term corre-
sponding to friction, or viscosity. This
friction is akin to having molasses in
the bowl. The viscosity of this liquid
depends on the energy of the Þeld: the
higher the ball in the bowl is, the thick-
er the liquid will be. Therefore, if the
Þeld initially was very large, the energy
dropped extremely slowly.

The sluggishness of the energy drop
in the scalar Þeld has a crucial implica-
tion in the expansion rate. The decline
was so gradual that the potential ener-
gy of the scalar Þeld remained almost
constant as the universe expanded. This
behavior contrasts sharply with that of
ordinary matter, whose density rapidly
decreases in an expanding universe.
Thanks to the large energy of the scalar
Þeld, the universe continued to expand
at a speed much greater than that pre-
dicted by preinßation cosmological the-
ories. The size of the universe in this
regime grew exponentially.

This stage of self-sustained, exponen-
tially rapid inßation did not last long.
Its duration could have been as short
as 10Ð35 second. Once the energy of the
Þeld declined, the viscosity nearly dis-
appeared, and inßation ended. Like the
ball as it reaches the bottom of the
bowl, the scalar Þeld began to oscillate
near the minimum of its potential ener-
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EVOLUTION OF A SCALAR FIELD leads to many inßationary
domains, as revealed in this sequence of computer-generated

images. In most parts of the universe, the scalar Þeld decreas-
es (represented as depressions and valleys). In other places,
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gy. As the scalar Þeld oscillated, it lost
energy, giving it up in the form of ele-
mentary particles. These particles in-
teracted with one another and eventu-
ally settled down to some equilibrium
temperature. From this time on, the
standard big bang theory can describe
the evolution of the universe.

The main diÝerence between inßa-
tionary theory and the old cosmology
becomes clear when one calculates the
size of the universe at the end of inßa-
tion. Even if the universe at the begin-
ning of inßation was as small as 10Ð33

centimeter, after 10Ð35 second of inßa-
tion this domain acquires an unbeliev-
able size. According to some inßation-
ary models, this size in centimeters can
equal 1010 12Ñthat is, a 1 followed by
a trillion zeros. These numbers depend
on the models used, but in most ver-
sions this size is many orders of magni-
tude greater than the size of the observ-
able universe, or 1028 centimeters.

This tremendous spurt immediately
solves most of the problems of the old
cosmological theory. Our universe ap-
pears smooth and uniform because all
inhomogeneities were stretched 1010 12

times. The density of primordial mono-
poles and other undesirable ÒdefectsÓ
becomes exponentially diluted. (Recent-
ly we have found that monopoles may
inßate themselves and thus eÝectively
push themselves out of the observable
universe.) The universe has become so
large that we can now see just a tiny
fraction of it. That is why, just like a
small area on a surface of a huge inßat-
ed balloon, our part looks ßat. That is
why we do not need to demand that all
parts of the universe began expanding
simultaneously. One domain of a small-
est possible size of 10Ð33 centimeter is

more than enough to produce every-
thing we see now.

I
nßationary theory did not always
look so conceptually simple. At-
tempts to obtain the stage of expo-

nential expansion of the universe have
a long history. Unfortunately, because
of political barriers, this history is only
partially known to American readers. 

The first realistic version of the inßa-
tionary theory came in 1979 from Alexei
A. Starobinsky of the L. D. Landau In-
stitute of Theoretical Physics in Moscow.
The Starobinsky model created a sen-
sation among Russian astrophysicists,
and for two years it remained the main
topic of discussion at all conferences
on cosmology in the Soviet Union. His
model, however, was rather complicat-
ed (it was based on the theory of anom-
alies in quantum gravity) and did not
say much about how inßation could ac-
tually start.

In 1981 Alan H. Guth of the Massa-
chusetts Institute of Technology sug-
gested that the hot universe at some
intermediate stage could expand expo-
nentially. His model derived from a the-
ory that interpreted the development of
the early universe as a series of phase
transitions. This theory was proposed
in 1972 by David A. Kirzhnits and me
at the P. N. Lebedev Physics Institute in
Moscow. According to this idea, as the
universe expanded and cooled, it con-
densed into diÝerent forms. Water va-
por undergoes such phase transitions.
As it becomes cooler, the vapor con-
denses into water, which, if cooling con-
tinues, becomes ice.

GuthÕs idea called for inßation to oc-
cur when the universe was in an unsta-
ble, supercooled state. Supercooling is

common during phase transitions; for
example, water under the right circum-
stances remains liquid below zero de-
grees Celsius. Of course, supercooled
water eventually freezes. That event
would correspond to the end of the in-
ßationary period. The idea to use super-
cooling for solving many problems of
the big bang theory was exceptionally
attractive. Unfortunately, as Guth him-
self pointed out, the postinßation uni-
verse of his scenario becomes extremely
inhomogeneous. After investigating his
model for a year, he finally renounced
it in a paper he co-authored with Erick J.
Weinberg of Columbia University.

In 1982 I introduced the so-called new
inßationary universe scenario, which
Andreas Albrecht and Paul J. Steinhardt
of the University of Pennsylvania also
later discovered [see ÒThe Inßationary
Universe,Ó by Alan H. Guth and Paul J.
Steinhardt; SCIENTIFIC AMERICAN, May
1984]. This scenario shrugged oÝ the
main problems of GuthÕs model. But it
was still rather complicated and not
very realistic.

Only a year later did I realize that in-
ßation is a naturally emerging feature in
many theories of elementary particles,
including the simplest model of the
scalar field discussed above. There is no
need for quantum gravity eÝects, phase
transitions, supercooling or even the
standard assumption that the universe
originally was hot. One just considers
all possible kinds and values of scalar
Þelds in the early universe and then
checks to see if any of them leads to
inßation. Those places where inßation
does not occur remain small. Those do-
mains where inßation takes place be-
come exponentially large and dominate
the total volume of the universe. Be-
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quantum ßuctuations cause the scalar Þeld to grow. In those
places, represented as peaks, the universe rapidly expands,

leading to the creation of inßationary regions. We live in one
of the valleys, where space is no longer inßating.
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cause the scalar Þelds can take arbitrary
values in the early universe, I called this
scenario chaotic inßation.

In many ways, chaotic inßation is so
simple that it is hard to understand why
the idea was not discovered sooner. I
think the reason was purely psycholog-
ical. The glorious successes of the big
bang theory hypnotized cosmologists.
We assumed that the entire universe
was created at the same moment, that

initially it was hot and that the scalar
Þeld from the beginning resided close
to the minimum of its potential energy.
Once we began relaxing these assump-
tions, we immediately found that inßa-
tion is not an exotic phenomenon in-
voked by theorists for solving their
problems. It is a general regime that oc-
curs in a wide class of theories of ele-
mentary particles.

That a rapid stretching of the uni-

verse can simultaneously resolve many
diÛcult cosmological problems may
seem too good to be true. Indeed, if all
inhomogeneities were stretched away,
how did galaxies form? The answer is
that while removing previously existing
inhomogeneities, inßation at the same
time made new ones. 

These inhomogeneities arise from
quantum eÝects. According to quantum
mechanics, empty space is not entirely
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The new cosmological theory is highly unusual and, un-
derstandably, may be difficult to picture. One of the

main reasons for the popularity of the old big bang sce-
nario is that imagining the universe as a balloon expand-
ing out in all directions is relatively easy. It is much harder
to grasp the structure of an eternally self-replicating frac-
tal universe. Computer simulations can help to some ex-
tent. Here I will describe some of these simulations, which
I performed with my son Dmitri, now a student at the Cal-
ifornia Institute of Technology.

We began our simulations with a two-dimensional slice
of the universe filled by an almost homogeneous scalar
field. We calculated how the scalar field changed in each
point of our domain after the beginning of inflation. Then
we added to this result sinusoidal waves, corresponding
to the quantum fluctuations that freeze.

By continually applying this procedure, we obtained a se-
quence of figures that shows the distribution of the scalar
field in the inflationary universe. (For viewing purposes,

the computer shrank down the original image, rather than
expanding the inflating domains.) The images revealed
that in the main part of the original domain the scalar field
slowly decreases [see illustrations on pages 50 and 51].
We live in such a part of the universe. Small waves frozen
on top of an almost homogeneous field eventually give
rise to the perturbations in temperature of the background
radiation the Cosmic Background Explorer satellite discov-
ered. Other parts of the picture show growing mountains,
which correspond to huge energy densities that lead to ex-
tremely rapid inflation. Hence, one can interpret each peak
as a new “big bang” that creates an inflationary “universe.”

The fractal nature of the universe became even more
apparent after we added in another scalar field. To render
things even more interesting, we considered a theory in
which the potential energy of this field has three different
minima, represented as different colors [see illustration on
page 49 ]. In a two-dimensional slice of the universe, the
colors near the peaks of the mountains change all the

time, indicating that the scalar field is rapid-
ly jumping from one energy minimum to
another. The laws of physics there are not
yet fixed. But in the valleys, where the rate
of expansion is slow, the colors no longer
fluctuate. We live in one of such domains.
Other domains are extremely far away from
us. Properties of elementary particles and
the laws of their interaction change as one
crosses from one domain to another—one
should think twice before doing so.

In another set of figures, we explored the
fractallike nature of the inflationary uni-
verse along the lines of a different theory of
particle physics. Describing the physical
meaning of these images is harder. The
strange color pattern (left ) corresponds to
the distribution of energy in the theory of
axions (a kind of scalar field). We called it a
Kandinsky universe, after the famous Rus-
sian abstractionist. Seen from a different
perspective, the results of our simulations
sometimes appear as exploding stars (oppo-
site page ).

We conducted the first series of our simu-
lations several years ago after we persuad-
ed Silicon Graphics in Los Angeles to loan
us one of their most powerful computers
for a week. Setting up the simulations was
hard work, and only on the seventh day did
we finish the first series of our calculations

On the Eighth Day. . .

A ÒKandinskyÓ universe
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empty. The vacuum is Þlled with small
quantum ßuctuations. These ßuctua-
tions can be regarded as waves, or un-
dulations in physical Þelds. The waves
have all possible wavelengths and move
in all directions. We cannot detect these
waves, because they live only brießy and
are microscopic.

In the inßationary universe the vacu-
um structure becomes even more com-
plicated. Inßation rapidly stretches the

waves. Once their wavelengths become
suÛciently large, the undulations begin
to ÒfeelÓ the curvature of the universe.
At this moment, they stop moving be-
cause of the viscosity of the scalar Þeld
(recall that the equations describing the
Þeld contain a friction term).

The Þrst ßuctuations to freeze are
those that have large wavelengths. As
the universe continues to expand, new
ßuctuations become stretched and

freeze on top of other frozen waves. At
this stage one cannot call these waves
quantum ßuctuations anymore. Most of
them have extremely large wavelengths.
Because these waves do not move and
do not disappear, they enhance the val-
ue of the scalar Þeld in some areas and
depress it in others, thus creating inho-
mogeneities. These disturbances in the
scalar Þeld cause the density perturba-
tions in the universe that are crucial for
the subsequent formation of galaxies.

I
n addition to explaining many fea-
tures of our world, inßationary the-
ory makes several important and

testable predictions. First, inßation pre-
dicts that the universe should be ex-
tremely ßat. Flatness of the universe
can be experimentally veriÞed, because
the density of a ßat universe is related
in a simple way to the speed of its ex-
pansion. So far observational data are
consistent with this prediction.

Another testable prediction is related
to density perturbations produced dur-
ing inßation. These density perturba-
tions aÝect the distribution of matter
in the universe. Furthermore, they may
be accompanied by gravitational waves.
Both density perturbations and gravita-
tional waves make their imprint on the
microwave background radiation. They
render the temperature of this radia-
tion slightly diÝerent in various places
in the sky. This nonuniformity is exact-
ly what was found two years ago by the
Cosmic Background Explorer (COBE ) sat-
ellite, a Þnding later conÞrmed by sev-
eral other experiments.

Although the COBE results agree with
the predictions of inßation, it would be
premature to claim that COBE has con-
Þrmed the inßationary theory. But it is
certainly true that the results obtained
by the satellite at their current level of
precision could have deÞnitively dis-
proved most inßationary models, and
it did not happen. At present, no other
theory can simultaneously explain why
the universe is so homogeneous and
still predict the Òripples in spaceÓ dis-
covered by COBE.

Nevertheless, we should keep an open
mind. The possibility exists that some
new observational data may contradict
inßationary cosmology. For example, if
observations tell us that the density of
the universe is considerably diÝerent
from the critical density, which corre-
sponds to a ßat universe, inßationary
cosmology will face a real challenge. ( It
may be possible to resolve this problem
if it appears, but it is fairly complex.)

Another complication has a purely
theoretical origin. Inßationary models
are based on the theory of elementary
particles, and this theory by itself is not
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and saw for the first time all these growing mountains that represent inflation-
ary domains. We were able to fly between them and to enjoy a view of our uni-
verse at the first moments of creation. We looked at the shining screen, and we
were happy—we saw that the universe is good! But our work did not last long.
On the eighth day we returned the computer, and the machine’s gigabyte hard
drive crashed, taking with it the universe that we had created.

Now we continue our studies using different methods (and a different Silicon
Graphics computer). But one can play an even more interesting game. Instead
of watching the universe at the screen of a computer, one may try to create the
universe in a laboratory. Such a notion is highly speculative, to say the least. But
some people (including Alan H. Guth and me) do not want to discard this possi-
bility completely out of hand. One would have to compress some matter in
such a way as to allow quantum fluctuations to trigger inflation. Simple esti-
mates in the context of the chaotic inflation scenario suggest that less than one
milligram of matter may initiate an eternal, self-reproducing universe.

We still do not know whether this process is possible. The theory of quantum
fluctuations that could lead to a new universe is extremely complicated. And
even if it is possible to “bake’’ new universes, what shall we do with them? Can
we send any message to their inhabitants, who would perceive their micro-
scopic universe to be as big as we see ours? Is it conceivable that our own uni-
verse was created by a physicist-hacker? Someday we may find the answers.

An ÒexplosionÓ of the scalar Þeld
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completely established. Some versions
(most notably, superstring theory) do
not automatically lead to inßation. Pull-
ing inßation out of the superstring mod-
el may require radically new ideas. We
should certainly continue the search for
alternative cosmological theories. Many
cosmologists, however, believe inßation,

or something very similar to it, is abso-
lutely essential for constructing a con-
sistent cosmological theory. The inßa-
tionary theory itself changes as particle
physics theory rapidly evolves. The list
of new models includes extended in-
ßation, natural inßation, hybrid inßa-
tion and many others. Each model has

unique features that can be tested
through observation or experiment.
Most, however, are based on the idea of
chaotic inßation.

H
ere we come to the most inter-
esting part of our story, to the
theory of an eternally existing,

self-reproducing inßationary universe.
This theory is rather general, but it looks
especially promising and leads to the
most dramatic consequences in the con-
text of the chaotic inßation scenario.

As I already mentioned, one can visu-
alize quantum ßuctuations of the scalar
Þeld in an inßationary universe as
waves. They Þrst moved in all possible
directions and then froze on top of one
another. Each frozen wave slightly in-
creased the scalar Þeld in some parts of
the universe and decreased it in others.

Now consider those places of the uni-
verse where these newly frozen waves
persistently increased the scalar Þeld.
Such regions are extremely rare, but
still they do exist. And they can be ex-
tremely important. Those rare domains
of the universe where the Þeld jumps
high enough begin exponentially ex-
panding with ever increasing speed. The
higher the scalar Þeld jumps, the faster
the universe expands. Very soon those
rare domains will acquire a much great-
er volume than other domains.

From this theory it follows that if the
universe contains at least one inßation-
ary domain of a suÛciently large size,
it begins unceasingly producing new
inßationary domains. Inßation in each
particular point may end quickly, but
many other places will continue to ex-
pand. The total volume of all these do-
mains will grow without end. In essence,
one inßationary universe sprouts other
inßationary bubbles, which in turn pro-
duce other inßationary bubbles [see il-

lustration on opposite page].
This process, which I have called eter-

nal inßation, keeps going as a chain re-
action, producing a fractallike pattern
of universes. In this scenario the uni-
verse as a whole is immortal. Each par-
ticular part of the universe may stem
from a singularity somewhere in the
past, and it may end up in a singularity
somewhere in the future. There is, how-
ever, no end for the evolution of the en-
tire universe.

The situation with the very beginning
is less certain. There is a chance that all
parts of the universe were created si-
multaneously in an initial, big bang sin-
gularity. The necessity of this assump-
tion, however, is no longer obvious. 
Furthermore, the total number of inßa-
tionary bubbles on our Òcosmic treeÓ
grows exponentially in time. Therefore,
most bubbles ( including our own part
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EVOLUTION OF THE UNIVERSE diÝers in the chaotic inßation scenario and the
standard big bang theory. Inßation increases the size of the universe by 101012, so
that even parts as small as 10Ð33 centimeter (the Planck length) exceed the radius
of the observable universe, or 1028 centimeters. Inßation also predicts space to be
mostly ßat, in which parallel lines remain Òparallel.Ó (Parallel lines in a closed uni-
verse intersect; in an open one, they ultimately diverge.) In contrast, the original
hot big bang expansion would have increased a Planck-size universe to only 0.001
centimeter and would lead to diÝerent predictions about the geometry of space.

SCALAR FIELD in an inßationary universe can be modeled as a ball rolling down
the side of a bowl. The rim corresponds to the Planck density of the universe, above
which lies a space-time Òfoam,Ó a region of strong quantum ßuctuations. Below the
rim (green ), the ßuctuations are weaker but may still ensure the self-reproduction
of the universe. If the ball stays in the bowl, it moves into a less energetic region
(orange), where it slides down very slowly. Inßation ends once the ball nears the
energy minimum (purple), where it wobbles around and heats the universe.
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of the universe) grow indeÞnitely far
away from the trunk of this tree. Al-
though this scenario makes the exis-
tence of the initial big bang almost ir-
relevant, for all practical purposes, one
can consider the moment of formation
of each inßationary bubble as a new
Òbig bang.Ó From this perspective, inßa-
tion is not a part of the big bang theo-
ry, as we thought 15 years ago. On the
contrary, the big bang is a part of the
inßationary model.

In thinking about the process of self-
reproduction of the universe, one can-
not avoid drawing analogies, however
superÞcial they may be. One may won-
der, Is not this process similar to what
happens with all of us? Some time ago
we were born. Eventually we will die,
and the entire world of our thoughts,
feelings and memories will disappear.
But there were those who lived before
us, there will be those who will live after,
and humanity as a whole, if it is clever
enough, may live for a long time.

Inßationary theory suggests that a
similar process may occur with the uni-
verse. One can draw some optimism
from knowing that even if our civiliza-
tion dies, there will be other places in the
universe where life will emerge again
and again, in all its possible forms.

C
ould matters become even more
curious? The answer is yes. Until
now, we have considered the

simplest inßationary model with only
one scalar Þeld, which has only one
minimum of its potential energy. Mean-
while realistic models of elementary
particles propound many kinds of sca-
lar Þelds. For example, in the uniÞed
theories of weak, strong and electro-
magnetic interactions, at least two oth-
er scalar Þelds exist. The potential ener-
gy of these scalar Þelds may have sev-
eral diÝerent minima. This condition
means that the same theory may have
diÝerent Òvacuum states,Ó correspond-
ing to diÝerent types of symmetry
breaking between fundamental interac-
tions and, as a result, to diÝerent laws
of low-energy physics. ( Interactions of
particles at extremely large energies do
not depend on symmetry breaking.)

Such complexities in the scalar Þeld
mean that after inßation the universe
may become divided into exponentially
large domains that have diÝerent laws
of low-energy physics. Note that this di-
vision occurs even if the entire universe
originally began in the same state, cor-
responding to one particular minimum
of potential energy. Indeed, large quan-
tum ßuctuations can cause scalar Þelds
to jump out of their minima. That is,
they jiggle some of the balls out of their
bowls and into other ones. Each bowl

corresponds to alternative laws of par-
ticle interactions. In some inßationary
models, quantum ßuctuations are so
strong that even the number of dimen-
sions of space and time can change.

If this model is correct, then physics
alone cannot provide a complete expla-
nation for all properties of our allot-
ment of the universe. The same physi-
cal theory may yield large parts of the
universe that have diverse properties.
According to this scenario, we Þnd our-
selves inside a four-dimensional domain
with our kind of physical laws, not be-
cause domains with diÝerent dimen-
sionality and with alternative proper-
ties are impossible or improbable but
simply because our kind of life cannot
exist in other domains.

Does this mean that understanding
all the properties of our region of the
universe will require, besides a knowl-
edge of physics, a deep investigation of
our own nature, perhaps even includ-
ing the nature of our consciousness?
This conclusion would certainly be one
of the most unexpected that one could
draw from the recent developments in
inßationary cosmology.

The evolution of inßationary theory
has given rise to a completely new cos-
mological paradigm, which diÝers con-
siderably from the old big bang theory
and even from the Þrst versions of the
inßationary scenario. In it the universe
appears to be both chaotic and homo-

geneous, expanding and stationary. Our
cosmic home grows, ßuctuates and eter-
nally reproduces itself in all possible
forms, as if adjusting itself for all pos-
sible types of life that it can support.

Some parts of the new theory, we
hope, will stay with us for years to
come. Many others will have to be con-
siderably modiÞed to Þt with new ob-
servational data and with the ever
changing theory of elementary parti-
cles. It seems, however, that the past
15 years of development of cosmology
have irreversibly changed our under-
standing of the structure and fate of
our universe and of our own place in it.
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ent universes. The properties of space in each bubble do not depend on the time
when the bubble formed. In this sense, the universe as a whole may be stationary,
even though the interior of each bubble is described by the big bang theory.
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A
ll ßowers are assemblages of sev-
eral distinct types of organs. They
may have sepals (modiÞed leaf-

like structures), petals, stamens (which
make pollen) and carpels (which are
subunits of a plantÕs ovaries). In almost
all wild ßowers that have a full comple-
ment of these organs, their order from
the periphery to the center of the ßow-
er is sepals-petals-stamens-carpels. In-
dividual species and varieties, however,
diÝer in their characteristic shapes and
arrangements of these components.

Because the order of ßoral organs 
in a plant is one of its inherited traits,
the information describing that pattern
must be carried in its genetic material.
Yet how can the one-dimensional order
of base pairs in chromosomal DNA, the
repository of inherited information, en-
code the three-dimensional structure of
a ßowerÑor of any other organism, for
that matter?

The mechanisms of developmental
pattern formation are still only partly
understood. It is clear, however, that the
relative position of a cell within an or-
ganism is what instructs that cell about
what kinds of structures it and its proge-
ny should form. This positional infor-
mation is conveyed through combina-

tions or gradients of regulatory proteins
that are present in speciÞc regions of
the organism.

My colleagues and I have chosen to
study the genesis of pattern in ßowers
because of its simplicity. Flowers gener-
ally consist of only the four easily distin-
guished types of organs, each of which
is composed of a small number of cell
types, and plants can be maintained and
manipulated easily in the laboratory. We
have taken a genetic approach to the
problem: that is, we alter the DNA of the
plants and observe the eÝects on the
Þnal structure of the ßowers, then draw
inferences about the mechanisms at
work. Those inferences can be tested
by both genetic and biochemical exper-
iments, some of which involve design-
ing and producing new types of ßowers.

The ability to reorder and transform
ßowers according to our desires cannot
be considered trivial in a world where
most human food consists of ßower
parts or products, such as grains and
fruits. Someday, when understanding of
pattern development in ßowers is more
advanced, it should be possible to cre-
ate plants that produce more of those
structures that are most precious to us.
Our laboratory has already taken some
steps in that direction.

E
ven before my colleagues and I
started our experiments on ßoral
pattern formation, we knew that

a genetic approach was bound to suc-
ceed. Breeders have genetically altered
many horticultural varieties of plants
to display abnormal orders or numbers
of organs in their ßowers. Indeed, most
prized ornamental varieties of ßowers
are developmental monstrosities in
which genetic mutations have disrupt-
ed the normal processes of pattern for-
mation. For instance, wild roses have
only Þve petals, whereas the hybrid tea
roses in my backyard have 35 or 40.

Wild camellias have stamens and carpels
(as they must, to produce seeds). In my
front yard, however, is a horticultural
camellia (Pink Perfection) that has nei-
therÑinstead it has many extra petals
in the positions that stamens and car-
pels would normally occupy.

From such genetic variants one can
infer that alterations in the DNA se-
quence of plants can change the usual
organ order of ßowers in consistent
ways. We therefore knew we would learn
much about the genetics of pattern for-
mation in ßowers by looking at mutant
varieties. Yet genetic analysis in roses
and camellias is diÛcult because rigor-
ous studies need large numbers of them.
The lengthy generations and large size
of those plants make them too expen-
sive for a basic research laboratory.

We thus began our studies by choos-
ing as an experimental subject a rapid-
ly breeding, tiny weed in the mustard
family called Arabidopsis thaliana, or
mouse ear cress. It grows well indoors
under ordinary ßuorescent lights and
is small enough that several thousand
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ELLIOT M. MEYEROWITZ, professor of
biology at the California Institute of Tech-
nology, studies the cellular and molecu-
lar mechanisms of pattern formation in
ßower development. Meyerowitz gradu-
ated summa cum laude in biology from
Columbia College in 1973. In his doctor-
al research at Yale University and post-
doctoral work at Stanford University, he
used Drosophila fruit ßies to study de-
velopment in animals. After joining the
Caltech faculty in 1980, however, he be-
came fascinated by plant development
and refocused his research interests on
the ßowering plant Arabidopsis.

The Genetics 
of Flower Development

Flower cells learn which organs to become from genes that convey 
positional information. A model based on just half a dozen such genes

can predict how mutations will a›ect floral structure

by Elliot M. Meyerowitz

TINY FLOWERS of Arabidopsis thaliana,
or mouse ear cress (right ), are excellent
subjects for the genetic study of ßoral
organ development. Because these plants
are small, thousands can be cultivated
on a laboratory bench (above).
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plants can grow to maturity on a
tabletop. In much of Europe and
the U.S., it is a frequently en-
countered meadow or lawn plant,
with sprays of small, white ßow-
ers that mature as elongated
fruits Þlled with tiny seeds. De-
spite its size, Arabidopsis is in all
fundamental aspects a typical
ßowering plant.

Normal Arabidopsis ßowers
consist of four concentric re-
gions, or whorls, each occupied
by a diÝerent type of ßoral organ.
At the periphery are four green
sepals, which surround a second
whorl of four white petals. With-
in the petals are the third whorl,
containing six stamens (four long,
two short) and the innermost
whorl, which is an ovary made of
two fused carpels.

Each ßower begins its develop-
ment as a primordium, or out-
growth of undiÝerentiated cells
near the tip of a ßowering stem.
Through a combination of cell
division, cellular diÝerentiation
and cellular elongationÑall oc-
curring in precise positionsÑthis small
primordium develops into a ßower. The
question, therefore, is how the cells of
the primordium learn their positions. 

Our initial genetic experiments looked
at mutant strains in which the order of
ßoral organs was abnormal. We hoped
to identify single genes whose protein
products are essential for pattern for-
mation: without them, undiÝerentiated
cells in developing ßowers will misin-
terpret their position and become nor-
mal organs in inappropriate locations.
We obtained many such strains, both
by applying the mutagenic chemical
ethyl methane sulfonate to seeds and
by soliciting Arabidopsis strains with
abnormal ßowers from our colleagues,
such as Maarten Koornneef of the Agri-
cultural University of Wageningen in
the Netherlands.

Initially, all the mutant ßowers we saw
fell into three classes. One class, caused
by mutations that inactivate the gene
APETALA2, has carpels instead of se-
pals in the Þrst whorl and stamens in-
stead of petals in the second whorl. (By
scientiÞc convention, the names of Ara-
bidopsis genes are written in all capital
letters; plants that have mutations in
those genes have the same names, writ-
ten in lowercase.)

A second class is caused by muta-
tions in either of the genes APETALA3

or PISTILLATA. These ßowers have se-
pals in their Þrst and second whorls
and carpels in their third and fourth. 

In the third class of mutants, in which
the gene AGAMOUS is inactive, the ab-

normal radial order of organs is sepals-
petals-petals-sepals. These agamous

mutants also have additional internal
whorls of organs that repeat the pat-
tern in the outer whorls. The presence
of these extra parts suggests that the
AGAMOUS gene product, in addition to
establishing the identity of the organs
in the third and fourth whorls, stops
ßower development after the fourth
whorl has been established.

E
ach of these three classes of mu-
tants is missing a diÝerent genet-
ic activity essential to normal ßo-

ral pattern formation. For simplicity, I
will call the activity absent in apetala2

mutants A, the activity missing in ape-
tala3 and pistillata mutants B, and the
activity absent in agamous mutants C.

Even with just that little information,
we were able to build a simple provi-
sional hypothesis, or working model,
about how these four genes might nor-
mally contribute to the speciÞcation of
organ identity in developing ßowers.
The model has three parts. First, the

protein encoded by each of these
genes is active early in the region
aÝected by mutations in its genes.
The A activity gene APETALA2

therefore acts in the Þrst and sec-
ond whorls, the B activity genes
APETALA3 and PISTILLATA act in
the second and third whorls, and
the C activity gene AGAMOUS acts
in the third and fourth whorls.

Second, combinations of these
gene products determine the
identity of ßoral organs develop-
ing from the primordium. Any or-
gan that forms in a region where
only the A activity is present will
develop into a sepal. Any organ
forming where both the A and B
activities are present becomes a
petal. The combined presence of
the B and C activities creates sta-
mens. If only the C activity is
present, the emerging organ is 
a carpel.

The third part of the model is
that the A and C activities are mu-
tually exclusive: any region where
A is present will lack C activity,
and vice versa. If A activity is

eliminated (as in the apetala2 mutants),
C will be abnormally present in the Þrst
and second whorls. Conversely, if C is
absent (as in agamous mutants), A will
be abnormally present in the third and
fourth whorls.

These three rules are suÛcient to ex-
plain the ßowers produced by the mu-
tants. Of course, the fact that the mod-
el is consistent with the evidence is not
a demonstration that it is correctÑthe
model must be tested.

Simple genetic experiments provide
one type of test. The model makes spe-
ciÞc predictions about what should hap-
pen if we eliminate pairs of activities. If
both the A and B activities are eliminat-
edÑby breeding plants with mutations
in both the APETALA2 and APETALA3

genes, for exampleÑthe ßower primor-
dium should have only C activity (which
will extend to the Þrst and second
whorls because A activity is absent). The
model therefore predicts that all the
ßoral organs should be carpels. When
we performed the experiment, it con-
Þrmed this prediction. By similar rea-
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FLORAL ORGANS are of four basic types: the leaf-
like sepals, the petals, the stamens (the male repro-
ductive organs) and the carpels (the female repro-
ductive organs). In many varieties of ßowers, these
organs are arranged in four concentric whorls.

GENETIC STUDIES OF FLOWERS from normal and mutant varieties of Arabidopsis
have produced a simple model that explains the pattern of organs. Combinations
of three genetic activitiesÑA, B and CÑare suÛcient to specify the identity of the
organs in each whorl. Schematic diagrams of the ßowers and charts of the genetic
activities in each whorl are shown for several varieties of Arabidopsis. In normal
ßowers, A is active in whorls 1 and 2, B in whorls 2 and 3, and C in whorls 3 and 4.
The A and C activities are complementary: if one is missing, the other manifests it-
self in all the whorls. Sepals grow from tissues in which only A is present; petals
result from a combination of A and B. Stamens develop where both B and C are
present, and carpels are produced where only C is active.
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soning, if both B and C are eliminated,
as in the double mutant combination
apetala3 agamous, all ßoral organs
should develop as sepals. They do.

From the types of ßowers we ob-
served, we had no way of knowing in
advance what types of organs would
arise in mutant plants that had only
the B activity. Nevertheless, the model
did still tell us that the organs found in
the Þrst and fourth whorls should be
of the same type and diÝerent from
those found in the second and third
whorls. When we bred apetala2 aga-

mous double mutants (which do lack
both the A and C activities), we found
that they have leaves in the Þrst and
fourth whorls and organs intermediate
between petals and stamens in whorls
two and three.

Moreover, in triple mutant ßowers
that lack the activity of all three func-
tional classes of genes, all the ßoral or-
gans diÝerentiate as leaves. These re-
sults further conÞrm the model and in-
dicate that the A, B and C activities seem
suÛcient for specifying not only the
diÝerences among the ßoral organs
but also between the ßoral organs and
the vegetative organs, leaves.

Further evidence of the validity of
our radial pattern model came after we
and others cloned some of the genes
that specify the identity of ßower or-
gans. The availability of those clones al-
lowed us to perform experiments based
on the technique known as in situ hy-

bridization. Using the clones as a tem-
plate, we created ÒantisenseÓ RNA mol-
ecules complementary to the RNA prod-
ucts of the genes. These antisense mol-
ecules contained small quantities of
radioactive elements.

When applied to sections of ßoral tis-
sue, the antisense probes bound to any
complementary RNA from active genes

in the cells. By laying a Þlm emulsion
over the tissue and exposing it to the
probesÕ radiation, we could Þnd where
the probes bound and therefore where
the genes of interest were active.

The Þrst gene we were able to clone
was that for C activity, AGAMOUS. The
in situ hybridization of AGAMOUS

probes to sections of developing ßow-
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APETALA2 APETALA3 double mu-
tants lack both A and B activities.
The C activity expands into all the
whorls, so all the organs are carpels. 

APETALA3 AGAMOUS double mu-
tants lack both B and C activities.
The A activity expands into all the
whorls, so all the organs are sepals.

IN SITU HYBRIDIZATION experiments conÞrm the predictions of the genetic mod-
el by showing where the organ-identity genes are active. Radioactive probe mole-
cules bind to the RNA produced by speciÞc active genes. At the left, probes for
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ers veriÞed a prediction of the model:
RNA from AGAMOUS appears early in
ßower development and only in those
regions of the primordium that later
become the third and fourth whorls.

Our genetic model also states that
when A activity is absent, the C activity
should extend abnormally into the Þrst
and second whorls. Once again, in situ

hybridization conÞrmed a prediction
of the model. When we tested apetala2

mutant ßowers, we found AGAMOUS

RNA in all four whorls of the develop-
ing ßowers. Later, after cloning the APE-

TALA3 and PISTILLATA genes, we con-
ducted similar probes for B activity. As
anticipated, those genes were active in
the second and third whorls.

Cloning these organ-identity genes
made the in situ hybridization experi-
ments possible, but it also brought an-
other, more far-reaching beneÞt. By an-
alyzing the DNA of the genes, we could
begin to understand the proteins they
produced and see how they acted at the
subcellular level.

For instance, a sizable part of the pro-
tein that AGAMOUS encodes is strong-
ly similar, in terms of its constituent
amino acid sequence, to certain proteins
found in yeast, humans and other or-
ganisms. This class of proteins is known
to bind to DNA and to regulate the tran-
scription of genes into RNA. In other
words, these proteins act as molecular
switches, turning other genes on or oÝ
by binding to speciÞc DNA sequences
found near them.

A. Nordheim and his co-workers at
the Hanover Medical School in Germany
have shown that the AGAMOUS protein
does indeed bind to DNA. It is therefore
highly likely that it, like other proteins
of its class, serves a regulatory function.

We still do not know which genes the
AGAMOUS protein binds and regulates
in the Arabidopsis ßower, but we can
postulate that it controls the activity of
a series of downstream genes. Those
genes may themselves be regulators of
other genes, or they may make the
Þnal protein products that diÝerentiate
one ßoral cell type from another. ( Inci-
dentally, a human relative of AGAMOUS
makes a protein called serum response
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APETALA2 AGAMOUS double mu-
tants have leaves in whorls 1 and 4
and organs intermediate between pet-
als and stamens in whorls 2 and 3.

TRIPLE MUTANTS that lack all three
categories of genetic activities have
ßowers that consist entirely of leaves
arranged in whorls.

AGAMOUS RNA (red ) localize within the primordium of a normal ßower that will
later become parts of the stamens and carpels. At the right, probes for APETALA3
RNA (yellow) bind to the regions that will diÝerentiate as petals and stamens.
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factor that regulates the oncogene c-
fos, which may be involved in human
cancers. This remarkable parallel be-
tween human and plant gene control un-
derlines the evolutionary unity of life.)

While we were cloning AGAMOUS in
Arabidopsis, Hans Sommer, Zsuzsanna
Schwarz-Sommer and Heinz Saedler and
their colleagues at the Max Planck Insti-
tute for Plant Breeding in Cologne were
busy cloning a gene named DEFICIENS

in snapdragons. DEFICIENS provides the
equivalent of B activity in those plants
(which are only distantly related to Ara-

bidopsis). Mutants in DEFICIENS have
been known for many decades. Notably,
DEFICIENS is a member of the same
class of DNA-binding proteins as AGA-

MOUS, which suggested that other ßoral
pattern genes might be as well.

The German group has subsequently
cloned a series of snapdragon regulato-
ry genes. So far the snapdragon genes
correspond one for one with the Ara-

bidopsis genes, both in the related pro-
tein sequences that they encode and in
the types of pattern abnormalities that
result from their loss. We and our Ger-
man colleagues have also found in each
plant many members of this gene fam-
ily that do not correlate with any known
ßoral mutants but that are nonetheless
active in parts of developing ßowers.
This gene family may hold additional
clues to ßower development.

W
e thus arrive at a picture of a
small set of regulatory genes
that determine organ identity

by becoming active in a highly speciÞc
pattern and controlling other genes
through a regulatory cascade. Yet how
is it that these regulatory genes know
to come on in the right places early in
ßower development?

The answer is that these genes are
themselves only in the middle, not at
the beginning, of the regulatory cas-
cade. The cells that express organ-iden-
tity genes must be diÝerent from their
neighbors even before those genes turn

on. The concentric regions that will later
represent domains of organ fate must
already be established. The organ-iden-
tity genes therefore represent an essen-
tial step in the intracellular interpreta-

tion of position, although they are not
themselves involved in the initial estab-

lishment of positional diÝerences.
Another set of regulatory genes, act-

ing even earlier in development, seems
to establish the positional domains with-
in ßowers. One of these genes is called
SUPERMAN. (It has also been studied
under the name FLO10 by George W.
Haughn, now at the University of Sas-
katchewan, and his colleagues.) In the
ßowers of plants with defects in this
gene, the fourth whorl does not contain
carpels, it contains extra stamens (which
is why the mutant was jokingly named
superman). According to the genetic
model, this pattern implies that the B
activity is present in the fourth whorl
of these mutant ßowers, which in turn
suggests that the SUPERMAN gene nor-
mally prevents B activity in that whorl.

If so, then we can hypothesize that
ßowers with mutations in both their
SUPERMAN and APETALA3 genes will
look like apetala3 mutants: if APETA-

LA3 is nonfunctional, it does not mat-
ter whether it is regulated improperly.
Breeding experiments have conÞrmed
that prediction. Similarly, they have
borne out two others: that mutants
lacking both SUPERMAN and AGAMOUS

activities will have sepals surrounding
three whorls of petals and that triple
mutants of the superman agamous

apetala2 variety will have leaves sur-
rounding three whorls of organs inter-
mediate between stamens and petals.

In situ hybridization experiments also
support the idea that SUPERMAN regu-
lates the B activity genes. RNA from
APETALA3 and PISTILLATA appears in
the fourth whorl of superman mutants,
as well as in the usual positions in the
second and third whorls.

The SUPERMAN geneÕs function ex-
plains why B activity genes do not turn
on in the fourth whorl. Still, it does not
explain why those genes do turn on in
the second and third whorls at the right
time in development. The answer seems
to involve a gene that acts even earlier,
LEAFY. Flowers of plants lacking an ac-
tive LEAFY gene have neither petals nor
stamens. In their place is a series of or-
gans similar to sepals. But these organs
do not grow in concentric rings, as the
normal second and third whorl organs
do. Instead they appear in a spiral ar-
rayÑthe same array that characterizes
the position of leaves on the stem of an
Arabidopsis plant.

The LEAFY gene ordinarily seems to
tell the cells of the second and third
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SUPERMAN AND LEAFY genes act early
in ßower development and inßuence
which cells will express the A, B and C
activities. SUPERMAN regulates the B ac-
tivity genes. Thus, superman mutants
(top) have stamens in whorl 4 and a cor-
responding reduction in carpels. The su-
perman agamous double mutants (sec-
ond from top) have petals in whorls 2, 3
and 4. Superman agamous apetala2 mu-
tants (third from top) have leaves sur-
rounding organs intermediate between
stamens and petals. The leafy mutant
ßowers (bottom) have only sepallike or-
gans in a spiral array like that of the
leaves on the stems.
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whorl that they are in ßowers. Without
this information, the cells divide in a
pattern usually seen outside ßowers,
on stems. Because these organs resem-
ble sepals, one can infer that A activity
is present in them and that LEAFY is
not required for the initial activation of
A genes. Because the center of leafy mu-
tant ßowers can have carpels, LEAFY

does not seem to be required for the
initiation of C activity, either.

But LEAFY does appear to be crucial
to the initial expression of B activity,
because without it, petals and stamens
do not form. It must also be the key to
even more fundamental functions that
specify the relative position and the ra-
dial order of organs.

T
he results of genetic and molecu-
lar tests are consistent with that
conclusion. Mutants that lack

function in both their LEAFY and APE-

TALA3 genes have the same appearance
as those lacking just LEAFY: none have
B activity. Also, in leafy mutants, the
amount of RNA from APETALA3 is
much lower than in normal ßowers. The
protein product of LEAFY is therefore
probably an activator of APETALA3. 

Experiments to Þnd when the LEAFY

gene becomes active have also had re-
sults consistent with this addition to our
original genetic model. Enrico S. Coen of
the John Innes Institute in Norwich, En-
gland, and his co-workers had cloned a
gene with a function related to that of
LEAFY from a snapdragon. Using that
gene as a probe, we were then able to
clone LEAFY from Arabidopsis. On the
basis of RNA studies, LEAFY and the re-
lated snapdragon gene seem to be the
earliest genes known to be active in
ßower development. Their RNA prod-
ucts appear when the initial clusters of
cells that become ßower primordia Þrst
form, long before the organ-identity
genes become active.

Mutations in other genes indicate that
they too serve early functions in ßower
development, and no doubt additional
organ-identity genes will be discovered
as well. We nonetheless have what ap-
pears to be at least an outline of the 
genetic hierarchies that control ßower
development in Arabidopsis. As the
groups at the John Innes Institute and
the Max Planck Institute have revealed,
the Arabidopsis genes are comparable
to those known in snapdragons. Relat-
ed genes direct pattern formation in
the development of other ßowers, ac-
cording to recent research. The genetic
model of ßower development described
here may therefore hold true for many
ßowers that have a radial patternÑper-
haps even all of them.

Equipped with a predictive genetic

model and a knowledge of some of the
genes that specify ßoral organs, re-
searchers now have a considerable de-
gree of control over the development of
ßowers. It is possible to take the cloned
genes, to alter either the proteins they
encode or their patterns of action, and
to reintroduce them to plants to alter
ßower development in desirable ways.

A collaborative project between my
former postdoctoral fellow Martin F.
Yanofsky, now at the University of Cal-
ifornia at San Diego, and our laborato-
ry may be a forerunner of the type of
experiment that could someday be rou-
tine. Working with clones of the AGA-
MOUS gene, we altered the adjacent

control sequences that regulate when
and where it will be active. We replaced
these sequences with ones from a dif-
ferent gene expressed in all cells. We
then inserted this recombinant gene
into tobacco plants. As we expected, the
resulting plants had carpels (and devel-
oping ovules) in the positions usually
occupied by sepals and had stamens
where petals would ordinarily be.

There is no direct use for tobacco
plants of this kind. Nevertheless, they
are living testaments to the power that
our growing understanding of the mo-
lecular basis of ßower development al-
ready grants us over the structure and
function of some plants.
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GRAINS, FRUITS and other ßower products make up most of the food consumed
by humans. The ability to manipulate the development and form of ßowers may
someday help create more productive crops.
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SCIENCE IN PICTURES

EscherÕs Metaphors
The prints and drawings of M.C. Escher 

give expression to abstract concepts 
of mathematics and science

by Doris Schattschneider

M�bius Strip II, 1963
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T
hroughout his life Maurits
nelis Escher (he used only M.C.)
remarked on his inability to

understand mathematics, declaring
himself Òabsolutely innocent of
training or knowledge in the ex-
act sciences.Ó Yet even as a child,
Escher was intrigued by order
and symmetry. The fascination
later led him to study patterns
of tiles at the Alhambra in Gra-
nada, to look at geometric draw-
ings in mathematical papers (with
the advice of his geologist broth-
er) and ultimately to pursue his
own unique ideas for tiling a plane.

EscherÕs attention to the coloring of
his drawings of interlocked tiles anticipat-
ed the later work of mathematicians and crys-
tallographers in the Þeld of color symmetry. His
works are now commonly used to illustrate these concepts.
His exhibit in conjunction with the 1954 International Con-
gress of Mathematicians in Amsterdam and the publication

of his Þrst book (The Graphic

Work of M. C. Escher) in 1959
struck a chord with mathe-
maticians and scientists that
still resonates strongly. He
wrote that a main impetus
for his work was Òa keen in-

terest in the geometric laws
contained by nature around us.Ó

In expressing his ideas in graphic
works, he provided arresting visual

metaphors for fundamental ideas in
science.

Escher was born in 1898 in the town of
Leeuwarden, Holland. The youngest son of a civ-

il engineer, he grew up with four brothers in Arnhem. Al-
though three of his brothers pursued science or engineering,
Escher was a poor mathematics student. With the encour-

M. C. ESCHER views himself in a mir-
ror in this ÒscratchÓ drawing with

lithographic ink.

Cor-

Self-Portrait, 1943

MOBIUS STRIP II harbors a procession of ants crawling in an
endless cycle. With a Þnite number of Þgures, Escher de-

picts inÞnity through the continuous traversal of an
endless loop. The ants demonstrate as well that

this unusual loop (originally printed vertically)
has only one side.

¬
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agement of his high school art teacher,
he became interested in graphic arts,
Þrst making linoleum cuts.

In 1919 he entered the School for Ar-
chitecture and Decorative Arts in Haar-
lem, intending to study architecture. But
when he showed his work to Samuel Jes-
surun de Mesquita, who taught graphic
arts there, he was invited to concen-
trate in that Þeld. De Mesquita had a
profound inßuence on Escher, both as
a teacher (particularly of woodcut tech-
niques) and later as a friend and fellow
artist.

After Þnishing his studies in Haarlem,
Escher settled in Rome and made many
extensive sketching tours, mostly in
southern Italy. His eyes discerned strik-
ing visual eÝects in the ordinaryÑar-
chitectural details of monumental build-
ings from unusual vantage points, light
and shadow cast by warrens of stair-
cases in tiny villages, clusters of hous-
es clinging to mountain slopes that
plunged to distant valleys and, at the
opposite scale, tiny details of nature as
if viewed through a magnifying glass.
In his studio, he would transform the
sketches into woodcuts and lithographs.

In 1935 the political situation became
unendurable, and with his wife and
young sons, Escher left Italy forever. Af-
ter two years in Switzerland and then
three years in Uccle, near Brussels, they

settled permanently in Baarn, Holland.
These years also brought an abrupt turn
in EscherÕs work. Almost all of it from
this time on would draw its inspiration
not from what his eyes observed but
rather from his mindÕs eye. He sought to
give visual expression to concepts and
to portray the ambiguities of human ob-
servation and understanding. In do-
ing so, he often found himself in a
world governed by mathematics.

Escher was fascinated, almost
obsessed, with the concept of the
Òregular division of the plane.Ó
In his lifetime, he produced
more than 150 color drawings
that testiÞed to his ingenu-
ity in creating Þgures that
crawled, swam and soared,
yet Þlled the plane with their
clones. These drawings illus-
trate symmetries of many
diÝerent kinds. But for Esch-
er, division of the plane was
also a means of capturing in-
Þnity. Although a tiling such
as the one using butterßies
[see illustration below] can in
principle be continued indef-
initely, thus giving a sugges-
tion of inÞnity, Escher was chal-
lenged to contain inÞnity with-
in the conÞnes of a single page.

ÒAnyone who plunges into inÞn-

Triangle System I B3 Type 2, 1948

SYMMETRY is a structural concept that
shapes many mathematical and physi-
cal models. In EscherÕs drawing the
butterßies seem to Þll the page ran-
domly, yet each one is precisely placed
and surrounded in exactly the same
way. Always six ( in alternating colors)
swirl about a point where left front
wingtips meet; always three ( in differ-
ent colors) spin about a point where
right back wings touch; and always
pairs (of different colors) line up the
edges of their right front wings. Along
with rotational symmetry, the draw-
ing has translational symmetry based
on a triangular grid. The pattern can
continue forever in all directions and
so provides an implicit metaphor of
inÞnity. EscherÕs attention to coloring
anticipated discoveries by mathemati-
cians in the Þeld of color symmetry.

Circle Limit IV, 
1960
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ity, in both time and space, far-
ther and farther without stop-
ping, needs Þxed points, mile-
posts as he ßashes by, for oth-
erwise his movement is indis-
tinguishable from standing
still,Ó Escher wrote. ÒHe must
mark oÝ his universe into
units of a certain length,
into compartments which
repeat one another in end-
less succession.Ó

After completing several
prints in which Þgures end-
lessly diminish in size as
they approach a central van-
ishing point [see Whirlpools
on page 71], Escher sought a

device to portray progressive
reduction in the opposite direc-

tion. He wanted Þgures that re-
peated forever, always approach-

ingÑyet never reachingÑan encir-

cling boundary. In 1957 the mathema-
tician H.S.M. Coxeter sent Escher a re-
print of a journal article in which he il-
lustrated planar symmetry with some
of EscherÕs drawings. There Escher
found a Þgure that gave him Òquite a
shockÓÑa hyperbolic tessellation of tri-

DUALITY is perhaps the most prevalent theme in Escher's later prints. In mathematics, a
statement has a negation, and a set has a complement; in every case, the object and its
dual completely define each other. In Circle Limit IV, there are no outlines. The contours
of the angels and devils deÞne one another. Either is Þgure or ground (Escher reminds us
by omitting detail in half the Þgures). In this hyperbolic tiling the Þgures appear to our Eu-

clidean eyes to become more distorted as they diminish in size. Yet measured by the ge-
ometry intrinsic to the world of the print, every angel is exactly the same size and

shape, and so is every devil. An inÞnite number of copies repeat forever, never
leaving the conÞnes of the circle.

SELF-SIMILARITY is illustrated in the
print Square Limit, constructed using
a recursive scheme of EscherÕs own in-
vention. A set of directions that is ap-
plied to an object to produce new ob-
jects, then applied to the new objects
and so on, ad inÞnitum, is called a re-
cursive algorithm. The end product is
self-similar when all the Þnal objects
are the same as the original, except for
changes of scale, orientation or posi-
tion. A sketch (top right ) sent by Esch-
er to the mathematician H.S.M. Cox-
eter to explain the print shows that the
underlying grid involves a recursive
splitting of isosceles triangles. In exe-
cuting the print, Escher carved the
woodblock only for a triangle having
its apex at the center of the square and
its base as one side of the squareÑand
printed the block four times.

Square Limit, 1964
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angles that showed exactly the eÝect he sought. From a careful study
of the diagram, Escher discerned the rules of tiling in which circular
arcs meet the edge of an encompassing circle at right angles. During
the next three years, he produced four diÝerent prints based on this
type of grid, of which Circle Limit IV [see top illustration on preceding

two pages ] was the last.
Four years later Escher devised his own solution to the problem of

inÞnity within a rectangle [see bottom illustration on preceding page].
His recursive algorithmÑa set of directions repeatedly applied to an
objectÑresults in a self-similar pattern in which each element is relat-
ed to another by a change of scale. Escher sent Coxeter a sketch of the
underlying grid, apologizing: ÒI fear that the subject wonÕt be very in-
teresting, seen from your mathematical point of view, because itÕs re-
ally simple as a ßat Þlling. None the less it was a headaching job to Þnd
an adequate method to realise the subject in the simplest possible way.Ó
In a lecture a few summers ago mathematician William P. Thurston,
director of the Mathematical Sciences Research Institute at the Uni-
versity of California at Berkeley, illustrated the concept of self-similar
tiling with just such a grid, unaware of EscherÕs earlier discovery.

Curiously, self-similar patterns provide examples of Þgures that
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RELATIVITY states that what an observer sees is inßuenced by con-
text and vantage point. In the lithograph High and Low, Escher pre-
sents two diÝerent views of the same scene. In the lower half the
viewer is on the patio; in the upper half the viewer is looking down.
Now draw back from the print : Is that tiled diamond at the center of
the print a ßoor or a ceiling? Escher uses it for both in order to marry
the two views. It is impossible to see the entire print in a logical way.
The scene also illustrates how pasting local views together to form a
global whole can lead to contradictions.

DIMENSION is that concept which
clearly separates point, line, plane
and space. To illustrate the ambi-
guities in the perception of dimen-
sion, Escher exploited the printed
pageÑwhich always must fool the
viewer when it depicts a three-
dimensional scene. In Day and
Night, the ßat checkerboard of
farmland at the bottom of the print
metamorphoses into two ßocks of
geese. The print also illustrates
the concept of topological change,
in which a Þgure is deformed
without being cut or pierced. Re-
ßection and duality are present as
well: black geese ßy over a sunlit
village, whereas white ones wing
over a night view of a mirror im-
age of the same scene.

DORIS SCHATTSCHNEIDER, professor of mathematics at Moravian Col-
lege in Bethlehem, Penn., received her Ph.D. from Yale University in 1966.
Active as a teacher, writer and lecturer, the former editor of Mathematics
Magazine has strong interests in both geometry and art. She is co-author
(with Wallace Walker) of a popular work with geometric models, M.C. Esch-
er Kaleidocycles. Her 1990 book, Visions of Symmetry, culminated a re-
search project on the symmetry studies of M.C. Escher.

Day and Night, 1938

High and Low, 1947
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have fractional, or fractal, dimension, an ambiguity that Escher
would doubtless have enjoyed. In 1965 he confessed: ÒI cannot
help mocking all our unwavering certainties. It is, for example,
great fun deliberately to confuse two and three dimensions, the
plane and space, and to poke fun at gravity.Ó Escher was masterful
at confusing dimensions, as in Day and Night [see upper illustra-

tion on opposite page], in which two-dimensional farm Þelds mys-
teriously metamorphose into three-dimensional geese. He also de-
lighted in pointing out the ambiguities and contradictions inherent
in a common practice of science: pasting together several local
views of an object to form a global whole [see lower illustration on

opposite page].
Near the end of his life (he died in 1972), Escher wrote, ÒAbove

all, I am happy about the contact and friendship of mathemati-
cians that resulted from it all. They have often given me new ideas,
and sometimes there is even an interaction between us. How play-
ful they can be, these learned ladies and gentlemen!Ó

INFINITY is conÞned within
the Þnite space of a print 
in Whirlpools. The artist
draws a ßat projection of the
curve (a loxodrome) that is
traced out on the globe by a
path that cuts across all me-
ridians at a constant angle.
As any navigator knows, sail-
ing such a Òrhumb lineÓ re-
sults in a never-ending, ever
tightening spiral about the
earthÕs pole. Escher used
one woodblock for both col-
ors. Printing once for the red,
he turned it halfway around
and printed for the gray.

REFLECTION allows phenom-
ena to be observed that are
too small, too far away or too
obscure to be seen directly.
Puddle directs our eyes to a
woodland trail imprinted by
boots and tiresÑyet in the
puddle are also revealed sil-
houetted trees arching over-
head against a moonlit sky.
Escher reminds us of the un-
seen worlds below, behind
and above our limited gaze.
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T
he advent of the global Internet
has brought about a signiÞcant
change in the way people com-

municate and do business. Yet as this
global village expands, so does the num-
ber of less than honest citizens. Further-
more, much of the hardware and soft-
ware that constitutes the Internet was
designed with only the trustworthy user
in mind. As a result, intruders can in-
vade the privacy of network communi-
cations as well as read or alter stored
information.

Recent public discussions of comput-
er security have focused for the most
part on active attackers, who introduce
false data into a network to corrupt its
normal functions. Many hackers have
broken into computers on the Internet
by exploiting well-known (yet often un-
repaired) system vulnerabilities. Now
passive attacksÑsimply listening to
network traÛc without disrupting its
ßowÑare becoming an ever more im-
portant form of violation. Indeed, per-
haps one of the most insidious threats
to security in modern networks is the
ease with which they can be employed
for eavesdropping. For example, as long
as access to computers depends on
passwords typed over a network, a pas-
sive attacker can mine digital gold sim-
ply by listening.

At the Massachusetts Institute of
Technology, computer-system adminis-
trators have been coping with problems
of security for more than 10 years. In
1983, in collaboration with IBM and the
Digital Equipment Corporation, M.I.T.
undertook Project Athena to provide
advanced computing power to students
and faculty. Athena is based on the cli-
ent-server model : usersÕ workstations
(the clients) do most of the computing,
but specialized machines on a campus-
wide network, MITnet, handle Þle stor-
age, printing and other needs. (This
model has since become a widely used
paradigm for much of the Internet.)

When we were designing the Athena
system, we knew the network represent-
ed a major security threat. Quite frank-
ly, we assumed that our students would

quickly Þgure out how to program cam-
pus workstations so that they would
act as eÛcient password-grabbing ma-
chines. To reduce this danger, we devel-
oped the Kerberos authentication sys-
tem, which avoids ever sending readable
passwords across vulnerable network
links. This namesake of the great three-
headed dog that once stood guard at
the entrance to the underworld is the
heart of AthenaÕs security. Unlike its
predecessor, however, our cybernetic
watchdog has yet to fail in its vigil.

S
ecurity challenges posed by com-
puter networks are as much con-
ceptual as they are practical. It

turns out that a few lengths of copper
wire, coaxial cable or optical Þber can
threaten to confuse the very categories
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JEFFREY I. SCHILLER has managed the
Massachusetts Institute of TechnologyÕs
campus computer network, which in-
cludes the Athena distributed comput-
ing system, since its inception in 1984.
He is one of the authors of the Kerberos
authentication system and leads the se-
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Secure Distributed Computing
Networks and computer security often do not 

go well together, but the developers of the Athena 
system have yet to see their protocols fail

by JeÝrey I. Schiller
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that people use to decide what is se-
cure and what is not. Consider the no-
tion of computer-system boundaries.
For years, specialists have divided their
concerns into two classes: perimeter
security, which prevents those on the
ÒoutsideÓ from getting ÒinsideÓ a sys-
tem, and internal security, which keeps
users inside from interfering with one
another or otherwise violating the se-
curity policy of the system.

DeÞning the perimeter of a tradition-
al mainframe system is fairly simple.
The central-processing unit, memory
and disk drives are inside, and every-
thing else is outside. Input-output de-
vices such as card readers, tape readers
and terminals are the perimeter; any
information entering the system must
pass through them. When users sit
down at a terminal, for example, they
authenticate themselves by typing an
account name and password. Only the
owner of a particular account should
know its password, and so the two in
conjunction suÛce to identify the user
to the system.

It is important to note that the au-
thentication of the system to the user is
implicitÑÑthe user assumes that he or
she is communicating with the intend-
ed computer. If the terminal is connect-
ed directly to a speciÞc computer, the
user knows empirically that the termi-
nal ÒspeaksÓ for that system. If users
dial a mainframe via modem, they trust

the telephone company to connect the
telephone call to the computer system
that corresponds to the dialed number.
(Users and systems managers also trust
the mechanism by which the appropri-
ate telephone number is distributed.)

As long as a computerÕs internal se-
curity is not subverted, the mutual trust
between user and mainframe remains in
force until the user logs out. The system
assumes that all the keystrokes it re-
ceives have been typed on behalf of the
user. Similarly, the user assumes that
all information appearing on the screen
comes from the appropriate computer
system.

These basic axioms of mainframe se-
curity fail once workstations and net-
works come into the picture. First, the
perimeter of a networked system is not
easily deÞned. Rather than a single com-
puter system around which a line can
be drawn, a distributed computing en-
vironment consists of many indepen-
dent systems connected by links of un-
certain trustworthiness or reliability.

Most networks tend to be physically

large and diÛcult to secure. At M.I.T.,
wires crisscross the entire campus, ex-
tending even into the residence halls. It
is simply too expensive to lock all the
wires inside telephone closets and un-
breachable conduits. In addition, most
networks are also broadcast based: ev-
ery one of the computers connected to
a network cable has access to all the in-
formation that ßows through that ca-
ble. Hardware and software within the
computers sort out the data going by;
each one generally processes only that
information addressed to it. An intrud-
er who has control of a computer, how-
ever, can readily program it to receive
either all the data on the network link
it is connected to or all the data intend-
ed for some other computer. An intrud-
er may also be able to send informa-
tion while making it appear to have
come from somewhere else.

The ease with which an intruder can
perform such illicit acts means that the
network is not, properly speaking, in-
side the security perimeter of the dis-
tributed computing environment. If the
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CAMPUS NETWORK links more than 10,000 computers at the Massachusetts Insti-
tute of Technology. Its backbone consists of a 100 megabit-per-second Þber-optic
ring (depicted in part by red lines). Routers (blue circles) strategically located across
the campus transfer data between more than 100 Ethernet local-area networks
(some shown here in yellow ) and the Þber-optic backbone as needed. About 1,200
of the computers attached to MITnet are part of the Athena computing environ-
ment; interactions among them are protected by cryptographic protocols.
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network is outside the perimeter, then
one must somehow protect data pack-
ets as they carry information between
workstations and servers. Every packet
must be authenticated as it crosses the
security perimeter represented by the
network.

I
n the Athena system, this authenti-
cation is the task of Kerberos, a set
of distributed software that em-

ploys a series of encrypted exchanges
of information to allow a user access to
servers. Kerberos also provides for cryp-
tographic checks to make sure that data
passing between workstations and serv-
ers are not corrupted either by accident
or by third-party malice.

The version of Kerberos now in use
at M.I.T. employs the data encryption
standard (DES) to encode its communi-
cations. DES works by breaking mes-
sages into discrete blocks of informa-
tion (usually eight charactersÑ64 bits)
and transforming them into blocks of
ciphertext according to a 56-bit Òkey.Ó

Decryption requires the same key be
used to convert ciphertext blocks back
into the original message. Before send-
ing a packet, a workstation can encrypt
it using a key known solely to that work-
station and to the server for which the
data are intended. Intercepting network
transmissions will do an attacker no
good, because without the key each
packet is digital gibberish.

Furthermore, the nature of the DES
algorithm makes it easy to detect any
hostile alteration of information pass-
ing through the network. Virtually any
changes to a packet will cause decryp-
tion to yield garbageÑrandom charac-
ters completely unrelated to the origi-
nal message. Such corrupted messages
are easy to detect, and a workstation or
server can simply discard them and re-
quest a retransmission.

Cryptographic methods for sending
information safely across unsecured
networks are only the foundation of
Kerberos. On them we have built a su-
perstructure of protocols that can iden-

tify the individuals requesting comput-
ing services..  It can also arrange for
workstations and servers to have a se-
cret key known to both machines and
no one else (so that cryptographic pro-
tections will in fact be eÝective). The
protocols start with a secret 56-bit DES
key for each user. Each network service
also has a secret key. People cannot re-
member a random string of 56 bits
(which corresponds to a 20-digit num-
ber), and so the system permits them
to pick a password of six to 128 charac-
ters. An additional encryption step con-
verts the password into a DES key. For
example, the character string ÒmydogÓ
translates into 12,322,343,883,628, 311,
502 (101010110000000111000010011
1100110111111110111110111001111
001110).

All the keys of both users and servers
are known only to a special server called
the key-distribution center (KDC), which
mediates all transactions by means of
encrypted digital certiÞcates we call
tickets. When users walk up to worksta-
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KERBEROS PROTOCOLS rely on encryption keys, known only
to the appropriate parties in a transaction, to protect infor-
mation sent across an open network. The diagram above
shows the sequence that takes place when users Þrst log in

to the system and gain access to their Þles. Only the first ex-
change requires a userÕs password; subsequent requests rely
on the session key (red ) shared by the user and the ticket-
granting service.
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tions and type their login names (the
name by which the system knows them),
they initiate an exchange between the
workstation and the KDC that eventu-
ally results in a ticket to use a speciÞed
network service.. First, the workstation
tells the KDC that the user wishes to
make a requestÑperhaps to use data
stored on a Þle server. The KDC creates
a data packetÑthe ticketÑthat contains
the name of the user, the current time,
the length of time the ticket will be val-
id, the name of the workstation and a
randomly generated DES key, called a
session key. It then looks up the secret
key for the Þle server and encrypts the
ticket so that only the Þle server can
read it.

The KDC then encodes this already
encrypted ticket with the userÕs secret
key and sends the result back to the
workstation. When the workstation re-
ceives this information, it prompts the
user for a password. It converts the
password to a DES key and employs it
to decrypt the ticket and accompany-
ing session key. Only if the user sup-
plies the correct password to the work-
station will it be able to decrypt this in-
formation properly.

When the user wants to request in-
formation from the Þle server, the work-
station forwards the ticket and an addi-
tional packet of data, called an authen-
ticator, to the server. (The authenticator
consists of the current time, the userÕs
name and the workstation address, all
encrypted with the session key.) The Þle
server decrypts the ticket and extracts
the session key, with which it can then
decrypt the authenticator. It makes sure
that the user and workstation named
in the ticket match those in the authen-
ticator; it also checks to make sure that
the time stamps are valid. If all these
credentials pass inspection, the Þle serv-
er accepts the ticket and processes the
userÕs request.

Except for the userÕs name, all the in-
formation in these transactions passes
across the network in encrypted form
and is thus safe from prying eyes. Fur-
thermore, in addition to helping to au-
thenticate the user, the session key en-
closed in the ticket enables the user to
encrypt data passing between his or
her workstation and the Þle server.

For situations in which it may be
tricky to determine whether data have
been corrupted, Kerberos makes provi-
sions for a message authenticity check
(MAC). This additional safeguard is typ-
ically a 128-bit number derived from
the original unencrypted data and a se-
cret key shared by the workstation and
the server; it is appended to a message.

When the message arrives, the MAC is
computed again. If the two values match,
the recipient can be sure it was not tam-
pered with. Indeed, if the data needing
to be sent from client to server are not
conÞdential, then a message authentic-
ity check may be suÛcient to protect it
against unauthorized tampering, with-
out having to bother with actually en-
crypting it.

A
lthough the basic Kerberos proto-
col is secure, it is not well suited 

for ordinary users. In operation,
it reveals a potentially troublesome
weakness. Each new service requires a
diÝerent ticket, and so a user could be
required to supply a password any num-
ber of times during a session. Storing
the password on a workstation puts it at
risk. Many events could induce a user
to leave a workstation without logging
out (and thus erasing the stored pass-
word). A clever intruder could simply
walk up to such an unattended work-
station and steal the password from it.

Prompting the user for a password
whenever one is needed solves the un-
attended-workstation problem, but in
the long run the repeated prompts are
equally risky. One cannot always pre-
dict when the user will need a new ser-
vice. For example, the Athena Post Of-
Þce server, which holds unread elec-
tronic mail, is not the same as the Þle
server where ordinary Þles reside. Trans-
actions with the Post OÛce thus require
their own tickets, and so a user might
have to supply a password every time

new E-mail arrived. Assuming that users
hold their temper at being asked re-
peatedly to prove their identity, they
will get used to supplying a password
to any program that requests it. They
then become easy prey for an intruder
who provides a program (perhaps a
computer game) that prompts for a
password but instead of using it for
Kerberos authentication stores it away
for later pickup.

The solution to this dilemma is the
ticket-granting service (TGS). The TGS
runs on the same system as the key-
distribution center and has access to
its database of users, services and keys.
Users provide a password once when
logging in, to fetch a ticket for the TGS
from the KDC. Subsequent requests for
tickets to other services go to the TGS,
which encrypts them not with the userÕs
password but rather with the session
key that accompanied the initial TGS
ticket.

Consequently, a userÕs password need
not be stored on the workstation. It re-
sides in memory just long enough to
permit the workstation to decrypt the
TGS ticket. If a user leaves his or her
workstation unattended, an intruder
may be able to obtain tickets and ses-
sion keys from the workstation. These
tickets, however, are usable only from
that workstation (because they contain
the name of the workstation), and each
is valid only for a few hours (10 hours
at most in M.I.T.Õs conÞguration).

Using Kerberos and the associated
encryption does not ensure that a dis-
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Project Athena employs two basic kinds of computing elements: worksta-
tions and servers. Workstations contain the CPU horsepower needed to

run users’ computations, but they have no facilities for long-term storage of
private information. The workstations’ local hard disks contain only the min-
imum set of programs needed to connect them to the campus computer
network, MITnet. Once connected, a workstation can obtain a full set of op-
erating-system software from a file server.

File storage, like other features of the computing environment, is provid-
ed by “server” computers. These may be advanced workstations, minicom-
puters, mainframes or any other machine that system managers deem ap-
propriate, just as long as they can communicate using the proper protocols.
Athena employs servers to store private data files, to run printers, to oper-
ate the electronic-mail system and to run other subsidiary services.

Workstations are expensive, and so the Massachusetts Institute of Tech-
nology does not require students to purchase their own systems. Instead
machines are available for student use in certain public areas on campus. A
typical cluster may contain between 12 and 120 workstations. Recently we
have expanded MITnet into on-campus dormitories and off-campus living
groups (fraternities and sororities). Students can thus connect their own
computers to the network. These systems can function either independent-
ly or as workstations integrated into the Athena environment.

The Athena Network
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tributed computing environment is se-
cure. Other measures are necessary to
prevent attackers from making an end
run around the security that Kerberos
can give. First, the servers must be se-
cure in their own right. Kerberos pro-
vides a means for workstations (or serv-
ers) to conÞrm individual identities. Af-
ter that, however, a server must still
make the proper decision about whom
it will grant access to a particular re-
source. Fortunately, the task is not that
hard. Most servers can be conÞgured
so that only system managers can log
in to them directly (that is, without re-
questing services via the ticket mecha-
nism). Security is easier to ensure be-
cause only trusted people have access.

Even more important, the Kerberos
KDC itself must be physically safe. It
has a copy of every userÕs key, and so an
intruder who gains access to the KDC
and reads this information in essence
gets everyoneÕs password. Indeed, in-
truders do not need to modify any in-
formation on the KDC itself to do this;
they merely need to read it (or read the
backup tapes!). The M.I.T. implementa-
tion of the KDC has some software fea-
tures that make it diÛcult for an intrud-
er to read out the DES keys directly, but
it is still vital that physical security be
maintained by guarding both the KDC
and the vaults where its backup tapes
are kept.

The KDC must be secure, but it must
also always be running so that users
can log in to Athena. This requirement
poses a conundrum because the tradi-
tional approach to improving reliability
in a distributed computing environment
is to replicate critical services on multi-
ple machines (usually in diÝerent loca-

tions) as a hedge against power failure
or other problems. Yet each additional
KDC must also be physically protected.
An increase in the number of key-dis-
tribution centers enhances reliability,
but it also ampliÞes the risk that the
system will be compromised.

K
erberos seems solid in theory,
but how does it work in practice?
We began using it at M.I.T. in

1986, and the current version (version
4) has been in widespread operation on
campus since 1987. We know of no sit-
uations in which Athena security has
been compromised because of a defect
in the Kerberos security mechanisms.
Nevertheless, Kerberos does not protect
systems from such traditional breaches
as the guessing of poorly chosen pass-
words, deception of system managers
by wily intruders or abuse of privileges
by trusted individuals. The last two are
almost impossible to extirpate. But in
1991 we installed a bad-password Þlter
in our password-changing program; it
will not permit people to choose an
easily guessed password (such as their
name or a common word).

Many other institutions have also
adopted Kerberos. Most notably, the
Open Software Foundation (an organi-
zation that promotes standardized op-
erating systems) has made version 5 a
vital component of its distributed com-
puting environment. This version of
Kerberos has some new features; in ad-
dition, it is less dependent on the de-
tails of the Unix operating system and
can therefore be adapted to other com-
puting environments. It is now under-
going testing.

Discussions about Kerberos are also

under way in the Internet
community, where software
is desperately needed to pro-
tect data as they pass around
the globe. We are working
on new protocols that might
allow us to build distributed
systems like Athena that
would serve hundreds of
thousands of users instead
of the 25,000 that we now
support. Public-key cryptog-
raphy (a form of encryption
that uses two keys but re-
quires that just one of them
be kept secret) will probably
play a crucial role in these
systems. Furthermore, pub-
lic-key techniques could be
one way to reduce the phys-
ical security requirements
for key-distribution centers
and minimize the risk from
multiple copies of the KDC.

The success to date of Ker-
beros comes from a number of sources.
An obvious one is experience: Athena
was the Þrst widely used distributed
computing system to address security
and authentication. Another is simplic-
ity. Users logging in to Athena see the
same messages they would if they were
communicating by means of a typical
multiuser systemÑindeed, most users
are completely ignorant of KerberosÕs
internal workings. Finally, Kerberos is
open: M.I.T. has a free distribution pol-
icy (as it does for other software pack-
ages such as the X Window system). So
the source code for Kerberos is available
to potential users and computer scien-
tists anywhere. Many of them have of-
fered their experience and skills in re-
Þning it and ferreting out bugs or po-
tential weaknesses, and we expect they
will continue to do so.
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SERVER COMPUTERS for the Athena environment reside, for the most part, in this basement
space at M.I.T.Õs network operations center. A locked room (dubbed Òthe dungeonÓ) within
the server area holds the computer that runs the Kerberos key-distribution center.
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A
s any parent, teacher, sitter or ca-
sual observer will notice, young 
children talk to themselvesÑ

sometimes as much or even more than
they talk to other people. Depending
on the situation, this private speech (as
modern psychologists call the behav-
ior) can account for 20 to 60 percent of
the remarks a child younger than 10
years makes. Many parents and educa-
tors misinterpret this chatter as a sign
of disobedience, inattentiveness or even
mental instability. In fact, private speech
is an essential part of cognitive devel-
opment for all children. Recognition of
this fact should strongly inßuence how
both normal children and children who
have trouble learning are taught.

Although private speech has presum-
ably been around as long as language
itself, the political climate in Russia in
the 1930s, and the authority of a great
Western cognitive theorist, prevented
psychologists and educators from un-
derstanding its signiÞcance until only
very recently. In Russia more than six
decades ago, Lev S. Vygotsky, a promi-

nent psychologist, Þrst documented the
importance of private speech. But at that
time, the Stalinist regime systematical-
ly persecuted many intellectuals, and
purges at universities and research in-
stitutes were common.

In fear, Soviet psychologists turned on
one another. Some declared Vygotsky a
renegade, and several of his colleagues
and students split from his circle. Ac-
cording to the recollections of one of
VygotskyÕs students, the Communist
party scheduled a critical ÒdiscussionÓ
in which VygotskyÕs ideas would be the
major target. But in 1934, before Vy-
gotsky could replicate and extend his
preliminary studies or defend his posi-
tion to the party, he died of tuberculo-
sis. Two years later the Communist par-
ty banned his published work.

In addition to not knowing about Vy-
gotsky, Western psychologists and edu-
cators were convinced by the eminent
Swiss theorist Jean Piaget that private
speech plays no positive role in normal
cognitive development. In the 1920s,
even before Vygotsky began his in-
quiries, Piaget had completed a series
of seminal studies in which he careful-
ly recorded the verbalizations of three-
to seven-year-olds at the J. J. Rousseau
Institute of the University of Geneva.
Besides social remarks, Piaget identiÞed
three additional types of utterances that
were not easily understood or clearly
addressed to a listener: the children re-
peated syllables and sounds playfully,
gave soliloquies and delivered what Pi-
aget called collective monologues.

Piaget labeled these three types of
speech egocentric, expressing his view
that they sprang only from immature
minds. Young children, he reasoned, en-
gage in egocentric speech because they
have diÛculty imagining anotherÕs per-
spective. Much of their talk then is talk
for themselves and serves little com-
municative function. Instead it merely

accompanies, supplements or reinforces
motor activity or takes the form of non
sequiturs: one childÕs verbalization stim-
ulates speech in another, but the part-
ner is expected neither to listen nor un-
derstand. Piaget believed private speech
gradually disappears as children be-
come capable of real social interaction.

Although several preschool teachers
and administrators openly questioned
PiagetÕs ideas, he had the last word un-
til VygotskyÕs work reached the West in
the 1960s. Three years after Joseph Sta-
linÕs death in 1953, Nikita S. Khrushchev
criticized StalinÕs Òrule by terrorÓ and
announced in its place a policy that en-
couraged greater intellectual freedom.
The 20-year ban on VygotskyÕs writings
came to an end. In 1962 an English
translation of VygotskyÕs collection of
essays, Thought and Language, ap-
peared in the U.S. Within less than a
decade, a team led by Lawrence Kohl-
berg of Harvard University had com-
piled provocative evidence in support
of VygotskyÕs ideas.

In the late 1970s some American psy-
chologists were becoming disenchant-
ed with PiagetÕs theory, and at the same
time, a broader range of VygotskyÕs writ-
ings appeared in English. These condi-
tions, coupled with KohlbergÕs results,
inspired a ßurry of new investigations.
Indeed, since the mid-1980s the num-
ber of studies done on private speech
in the West has increased threefold.
Most of these studies, including my own,
corroborate VygotskyÕs views.

In his papers Vygotsky described a
strong link between social experience,
speech and learning. According to the
Russian, the aspects of reality a child is
ready to master lie within what he called
the zone of proximal (or potential ) de-
velopment. It refers to a range of tasks
that the child cannot yet accomplish
without guidance from an adult or more
skilled peer. When a child discusses a
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PRIVATE SPEECH enables all children to direct their own be-
havior, acquire new skills and otherwise work through situa-
tions that are unfamiliar to them. When any child encounters
a new task, he or she will state out loud those features of the

problem that seem puzzling. As the youngsterÕs competence
grows, this private speech turns into inaudible muttering. Fi-
nally, when the cognitive operations necessary to succeed at
that task are well practiced, the child thinks words silently.
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challenging task with a mentor, that in-
dividual oÝers spoken directions and
strategies. The child incorporates the
language of those dialogues into his or
her private speech and then uses it to
guide independent eÝorts.

ÒThe most signiÞcant moment in the
course of intellectual development,Ó Vy-
gotsky wrote, Ò. . .occurs when speech
and practical activity, two previously
completely independent lines of devel-
opment, converge.Ó The direction of
development, he argued, is not one in
which social communication eventually
replaces egocentric utterances, as Pia-
get had claimed. Instead Vygotsky pro-
posed that early social communication
precipitates private speech. He main-
tained that social communication gives
rise to all uniquely human, higher cogni-
tive processes. By communicating with
mature members of society, children
learn to master activities and think in
ways that have meaning in their culture.

As the child gains mastery over his
or her behavior, private speech need not
occur in a fully expanded form; the self,
after all, is an extremely understanding
listener. Consequently, children omit
words and phrases that refer to things
they already know about a given situa-
tion. They state only those aspects that
still seem puzzling. Once their cogni-
tive operations become well practiced,
children start to Òthink wordsÓ rather
than saying them. Gradually, private
speech becomes internalized as silent,

inner speechÑthose conscious dialogues
we hold with ourselves while thinking
and acting. Nevertheless, the need to en-
gage in private speech never disappears.
Whenever we encounter unfamiliar or
demanding activities in our lives, pri-
vate speech resurfaces. It is a tool that
helps us overcome obstacles and ac-
quire new skills.

C
urrently two American research
programs, my own and that of
Rafael M. Diaz at Stanford Uni-

versity, have sought to conÞrm and
build on VygotskyÕs Þndings. Our re-
spective eÝorts began with similar ques-
tions: Do all children use private speech?
Does it help them guide their actions?
And does it originate in social commu-
nication? To Þnd out, I chose to observe
children in natural settings at school;
Diaz selected the laboratory.

Ruth A. Garvin, one of my graduate
students, and I followed 36 low-income
Appalachian Þve- to 10-year-olds, who
attended a mission school in the moun-
tains of eastern Kentucky. We recorded
speech in the classroom, on the play-
ground, in the halls and in the lunch-
room throughout the dayÑpaying spe-
cial attention to those remarks not spe-
ciÞcally addressed to a listener.

Our Þndings revealed that egocentric
speech, PiagetÕs focus, seldom occurred.
Most of the comments we heard either
described or served to direct a childÕs
actions, consistent with the assumption

that self-guidance is the central func-
tion of private speech. Moreover, the
children talked to themselves more of-
ten when working alone on challenging
tasks and also when their teachers were
not immediately available to help them.
In either case, the children needed to
take charge of their own behavior.

Furthermore, we found evidence sug-
gesting that private speech develops
similarly in all children and that it aris-
es in social experience. The private
speech of the Appalachian students
changed as they grew older in ways that
were much like those patterns Kohlberg
had reported a decade and a half earlier.

Middle-class children, such as those
Kohlberg observed, speak out loud to
themselves with increasing frequency
between four and six years of age. Then,
during elementary school, their private
speech takes the form of inaudible mut-
tering. The Appalachian children moved
through this same sequence but did so
more slowly. At age 10, more than 40
percent of their private speech remained
highly audible, whereas KohlbergÕs 10-
year-olds spoke out loud to themselves
less than 7 percent of the time.

To explain the diÝerence, we studied
Appalachian culture and made a strik-
ing discovery. Whereas middle-class par-
ents frequently converse with their chil-
dren, Appalachian parents do so much
less often. Moreover, they usually rely
more on gestures than on words. If Vy-
gotskyÕs theory is correct, that private
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Varieties of Private Speech

Egocentric
Communication

Fantasy Play

Emotional
Release

Self-Direction

Reading
Aloud

Inaudible
Muttering

Remarks directed to another that make no
sense from the listener’s perspective.

A child role-plays and talks to objects or
creates sound effects for them.

Comments not directed to a listener that
express feelings, or those that seem to be
attempts to review feelings about past events
or thoughts.

A child describes the task at hand and gives
himself or herself directions out loud.

A child reads written material aloud or sounds
out words.

Utterances so quiet that an observer cannot
understand them.

David says to Mark, who is sitting next to him on
the rug, “It broke,” without explaining what or
when.

Jay snaps, “Out of my way!” to a chair after he
bumps into it.

Rachel is sitting at her desk with an anxious look
on her face, repeating to herself, “My mom’s sick,
my mom’s sick.”

Carla, while doing a page in her math book, says
out loud, “Six.” Then, counting on her fingers, she
continues, “Seven, eight, nine, 10. It’s 10, it’s 10.
The answer’s 10.”

“Sher-lock Holm-lock, Sherlock Holme,” Tommy
reads, leaving off the final “s” in his second, more
successful attempt.

Angela mumbles inaudibly to herself as she works
on a math problem.

DESCRIPTION EXAMPLECATEGORY
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speech stems from social
communication, then this
taciturn home environment
might explain the slow de-
velopment of private speech
in Appalachian children.

While our Appalachian
study was under way, Diaz
and one of his graduate stu-
dents, Marnie H. Frauenglass,
videotaped 32 three- to six-
year-olds in the laboratory
as the youngsters matched
pictures and solved puzzles.
Frauenglass and Diaz also
found that private speech be-
comes less audible with age.
Yet their results, along with
those of other researchers,
posed serious challenges to
VygotskyÕs theory. First,
many children emitted only
a few utterances, and some
none at allÑseeming proof
that private speech is not universal.

Another diÛculty arose. If private
speech facilitates self-regulation, as Vy-
gotsky believed, then it should relate to
how a child behaves while working and
how well the child performs. Yet in
Frauenglass and DiazÕs study, children
who used more private speech did worse
on the tasks set before them! Other re-
searchers had reported weak and some-
times negative associations between pri-
vate speech and performance as well.

Diaz crafted some insightful explana-
tions for these outcomes. After a close
look at VygotskyÕs deÞnition of the zone
of proximal development, Diaz con-
cluded that perhaps the tasks typically
given in the laboratory were not suit-
able for evoking private speech in all
children. Some children may have been
so familiar with solving puzzles and
matching pictures that the cognitive op-
erations they needed to succeed were
already automatic. Other children may
have found these tasks so diÛcult that
they could not master them without
help. In either case, self-guiding private
speech would not be expected. Further-
more, Diaz reasoned that since private
speech increases when children en-
counter diÛculties, it would often co-
incide with task failure. He suggested
that the beneÞcial impact of private
speech might be delayed.

R
eturning to the classroomÑthis
time, to the laboratory school at
Illinois State UniversityÑI em-

barked on a series of studies to test
these intriguing possibilities. My team
of observers carefully recorded the pri-
vate speech and task-related actions of
75 Þrst to third graders as they worked
alone at their desks on math problems.

Their teachers considered this work to
be appropriately challenging for each
child. Graduate student Jennifer A. Biv-
ens and I then followed the Þrst grad-
ers and monitored their behavior as
second and third graders.

Every child we observed talked to
himself or herselfÑon average 60 per-
cent of the time. Also, as in previous
studies, many children whose remarks
described or otherwise commented on
their activity received lower scores on
homework and achievement tests tak-
en that same year. Yet private speech
that was typical for a particular age
predicted gains in math achievement
over time. SpeciÞcally, Þrst graders who
made many self-guiding comments out
loud or quietly did better at second-
grade math. Likewise, second graders
who often muttered to themselves
grasped third-grade math more easily
the following year.

Also, the relationship we noted be-
tween a childÕs use of private speech
and his or her task-related behavior bol-
stered VygotskyÕs hypothesis that self-
guiding comments help children direct
their actions. Children whose speech
included a great deal of task-irrelevant
wordplay or emotional expression often
squirmed in their seats or chewed on or
tapped their pencils against their desks.

In contrast, children who frequently
made audible comments about their
work used more nonverbal techniques
to help them overcome diÛculties, such
as counting on Þngers or tracking a
line of text using a pencil. Finally, chil-
dren who most often used quiet pri-
vate speech rarely Þdgeted and were
highly attentive. Overall, children who
progressed most rapidly from audible
remarks to inner speech were more ad-

vanced in their ability to con-
trol motor activity and focus
attention. The development
of private speech and task-
related behavior thus went
hand in hand.

In a later investigation, Sa-
rah T. Spuhl, another of my
graduate students, and I at-
tempted to witness in the
laboratory the dynamic rela-
tionship Vygotsky highlight-
ed between private speech
and learningÑnamely, pri-
vate speech diminishes as
performance improves. We
added a new dimension to
our research as well : an ex-
ploration of how the interac-
tion between a child and an
adult can foster self-regula-
tion through private speech.

We asked 30 four- and Þve-
year-olds to assemble Lego

pieces into a reproduction of a model.
Each subject attempted the exercise in
three 15-minute sessions, scheduled no
more than two to four days apart. This
timing permitted us to track their in-
creasing competence. We pretested each
child to ensure that the Lego tasks
would be suÛciently challengingÑ
something that had not been done be-
fore. Only novice Lego builders partici-
pated. Two weeks before the sessions
began, we videotaped each mother help-
ing her child with activities that required
skills similar to those involved in Lego
building, such as Þtting blocks together
and matching their colors and shapes.

Next we evaluated the communication
between the mothers and their children
as they solved problems together. Ac-
cording to previous research, parenting
that is warm and responsive but exerts
suÛcient control to guide and encour-
age children to acquire new skills pro-
motes competence. (Psychologists term
such parenting authoritative.) In con-
trast, both authoritarian parenting (lit-
tle warmth and high control) and per-
missive parenting (high warmth and
little control) predict learning and ad-
justment problems. Based on this evi-
dence, we thought that the authoritative
style might best capture those features
of adult teaching we wished to identify.

Our results revealed that children
who have authoritative mothers more
often used self-guiding private speech.
Among the four-year-olds, those expe-
riencing authoritative teaching showed
greater improvement in skill over the
course of the three Lego-building ses-
sions. Furthermore, we did a special sta-
tistical analysis, the outcome of which
suggested that private speech mediates
the relationship between authoritative
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LEV S. VYGOTSKY, shown here with one of his daughters,
Þrst argued that private speech plays a positive role in the
development of all children. Because of political conditions in
the former Soviet Union, however, his work remained large-
ly unknown until the 1960s.
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parenting and task successÑa Þnding
consistent with VygotskyÕs assumptions.

Unlike previous laboratory research,
every child in our sample used private
speech. As expected, the childrenÕs com-
ments became more internalized over
the course of the three sessions as their
skill with the Lego blocks increased.
And once again, private speech predict-
ed future gains better than it did con-
current task success. In particular, chil-
dren who used private speech that was
appropriate for their ageÑaudible, self-
guiding utterances at age four and in-
audible muttering at age ÞveÑachieved
the greatest gains.

N
ext I turned my attention to
children having serious learning
and behavior problems. Many

psychologists had concluded that ele-
mentary school pupils who were inat-
tentive, impulsive or had learning dis-
abilities suffered from deÞcits in using
private speech. To treat these children,
researchers had designed and widely
implemented training programs aimed
at inducing children to talk to them-
selves. In a typical program, children are
asked to mimic a therapist acting out
self-guiding private speech while per-
forming a task. Next the therapist dem-
onstrates lip movements only and Þnal-
ly asks the children to verbalize covertly.

Despite the intuitive appeal of this
training, the approach most often failed.
I suspected that the design of these
treatments might have been premature.

The procedures were not grounded in
systematic research on how children
having learning and behavior problems
use private speech. The spontaneous
self-regulatory utterances of such chil-
dren remained largely uninvestigated.

To Þll this gap in our knowledge, my
graduate student Michael K. Potts and I
studied 19 six- to 12-year-old boys who
had been clinically diagnosed with at-
tention-deÞcit hyperactivity disorder
(ADHD), a condition characterized by
severe inattentiveness, impulsivity and
overactivity. Once again, we observed
private speech as the subjects worked
on mathematics problems at their desks.
We compared these observations to the
private speech of 19 normal boys
matched in age and verbal ability.

Contrary to the assumptions under-
lying self-instructional training, ADHD
boys did not use less private speech.
Instead they made substantially more
audible, self-guiding remarks than did
normal boys. Furthermore, we exam-
ined age-related trends and found that
the only diÝerence between the two
groups was that ADHD boys made the
transition from audible speech to more
internalized forms at a later age.

We uncovered a possible explanation
for this developmental lag. Our results
implied that ADHD childrenÕs severe at-
tention deÞcit prevented their private
speech from gaining eÛcient control
over their behavior. First, only in the
least distractible ADHD boys did audi-
ble self-guiding speech correlate with

improved attention to math assign-
ments. Second, we tracked a subsample
of ADHD subjects while they were both
taking and not taking stimulant drug
medication, the most widely used treat-
ment for the disorder. (Although stim-
ulants do not cure ADHD, a large body
of evidence indicates that they boost at-
tention and academic performance in
most children who take them.) We found
that this medication sharply increased
the maturity of private speech in ADHD
boys. And only when these children
were medicated did the most mature
form of private speech, inaudible mut-
tering, relate to improved self-control.

The promising nature of these Þnd-
ings encouraged me to include children
having learning disabilities in the re-
search. My colleague Steven Landau
joined me in observing 112 third to sixth
graders working on math and English
exercises at their desks. Half of the chil-
dren met the Illinois state guidelines for
being classiÞed as learning disabled:
their academic achievement fell sub-
stantially below what would be expect-
ed based on their intelligence. The other
half served as controls. As in the ADHD
study, we found that the children who
had learning disabilities used more au-
dible, self-guiding utterances and inter-
nalized their private speech at a later
age than did children who did not have
a disability. When we looked at a sub-
group of learning disabled children who
also displayed symptoms of ADHD, this
trend was even more pronounced.

R
esearch on children suÝering
from persistent learning diÛ-
culties vigorously supports Vy-

gotskyÕs view of private speech. These
children follow the same course of de-
velopment as do their unaÝected age
mates, but impairments in their cogni-
tive processing and ability to pay atten-
tion make academic tasks more diÛcult
for them. This diÛculty in turn compli-
cates verbal self-regulation. Our Þndings
suggest that training children who have
learning and behavior problems to talk
to themselves while performing cogni-
tive tasks amounts to no more than in-
voking a skill they already possess. Fur-
thermore, interventions that push chil-
dren to move quickly toward silent
self-communication may be counterpro-
ductive. While concentrating, ADHD and
learning-disabled pupils show height-
ened dependence on audible private
speech in an eÝort to compensate for
their cognitive impairments.

How can our current knowledge of
private speech guide us in teaching chil-
dren who learn normally and those who
have learning and behavior problems?
The evidence as a whole indicates that
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EXPERT ADVICE gives children the framework they need to use private speech
eÝectively. When an adult assists a child with a challenging task, he or she can
oÝer spoken directions or strategies to help that child succeed. The child can then
incorporate the language from these conversations into private speech. Later, the
child can use this language to guide his or her own eÝorts.
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private speech is a problem-solving tool
universally available to children who
grow up in rich, socially interactive en-
vironments. Several interdependent fac-
torsÑthe demands of a task, its social
context and individual characteristics of
a childÑgovern the extent and ease with
which any one child uses self-directed
speech to guide behavior. The most prof-
itable intervention lies not in viewing
private speech as a skill to be trained but
rather in creating conditions that help
children use private speech eÝectively.

When a child tries new tasks, he or
she needs communicative support from
an adult who is patient and encourag-
ing and who oÝers the correct amount
of assistance given the childÕs current
skills. For example, when a child does
not understand what an activity en-
tails, an adult might Þrst give the child
explicit directions. Once the child real-
izes how these actions relate to the
taskÕs goal, the adult might oÝer strate-
gies instead. Gradually, adults can with-
draw this support as children begin to
guide their own initiatives.

Too often, inattentive and impulsive
children are denied this scaÝold for
learning. Because of the stressful behav-
iors they bring to the adult-child rela-
tionship, they are frequently targets of
commands, reprimands and criticism,
all of which keep them from learning
how to control their own actions.

Finally, parents and teachers need to
be aware of the functional value of pri-
vate speech. We now know that private
speech is healthy, adaptive and essen-
tial behavior and that some children
need to use it more often and for a
longer period than others. Still, many
adults continue to regard private speech
as meaningless, socially unacceptable
conductÑeven as a sign of mental ill-
ness. As a result, they often discourage
children from talking to themselves. At
home, parents can listen to their childÕs
private speech and thus gain insight
into his or her plans, goals and diÛcul-
ties. Likewise, teachers can be mindful
of the fact that when pupils use more
private speech than is typical for their
age, they may need extra support and

guidance. Certainly, we have much more
to discover about how children solve
problems using spontaneous private
speech. Nevertheless, VygotskyÕs theory
has greatly deepened our understand-
ing of this phenomenon. Today it is
helping us design more eÝective teach-

ing methods for all children and treat-
ments for children suÝering from learn-
ing and behavior problems. One can
only regret that earlier generations of
psychologists and educatorsÑand those
they might have helpedÑdid not have
the advantage of VygotskyÕs insights.
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ÒEverybody makes a fuss
For birthday girls who are not us.

Girls who take your pail away
Eat cake and q-p-m all day.Ó

FRANCES, a badger starring in a series of childrenÕs books, sings to herselfÑin this
case, to help her cope with the jealousy she feels toward her younger sister, who
is soon to celebrate a birthday. Private speech is in fact common in childrenÕs liter-
ature. The most famous example may well be from The Little Engine That Could,
in which the protagonist coaches herself, ÒI think I can.Ó
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O
nce upon a time Achilles met a
tortoise in the road. The tor-
toise, whose mind was quicker

than his feet, challenged the swift hero
to a race. Amused, Achilles accepted.
The tortoise asked if he might have a
head start, as he was truly much slow-
er than the demigod. Achilles agreed
happily, and so the tortoise started oÝ.
After taking quite a bit of time to fasten
one of his sandalÕs ankle straps, Achil-
les bolted from the starting line. In no
time at all, he ran half the distance that
separated him from the tortoise. With-
in another blink, he had covered three
quarters of the stretch. In another in-
stant, he made up seven eighths and in
another, Þfteen sixteenths. But no mat-
ter how fast he ran, a fraction of the
distance remained. In fact, it appeared
that the hero could never overtake the
plodding tortoise.

Had Achilles spent less time in the
gym and more time studying philoso-
phy, he would have known that he was
acting out the classic example used to il-
lustrate one of ZenoÕs paradoxes, which
argue against the possibility of all mo-
tion. Zeno designed the paradox of
Achilles and the tortoise, and its com-
panion conundra (more about them lat-
er), to support the philosophical theo-
ries of his teacher, Parmenides. 

Both men were citizens of the Greek
colony of Elea in southern Italy. In ap-
proximately 445 B.C., Parmenides and
Zeno met with Socrates in Athens to ex-
change ideas on basic philosophical 
issues. The event, one of the greatest
recorded intellectual encounters (if it
really took place), is commemorated in
PlatoÕs dialogue Parmenides. Parmen-
ides, a distinguished thinker nearly 65
years old, presented to the young Soc-
rates a startling thesis: ÒrealityÓ is an
unchanging single entity, seamless in
its unity. The physical world, he argued,
is monolithic. In particular, motion is
not possible. Although the rejection of
plurality and change appears idiosyn-
cratic, it has, in general outline, proved
attractive to numerous scholars. For ex-
ample, the Òabsolute idealismÓ of the
Oxford philosopher F. H. Bradley (1846Ð 
1924) has points in common with the
Parmenidean outlook.

This portrayal of the world is contrary
to our everyday experience and rele-
gates our most fundamental percep-
tions to the realm of illusion. Parmen-
ides relied on ZenoÕs powerful argu-
ments, which were later recorded in the
writings of Aristotle, to support his case.
For two and a half millennia, ZenoÕs
paradoxes have provoked debates and
stimulated analyses. At last, using a
formulation of calculus that was devel-
oped in just the past decade or so, it is
possible to resolve ZenoÕs paradoxes.
The resolution depends on the concept
of inÞnitesimals, known since ancient
times but until recently viewed by many
thinkers with skepticism.

T
he tale of Achilles and the tortoise
depicts one of ZenoÕs paradoxes,
usually denoted ÒThe Dichoto-

myÓ: any distance, such as that between
the two contenders, over which an ob-
ject must traverse can be halved (1 Ú 2,
1 Ú 4, 1 Ú 8 and so on) into an inÞnite num-
ber of spatial segments, each represent-
ing some distance yet to be traveled.
As a result, Zeno asserts that no motion
can be completed because some dis-

tance, no matter how small, always re-
mains. It is important to note that he
does not say that inÞnitely many stretch-
es cannot add up to a Þnite distance
(glancing at the geometry of an inÞ-
nitely partitioned line shows immedi-
ately, without any sophisticated calcula-
tions, that an inÞnite number of pieces
sum to a Þnite interval). Rather the force
of ZenoÕs objection to the idea of mo-
tion comes from the obligation to ex-
plain how an inÞnite number of actsÑ
crossing one intervalÑcan be serially
completed.

Zeno made a second attack on the
conceptual underpinnings of motion
by viewing this Þrst argument from a
slightly diÝerent perspective. His sec-
ond paradox is as follows: Before an
object, say, an arrow, gets to the half-
way mark of its supposed journey (an
achievement granted in the preceding
case), it must Þrst travel a quarter of
the distance. As in ZenoÕs Þrst objec-
tion, this reasoning can be continued
indeÞnitely to yield an inÞnite regress,
thus leading to his insistence that mo-
tion could never be initiated.

ZenoÕs third paradox takes a diÝerent
tack altogether. It asserts that the very
concept of motion is empty of content.
Zeno invites us to consider the arrow
at any one instant of its ßight. At this
point in time, the arrow occupies a re-
gion of space equal to its length, and no
motion whatsoever is evident. Because
this observation is true at every instant,
the arrow is never in motion. This ob-
jection, in a historical sense, proved
the most troublesome for would-be
explainers of ZenoÕs paradoxes.

Many philosophers and mathemati-
cians have made various attempts to
answer ZenoÕs objections. The most di-
rect approach has simply been to deny
that a problem exists. For example, Jo-
hann Gottlieb Waldin, a German profes-
sor of philosophy, wrote in 1782 that
the Eleatic, in arguing against motion,
assumed that motion exists. Evidently
the good professor was not acquainted
with the form of argument known as
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Resolving ZenoÕs Paradoxes
For millennia, mathematicians and philosophers have tried 

to refute Zeno’s paradoxes, a set of riddles suggesting that motion 
is inherently impossible. At last, a solution has been found
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reductio ad absurdum: assume a state
of aÝairs and then show that it leads to
an illogical conclusion.

Nevertheless, other scholars made
progress by wrestling with how an in-
Þnite number of actions might occur in
the physical world. Their explanations
have continually been intertwined with
the idea of an inÞnitesimal, an interval
of space or time that embodies the
quintessence of smallness. An inÞni-
tesimal quantity, some surmised, would
be so very near zero as to be numeri-
cally impotent; such quantities would
elude all measurement, no matter how
precise, like sand through a sieve.

Giovanni Benedetti (1530Ð1590), a
predecessor of Galileo, postulated that
when an object appeared to be frozen
in midair to Zeno, he was in fact seeing
only part of the action, as though one
were watching a slide show instead of a
movie. Between the static images Zeno
saw were inÞnitesimally small instants
of time in which the object moved by
equally small distances. 

Others sidestepped the issue by ar-
guing that intervals in the physical world
cannot simply be subdivided an inÞnite
number of times. Friedrich Adolf Tren-
delenburg (1802Ð1872) of the Universi-
ty of Berlin built an entire philosophical
system that explained human percep-
tions in terms of motion. In doing so,
he freed himself from explaining mo-
tion itself.

Similarly, in this century, the English
philosopher and mathematician Alfred
North Whitehead (1861Ð1947) con-
structed a system of metaphysics based
on change, in which motion was a spe-
cial case. Whitehead responded to
ZenoÕs objections by insisting that
events in the physical world had to
have some extent; namely, they could
not be pointlike. Likewise, the Scottish
philosopher David Hume (1711Ð1776)
wrote, ÒAll the ideas of quantity upon
which mathematicians reason, are noth-
ing but particular, and such as are sug-
gested by the senses and imagination
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FALLING APPLE? Zeno would argue that
because the apple appears to be frozen
in midair at each instant of its sup-
posed descent, it is never in motion.
Moreover, Zeno would assert that there
is no proof that the apple will ever reach
the ground. Before it arrives there, it
must first fall half of the distance be-
tween the manÕs hand and the ground.
After that, it must fall half of the re-
maining distance and half of that again,
and so on. How can it be that some frac-
tional distance does not always remain
between the apple and the ground? Us-
ing similar logic, Zeno would question
whether an apple can even begin to fall.
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and consequently, cannot be inÞnitely
divisible.Ó

Either way, the subject of inÞnitesi-
mals (and whether they exist or not)
generated a long and acrimonious liter-
ature of its own. Until recently, most
mathematicians thought them to be a
chimera. The Irish bishop George Ber-
keley (1685Ð1753) is noted principally
for his idealistic theory, which denied
the reality of matter, but he, too, wres-
tled with inÞnitesimals. He believed
them ill conceived by the mathemati-
cians of the time, including Newton.
ÒThey are neither Þnite quantities, nor
quantities inÞnitely small, nor yet noth-
ing. May we not call them ghosts of de-
parted quantities?Ó He observed fur-
ther: ÒWhatever mathematicians may
think of ßuxions [rates of change], or
the diÝerential calculus, and the like, a
little reßexion will shew them that, in
working by those methods, they do not
conceive or imagine lines or surfaces
less than what are perceivable to sense.Ó

Indeed, mathematicians found inÞn-
itesimals hard to skirt in the course of
their discoveries, no matter how dis-
tasteful they found them in theory.
Some historians believe the great Archi-
medes (circa 287Ð212 B.C.) achieved
some of his mathematical results using
inÞnitesimals but employed more con-
ventional modes for public presenta-

tions. InÞnitesimals left their mark dur-
ing the 17th and 18th centuries as well
in the development of diÝerential and
integral calculus. Elementary textbooks
have long appealed to Òpractical inÞ-
nitesimalsÓ to convey certain ideas in
calculus to students.

When analysts thought about rigor-
ously justifying the existence of these
small quantities, innumerable diÛcul-
ties arose. Eventually, mathematicians
of the 19th century invented a techni-
cal substitute for inÞnitesimals: the so-
called theory of limits. So complete was
its triumph that some mathematicians
spoke of the ÒbanishmentÓ of inÞnites-
imals from their discipline. By the
1960s, though, the ghostly tread of in-
Þnitesimals in the corridors of mathe-
matics became quite real once more,
thanks to the work of the logician Abra-
ham Robinson of Yale University [see
ÒNonstandard Analysis,Ó by Martin Da-
vis and Reuben Hersh; SCIENTIFIC AMER-
ICAN, June 1972]. Since then, several
methods in addition to RobinsonÕs ap-
proach have been devised that make
use of inÞnitesimals.

W
hen my colleague Sylvia Miller
and I started our work on
ZenoÕs paradoxes, we had the

advantage that inÞnitesimals had be-
come mathematically respectable. We

were intuitively drawn to these objects
because they seem to provide a micro-
scopic view of the details of motion.
Edward Nelson of Princeton University
created the tool we found most valu-
able in our attack, a brand of nonstan-
dard analysis known by the rather arid
name of internal set theory (IST). Nel-
sonÕs method produces startling inter-
pretations of seemingly familiar math-
ematical structures. The results are
similar, in their strangeness, to the
structures of quantum theory and gen-
eral relativity in physics. Because these
two theories have taken the better part
of a century to gain widespread accep-
tance, we can only admire the power of
NelsonÕs imagination.

Nelson adopted a novel means of
deÞning inÞnitesimals. Mathematicians
typically expand existing number sys-
tems by tacking on objects that have
desirable properties, much in the same
way that fractions were sprinkled be-
tween the integers. Indeed, the number
system employed in modern mathe-
matics, like a coral reef, grew by accre-
tion onto a supporting base: ÒGod made
the integers, all the rest is the work of
man,Ó declared Leopold Kronecker
(1823Ð1891). Instead the way of IST is
to ÒstareÓ very hard at the existing num-
ber system and note that it already con-
tains numbers that, quite reasonably,
can be considered inÞnitesimals.

Technically, Nelson Þnds nonstan-
dard numbers on the real line by add-
ing three rules, or axioms, to the set of
10 or so statements supporting most
mathematical systems. (Zermelo-Fraen-
kel set theory is one such foundation.)
These additions introduce a new term,
standard, and help us to determine
which of our old friends in the number
system are standard and which are non-
standard. Not surprisingly, the inÞnites-
imals fall in the nonstandard category,
along with some other numbers I will
discuss later.

Nelson deÞnes an inÞnitesimal as a
number that lies between zero and ev-
ery positive standard number. At Þrst,
this might not seem to convey any par-
ticular notion of smallness, but the
standard numbers include every con-
crete number (and a few others) you
could write on a piece of paper or gen-
erate in a computer: 10, pi, 1 Ú 1000 and
so on. Hence, an inÞnitesimal is greater
than zero but less than any number,
however small, you could ever conceive
of writing. It is not immediately appar-
ent that such inÞnitesimals do indeed
exist, but the conceptual validity of IST
has been demonstrated to a degree
commensurate with our justiÞed belief
in other mathematical systems. 

Still, inÞnitesimals are truly elusive
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RACE between Achilles and the tortoise illustrates one of ZenoÕs paradoxes. Achilles
gives the tortoise a head start. He must then make up half the distance between
them, then three fourths, then seven eighths and so on, ad inÞnitum. In this way, it
would seem he could never come abreast of the sluggish animal.
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entities. Their elusiveness rests on the
mathematical fact that two concrete
numbersÑthose having numerical con-
tentÑcannot differ by an inÞnitesimal
amount. The proof, by reductio ad ab-
surdum, is easy: the arithmetic diÝer-
ence between two concrete numbers
must be concrete (and hence, standard).
If this diÝerence were inÞnitesimal, the
deÞnition of an inÞnitesimal as less
than all standard numbers would be vi-
olated. The consequence of this fact is
that both end points of an inÞnitesimal
interval cannot be labeled using con-
crete numbers. Therefore, an inÞnitesi-
mal interval can never be captured
through measurement; inÞnitesimals
remain forever beyond the range of 
observation.

S
o how can these phantom num-
bers be used to refute ZenoÕs para-
doxes? From the above discus-

sion it is clear that the points of space
or time marked with concrete numbers
are but isolated points. A trajectory and
its associated time interval are in fact
densely packed with inÞnitesimal re-
gions. As a result, we can grant ZenoÕs
third objection: the arrowÕs tip is caught
ÒstroboscopicallyÓ at rest at concretely
labeled points of time, but along the
vast majority of the stretch, some kind
of motion is taking place. This motion
is immune from Zenonian criticism be-
cause it is postulated to occur inside
inÞnitesimal segments. Their ineÝabili-
ty provides a kind of screen or Þlter.

Might the process of motion inside
one of these intervals be a uniform ad-
vance across the interval or an instan-
taneous jump from one end to the oth-

er? Or could motion comprise a series
of intermediate steps or else a process
outside of time and space altogether?
The possibilities are inÞnite, and none
can be veriÞed or ruled out since an in-
Þnitesimal interval can never be moni-
tored. Credit for this rebuttal is due to
Benedetti, Trendelenburg and White-
head for their earlier insights, which can
now be formalized by means of IST.

We can answer ZenoÕs Þrst two objec-
tions more easily than we did the third,
but we need to use another mathemati-
cal fact from IST. Every inÞnite set of
numbers contains a nonstandard num-
ber. Before drawing out the Zenonian
implications of this statement, it is nec-
essary to talk about the two other types
of nonstandard numbers that are read-
ily manufactured from inÞnitesimal
numbers. First, take all the inÞnitesi-
mals, which by deÞnition are wedged
between zero and all the positive, stan-
dard numbers, and put a minus sign 
in front of each one. Now there is a
symmetrical clustering of these small
objects about zero. To create ÒmixedÓ
nonstandard numbers, take any stan-
dard number, say, one half, and add to
it each of the nonstandard inÞnitesi-
mals in the grouping around zero. This
act of addition translates the original
cluster of inÞnitesimals to positions on
either side of one half. Similarly, every
standard number can be viewed as hav-
ing its own collection of nearby, non-
standard numbers, each one only an
inÞnitesimal distance from the stan-
dard number.

The third type of nonstandard num-
ber is simply the inverse of an inÞnites-
imal. Because an inÞnitesimal is very

small, its inverse will be very large (in
the standard realm, the inverse of one
millionth is one million). This type of
nonstandard number is called an un-
limited number. The unlimited num-
bers, though large, are Þnite and hence
smaller than the truly inÞnite numbers
created in mathematics. These unlimit-
ed numbers live in a kind of twilight
zone between the familiar standard
numbers, which are Þnite, and the in-
Þnite ones.

If, as demonstrated in IST, every in-
Þnite set contains a nonstandard num-
ber, then the inÞnite series of check-
points Zeno used to gauge motion in his
Þrst argument must contain a mixed,
nonstandard number. In fact, as ZenoÕs
inÞnite series of numbers creeps closer
to one, a member of that series will
eventually be within an inÞnitesimal dis-
tance from one. At that point, all suc-
ceeding members of the series will be
nonstandard members of the cluster
about one, and neither Zeno nor anyone
else will be able to chart the progress
of a moving object in this inaccessible
region.

T
here is an element of irony in us-
ing inÞnity, ZenoÕs putative weap-
on, to deßate his claims. To re-

fute ZenoÕs Þrst paradox, we need only
state the epistemological principle that
we are not responsible for explaining
situations we cannot observe. ZenoÕs
inÞnite series of checkpoints contains
nonstandard numbers, which have no
numerical meaning, and so we reject
his argument based on these entities.
Because no one could ever, even in prin-
ciple, observe the full domain of check-
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The real numbers consist of the integers (positive and
negative whole numbers), rational numbers (those

that can be expressed as a fraction) and irrational num-
bers (those that cannot be expressed as a fraction). The
real numbers can be represented as points on a straight
line known as the real line (above). 

The mathematician Edward Nelson of Princeton Univer-
sity labeled three types of numbers as nonstandard with-
in this standard number system. Infinitesimal nonstandard
numbers are smaller than any positive standard number

yet are greater than zero. Mixed nonstandard numbers,
shown grouped around the integer 5, result from adding
and subtracting infinitesimal amounts to standard num-
bers. In fact, every standard number is surrounded by
such mixed, nonstandard neighbors. Unlimited nonstan-
dard numbers, represented as N and N + 1, are the invers-
es of infinitesimal nonstandard numbers. Each unlimited
number is greater than every standard number and yet
less than the infinite real numbers. The nonstandard real
numbers prove useful in resolving Zeno’s paradoxes.

–(N + 1) –N –3 –2 –1 0 1 2 5 N N + 1

Topology of the Real Line

Copyright 1994 Scientific American, Inc.



points that his objection addresses, the
objectionable behavior he postulates for
the moving object is moot. Many de-
scriptions of motion in the microrealm
other than that containing the full se-
ries of checkpoints could apply, and
just because his particular scenario
causes conceptual problems, there is
no reason to anathematize the idea of
motion. His second argument, attempt-
ing to show that an object can never
even start to move, suÝers from the
same malady as the Þrst, and we reject
it on like grounds.

W
e have resolved ZenoÕs three
paradoxes using some techni-
cal results from IST and the

principle that nonstandard numbers
are not suitable for describing matters
of fact, observed or purported. Still,
more can be said regarding the matter
than just the assurance that ZenoÕs ob-
jections do not preclude motion. In-
deed, we can construct a theory of mo-
tion using a very powerful result from
IST. The theory yields the same results
as do the tools of the calculus, and yet
it is easier to visualize and does not fall
prey to ZenoÕs objections.

A theorem proved in IST states that
there exists a Þnite set, call it F, that
contains all the standard numbers! The
corollary that there are only a Þnite

number of standard numbers would
seem to be true, but surprisingly, it is
not. In developing IST, Nelson needed
to Þnesse the conventional way mathe-
maticians form objects. A statement in
IST is called internal if it does not con-
tain the label Òstandard.Ó Otherwise, the
statement is called external. Mathema-
ticians frequently create subsets from
larger sets by predicating a quality that
characterizes each of the objects in the
subsetÑthe balls that are red or the in-
tegers that are even. In IST, however, it
is forbidden to use external predicates,
such as standard, to deÞne subsets; the
stricture is introduced to avoid contra-
dictions. For example, imagine the set
of all standard numbers in F. This set
would be Þnite because it is a subset of
a Þnite set. It would therefore have a
least member, say, r. But then r Ð 1
would be a standard number less than
r, when r was supposed to be the small-
est standard number. Thus, we cannot
say the standard numbers are Þnite or
inÞnite in extent, because we cannot
form the set of them and count them.

Nevertheless, the Þnite set F, though
constrained as to how it can be visual-
ized, is useful for constructing our the-
ory of motion. This theory can be ex-
pressed quite simply as stepping
through F, where each member of F
represents a distinct moment. For con-

venience, consider only those members
of F that fall between 0 and 1. Let time
0 be the instant when we start tracking
a moving object. The second instant
when we might try to observe the ob-
ject is at time f1, where f1 is the small-
est member of F that is greater than 0.
Ascending through F in this fashion,
we eventually reach time fn, where fn is
the largest member of F less than 1. In
one more step, we reach 1 itself, the
destination in this example. In order to
walk through a noninÞnitesimal dis-
tance, such as the span from 0 to 1 us-
ing inÞnitesimal steps, the subscript 
n of fn must be an unlimited integer.
The process of motion then is divided
into n + 1 acts, and because n + 1 is
also Þnite, this number of acts can be
completed sequentially.

Of the possible observing times iden-
tiÞed earlier, the objectÕs progress could
be reported solely at those instants
corresponding to certain standard num-
bers in F. (By the way, f1 and fn would
be nonstandard, as they are inÞnitesi-
mally close to 0 and 1, respectively.) For
example, although we can express a
standard number to any Þnite (but not
unlimited) number of decimal places
and use this approximation as a mea-
surement label, we cannot access the
unlimited tail of the expansion to alter
a digit and thus deÞne a nonstandard,
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To see the relation between
infinitesimals and differen-

tial calculus, consider the sim-
ple case of a falling stone. The
distance the stone has traveled
in feet can be calculated from
the formula s = 16t 2, where t
equals the time elapsed in sec-
onds. For example, if a stone
has fallen for two seconds, it
will have traveled 64 feet. 

Suppose, however, one wish-
es to calculate the instantane-
ous velocity of the stone. The
average speed of a moving ob-
ject equals the total distance it travels divided by the total
amount of time it takes. By using this formula over an in-
finitesimal change in the total distance and time, one can
calculate a fair approximation of an object’s instantaneous
velocity.

Let dt represent an infinitesimal change in time and ds
an infinitesimal change in distance. The computation for
the velocity of the stone after one second of travel, then,
will be as follows:  The time frame under consideration
ranges from t = 1 to t = 1 + dt. The position of the stone
during that time changes from s =16(1)2 to s = 16(1+ dt )2.
The total change in distance, 32dt + 16dt2, divided by dt,

is the desired average velocity,
32 + 16dt.

Because 16dt is but an infi-
nitesimal amount, undetectable
for all intents and purposes, it
can be considered equal to 0.
Thus, after one second of travel,
the formula yields the stone’s
instantaneous velocity as 32
feet per second.

This manipulation, of course,
resembles those used in tra-
ditional, differential calculus.
There the small residue 16dt
cannot be dropped at the end

of the calculation; it is a noninfinitesimal quantity. Instead,
in this calculus, it must be argued away using the theory
of limits. In essence, the limit process renders the interval
of length dt sufficiently small so that the average velocity
is arbitrarily close to 32. As before, the instantaneous ve-
locity of the stone after one second of travel equals 32
feet per second. Similarly, judicious use of infinitesimal re-
gions facilitates the computation of the area of complicat-
ed regions, a basic problem of integral calculus. Some
think the newer calculus is pedagogically superior to cal-
culus without infinitesimals. Nevertheless, both methods
are equally rigorous and yield identical results.

Calculus by Means of Infinitesimals
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inÞnitesimally close neighbor. Only con-
crete standard numbers are eÝective as
measurement labels; the utility of their
nonstandard neighbors for measure-
ment is illusory.

M
uch is superßuous in this theo-
ry of motion, and much is left
unsaid. It suÛces, however, in

the sense that it can easily be translat-
ed into the symbolic notation of the in-
tegral or diÝerential calculus, common-
ly used to describe the details of motion
[see box on opposite page]. More impor-
tant in the present context, the Þnite-
ness of the set F enables us to jump
over the pitfalls in ZenoÕs Þrst two para-
doxes. His third objection is dodged as
before: motion in real time is an un-
known process that takes place in in-
Þnitesimal intervals between the stan-
dard points of F; the nonstandard points
of F are irrelevant given that they can-
not be observed.

For many centuries, ZenoÕs logic stood
mostly intact, proving the refractory na-
ture of his arguments. A resolution was
made possible through two basic fea-
tures of IST: Þrst, the ability to partition
an interval of time or space into a Þnite
number of ineÝable inÞnitesimals and,
second, the fact that standardly labeled
pointsÑthe only ones that can be used
for measurementÑare isolated objects
on the real line. Is our work merely the

solution to an ancient puzzle? Possibly,
but there are several directions in which
it might prove extensible.

Aside from its mathematical value,
IST is ripe with epistemological import,
as this analysis has shown. It might
well be modiÞed to constitute a general
epistemic logic. Also, inÞnitesimal in-
tervals, or their generalization, would
promise a technical resource to house
WhiteheadÕs so-called actual entities,
the generative atoms of his philosophi-
cal system. Finally, the current theory
of motion and the predictions of quan-
tum physics are not dissimilar in that
they both restrict the observation of cer-
tain events to discrete values. Of course,
this theory of motion is not a version
of quantum mechanics (nor relativity
theory, for that matter). Because the
theory resulted from a thought experi-
ment on ZenoÕs terms, it holds no di-
rect connection to present physical the-
ory. Moreover, the speciÞc rules inher-
ited from IST are probably not those
best suited to describe reality. Modern
physics might adapt the IST approach
by modifying its rule system and intro-
ducing Òphysical constants,Ó perhaps
by assigning parameters to the set F.

But maybe not. Still, the simplicity
and elegance of such thought experi-
ments have catalyzed research through-
out the ages. Notable examples include
Heinrich W. M. Olbers, questioning why

the sky is dark at night despite stars in
every direction, or James Clerk Maxwell,
summoning a meddling, microscopic
demon to batter the second law of ther-
modynamics. Likewise, ZenoÕs argu-
ments have stimulated examinations of
our ideas about motion, time and space..
The path to their resolution has been
eventful.
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B
iology just hasnÕt been the same since
1973, when Stanley N. Cohen of Stanford
University and Herbert W. Boyer of the

University of California at San Francisco in-
vented the technique that made genetic engi-
neering practical and so launched the biotech-
nology industry. Cohen and Boyer worked out
a straightforward way to transplant function-
ing genes from diÝerent organisms into bacte-
ria, which could then be grown in large quanti-
ties. Their achievement opened up vistas that
researchers had only dreamed about.

Proteins that previously had to be extracted
laboriously from animal or plant tissue could
be manufactured at will by using bacteria as
miniature factories. At about the same time, re-
searchers learned how to make large amounts
of pure antibodies, biological chemicals that
can be used to probe cellular processes in Þne
detail. LifeÕs book, it seemed, was suddenly laid
open. And Boyer began tooling around the Bay
Area in a Porsche.

The biotechnology boom that followed trans-
formed a good deal more than the techniques
used in laboratories. It also changed fundamen-
tally the Þnancial environment and the culture
of biological research. Corporations performed
half of the nationÕs health research last year,
whereas the National Institutes of Health, the
government agency that has been the principal
supporter of biomedical research since the
1950s, supported just 32 percent. The number
of young investigators applying to the NIH for
grants has fallen to half of the 1985 Þgure. Bio-
technology Þrms, which constitute one of the
more volatile sectors of the stock markets, had
a combined capitalization of $41 billion in
1994, according to Ernst & YoungÑ$7 billion
less than in 1992 but impressive for an indus-
try less than 20 years old.

Has the change been for the good? The priva-
tization of biology has forced researchers and
oÛcials to face the question about what role
the traditional institutionsÑthe universities
and federal laboratoriesÑshould have in the
future of their science. Ironically, it is these
very institutions that produced most of the
breakthrough discoveries from which the bio-
technology industry has grown. Some senior

scientists even wonder whether research in its
traditional form can survive the entrepreneuri-
al deluge. Among them is Paul Berg of Stanford,
who is often described as the father of genetic
engineering. He fears that the rush to develop
lucrative drugs could imperil the unfettered in-
quiry that is essential if new ideas are to be
generated. Others are concerned that the desire
to protect proprietary information will short-
circuit the open discourse so cherished on uni-
versity campuses. ÒFreedom of communication
is an area of concern,Ó says Richard F. Celeste,
chairman of the Government-University-Indus-
try Research Roundtable, an organization that

TRENDS IN BIOLOGICAL RESEARCH

Big-Time Biology
by Tim Beardsley, staÝ writer
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CULTURE CLASH of corporate dollars and an older
academic tradition has sometimes caused hard feel-
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Molecular biology is—not so quietly—
evolving from a science into an industry. 

Can it survive the transformation?

studies relationships among those institutions.
Whatever solutions to these issues are de-

vised, turning back the clock will not be among
them. The techniques now emerging are so
powerfulÑand the material rewards of success
so greatÑthat every other discovery looks like
a business opportunity. In the two decades
since Cohen and Boyer turned gene shuÜing
from vaulting accomplishment into an experi-
ment suitable for a high school class, droves of
biologists have transmuted themselves into en-
trepreneurs. Companies aiming to exploit the
new technology have proliferated like cells in a
petri dish: there are now about 1,300 biotech-

nology Þrms in the U.S., and most major agri-
cultural and pharmaceutical corporations have
plays in the emerging arena. Five years ago in-
dustry overtook government as the primary
provider for biomedical research, after decades
of federal dominance. The biotechnology in-
dustry sponsored $5.7 billion in research in
1993, a 14 percent increase over the previous
year, despite a marked tightening of the sup-
ply of capital for new investments.

The private sector is Þlling a vacuum created
by the uncertain, ßuky currents of public sup-
port for biological and other forms of basic in-
quiry. The NIH underwent a huge expansion in
the decades after World War II. Appropriations
rose 150-fold between 1945 and 1965, even af-
ter inßation, from $26 million to $4 billion in
1988 dollars. That corresponds to a dizzying
28 percent of real growth a year. During that
period, the NIHÕs 312-acre campus in Bethesda,
Md., became, arguably, the worldÕs preeminent
medical research center.

Just as important were the NIHÕs extramural
grants, which account for about three quarters
of its budget. Generations of young investiga-
tors at universities around the country came
to rely on the agency to fund studies of cells
and bodies in health and illness. The in-house
and university-based research supported by the
NIH was universally understood to be basic in
nature, unaÝected by commercial imperatives.

The NIHÕs growth slowed, however, in the
1970s and 1980s. Although the budget increas-
es continued in dollar terms, they became less
impressive when allowance was made for the
spiraling cost of research. The agency employs
a special biomedical research and development
index to measure the growth in its costs, and
the index climbs signiÞcantly faster than do
consumer prices. During the past decade, the
NIHÕs budget has been growing at a relatively
modest annual rate of 3.9 percent, after allow-
ing for inßation in research costs.

The number of investigators chasing grant
dollars has, however, increased dramatically
since the early 1970s. In 1972 the NIH reviewed
8,596 grant applications; in 1992 the number
was 20,142. Even accomplished researchers now
Þnd the odds of winning an NIH grant daunting.
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ings. Andy Myer saw it this way in 1992 in the June is-
sue of the Journal of NIH Research.
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In 1993 only 22 percent of grant appli-
cations from scientists 36 years old and
younger were funded, down from 33
percent in 1985.

More worrying still, the number of
young researchers (those younger than
36 years) applying for grants fell by a
startling 54 percent between 1985 and
1993. That trend has caused perplexity.
ÒWe donÕt understand it yet,Ó says Har-
old E. Varmus, the virologist and Nobel
laureate who is director of the NIH.
Where have all the children gone? Some
are probably employed as members of
large research teams. Others have mi-
grated to industry or may be working
in universities on projects supported
by industry. Indeed, the universities, no
longer certain of federal support for
basic research, have started courting
the private sector.

ÒUniversities are looking to supple-
ment federal dollars,Ó Celeste says.
ÒThere has been keen interest in our
work on how to negotiate research
agreements.Ó Although high-technology
companies typically do a lot of their re-
search in-house, about 7 percent of the

health research conducted in universi-
ties and medical schools is supported
by industry.

The Þnancial ecology started to
change signiÞcantly in 1980, when Con-
gress passed laws encouraging academ-
ic institutions and federal laboratories
to make money from technology trans-
fer. The Bayh-Dole Act, which President
Jimmy Carter signed that year, was an
important milestone: it gave universi-
ties the right to patent inventions aris-
ing from federally sponsored research
and to license them to commercial Þrms.
The Federal Technology Transfer Act of
1986 took things a step further by al-
lowing companies to form partnerships
with in-house government scientists at
the NIH and elsewhere, through con-
tracts known as collaborative research
and development agreements.

Economic development as well as
scholarship suddenly became part of
the mission of universities. Government
laboratories, too, which had since the
1940s been dedicated to Þghting the
cold war abroad, were now expected to
lend a hand in a diÝerent battle, one

for national industrial competitiveness.
Universities are embracing their pri-

vate-sector obligations with gusto. A
quarter of all patents awarded to uni-
versities since 1969 were granted in
1991Ð1992 and health and biomedicine
were particularly well represented. For
some universities, the Þnancial rewards
of the new entrepreneurial climate have
been enormous. The Cohen-Boyer pat-
entÑadmittedly an exceptional exam-
pleÑhas earned about $100 million in
royalties since it was issued in 1980.
ProÞts are split between Stanford Uni-
versity and the University of California.
Most university patents are worth far
less than that. The Massachusetts Insti-
tute of TechnologyÑwhich is widely
considered a pioneer in technology li-
censingÑreceives less than 2 percent of
its revenue from patent royalties. Yet
hope springs eternal.

Industrial research support can mean
millions of dollars in overhead pay-
ments for an institution. Critics such as
Leonard Minsky, executive director of
the National Coalition for Universities in
the Public Interest, deride the way uni-
versities are handling their industrial
links. ÒUniversities are corrupt as hell,Ó
he growls. ÒMost universities have two
or three corrupt deals at any one time.Ó

Many would argue that that is an ex-
aggeration, but anxieties about the pro-
priety of sponsored research keep sur-
facing. Two years ago Bernadine Healy,
then director of the NIH, caused a furor
when she criticized a proposed research
agreement between the Scripps Research
Institute in La Jolla, Calif., and Sandoz,
the Swiss pharmaceutical maker. Under
the terms of the proposed agreement,
Sandoz would have had the right of
ÒÞrst refusalÓÑthe Þrst option to li-
censeÑfor most of ScrippsÕs research
inventions, in exchange for $30 million
a year for 10 years. Healy said the pro-
posed agreement could impair the aca-
demic freedom of Scripps researchers.

In point of fact, many research admin-
istrators did Þnd the proposed Scripps-
Sandoz deal troublesome. A survey per-
formed by the NIH conÞrmed that it was
unusual in the degree of exclusivity it al-
lowed Sandoz. The contract was renego-
tiated so that Sandoz will instead pro-
vide Scripps with just $20 million a
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INDUSTRY SUPPORT for health research
and development is rising rapidly and
overtook the federal governmentÕs con-
tribution Þve years ago (graph at right ).
Health is the largest category of federal-
ly funded R&D after defense, account-
ing for 15 percent of the total (bar at
left ). (Percentages do not add up to 100
because of rounding.)

SOURCE: 
NIH Division of Planning and Evaluation, 
Planning and Policy Research Branch
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year, in exchange for Þrst-refusal rights
to the results of 47 percent of ScrippsÕs
research. Scripps receives some $70 mil-
lion a year from the NIH.

Edward E. Penhoet, president and
chief executive of Chiron in Emeryville,
Calif., recently co-chaired an NIH panel
on sponsored research agreements that
was inspired by the Scripps-Sandoz ßap.
The panelÕs recommendations were dis-
armingly published as ÒconsiderationsÓ
for recipients of NIH research grants
who are thinking of accepting corporate
sponsorship. The panelÕs report states
that Ògrantees should ensure that spon-
sored research agreements preserve the
freedom for academic researchers to
select projects,. . .determine the types of
sponsored research activities in which
they wish to participate, and communi-
cate their research Þndings at meetings,
and by publication and through other
means.Ó Penhoet notes that the Scripps-
Sandoz deal was unusual in that it gave
Sandoz almost blanket ownership of
ScrippsÕs research inventions before
they had even been devised. The Bayh-
Dole Act was, he notes, intended to en-
courage licensing of existing inventions.

Close but Not Touching

The Scripps-Sandoz deal may be ex-
ceptional, but universities with close
ties to industry are not uncommon.
Washington University is a well-known
example; over the past 10 years it has
received almost $100 million from Mon-
santo for biological research. A commit-
tee consisting of representatives from
Monsanto and the university selects
projects from proposals put forward
by faculty members. Monsanto has the
right of Þrst refusal on patentable in-
ventions arising from the work it sup-
ports. In fact, the company has chosen
to pick up only two ideas from the col-
laboration for development, making it
questionable whether the investment
was worthwhile. Originally, Monsanto
was willing to pay for Òblue skyÓ re-
search, but it is now focusing on speciÞc
areas. It has also decided to reduce its
commitment to $5 million a year. 

Such links are sensitive. The Univer-
sity of North Carolina, which conducts
a lot of research funded by Glaxo, was
embarrassed earlier this year when the
News and Observer in Raleigh reported
that the universityÕs president owned
stock in Glaxo and that a Glaxo lobby-
ist was elected to become chairman of
the university systemÕs board of gover-
nors. Many universities discourage se-
nior administrators from owning stock
in companies that fund their research.

Boston University has been criticized
for investing some $68 million in Sera-

gen, a biotechnology company founded
by a medical school faculty member,
John R. Murphy. The universityÕs stake,
which amounts to 54 percent of Sera-
gen, is equivalent to some 19 percent
of the universityÕs endowment. Seragen
returns the vote of conÞdence by bank-
rolling research at the university.

Boston UniversityÕs president John R.
Silber says the investment in Seragen
was prudent and came out of normal
operating expenses. ÒWe spend $70
million a year on medical research for
which we get no return,Ó Silber explains.
ÒI couldnÕt see any reason on earth why
we should throw all that away.Ó Others
are not convinced. ÒInstitutional con-
ßicts of interest are especially aggravat-
ed when a university takes a large posi-
tion in a start-up company,Ó says Albert
A. Barber, special assistant to the chan-
cellor at the University of California at
Los Angeles. One danger is that indus-
trial support is hardly a guarantee of
stable funding. ÒThe vast majority of
academically founded start-upsÑlike
other start-upsÑfail,Ó notes Nelson G.
Dong, an attorney who specializes in
intellectual property at the law Þrm of
Dorsey & Whitney in Minneapolis.

If, however, one moves to the prover-
bial bottom line, the beneÞts to society
of university-industry collaboration have
been immense. Human insulin, interfer-
on and the hepatitis B vaccine all derive

in part from university-based research.
In all, biotechnology companies have
brought about 30 new medical products
to marketÑa boon to humanity as well
as to the scientists who developed them
and, sometimes, to their investors. Agri-
cultural biotechnology is making slow-
er progress, but its Þrst productsÑMon-
santoÕs bovine somatotropin and Cal-
geneÕs engineered tomatoesÑare now
on sale.

At the same time, the growing corpo-
rate presence on university campuses
has caused a culture clash. Scholars
with industrial support are likely to
have more money for equipment and
staÝ than are their colleagues, Dong
notes. That can lead to envy, jealousy
and misunderstandings. ÒUniversity
people with industry support some-
times feel they have to wear Kevlar but-
toned-down shirts,Ó he cracks. (Kevlar
is used in, among other things, bullet-
resistant vests.)

Little current quantitative information
exists about ties between university fac-
ulty and the private sector. But research
conducted in the 1980s suggests they
were extensive even in that early era of
biological entrepreneurism. A 1985
Harvard University study found that 47
percent of 800 biotechnology faculty
surveyed at 40 research universities
consulted for industry. Eight percent
owned equity in a privately traded com-
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PRODUCTS of genetic engineering are manufactured on an industrial scale. Fermen-
tation tanks at a Schering-Plough plant in New Jersey produce alpha-2b-interferon,
approved in the U.S. to treat hepatitis C, KaposiÕs sarcoma and hairy-cell leukemia. 
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pany that was exploiting their research.
Thirty percent of those with industry
funding said their choice of research
topics had been inßuenced by the like-
lihood that the results would have
commercial application. Only 7 percent
of those without industry support ad-
mitted such considerations. So much for
following the breezes of pure curiosity.

A survey conducted in 1987 by Linda
J. Zimbler of the U.S. Department of Ed-
ucation found that full-time health sci-
ence faculty members with teaching re-
sponsibilities each received more than
$88,000 annually from industry for
consulting or sponsored research. The
sample was small, Zimbler points out. 

In light of the continuing growth in
the number of biotechnology compa-
nies, the number of faculty who have
commercial relationships has almost
certainly increased since the 1980s. Not
only are the links many in number, they
take many diÝerent forms. Some com-
panies sponsor university-based re-
search through gifts that have few
strings attached. Others pay faculty
salaries. More common is for a compa-
ny to sponsor a researcher through con-
tracts that specify the work to be done.
And it is not unusual for a company to
license a patented technology from a
university and maintain a consulting
relationship with the faculty inventor.

Companies, particularly small, cash-
hungry ones, compensate academics

with equity. Moreover, some university
departments may do research that is
paid for by several diÝerent companies.
For example, research under way at the
University of North Carolina enjoys the
support of 40 to 50 diÝerent compa-
nies, including 10 large corporations,
says Thomas J. Meyer, vice chancellor
of graduate studies and research at the
Chapel Hill campus.

Serving Two Masters

Such arrangements inevitably raise
questions about how, or whether, a
scholar can serve twoÑor more than
twoÑmasters. Berg, who shared a No-
bel Prize in Chemistry in 1980 for fun-
damental research on genetic engineer-
ing, fears that universitiesÕ new push to
transfer technology puts pressure on
academics to do work likely to yield
practical results. The Bayh-Dole Act,
Berg notes, means that Òin one sense
universities are obliged to pursue the
practical application of federally fund-
ed research.Ó

The important matter to be decided,
as he sees it, is: How aggressively should
that be done? ÒIf university technology
licensing oÛcers are going around con-
stantly inquiring in research laborato-
ries about what is new and trying to
peddle inventions through licensing and
so on, I am concerned it is going to dis-
tort the path of fundamental research

in universities,Ó Berg says. ÒYoung peo-
ple will be under pressure to do things
that bring income to the university.Ó

The research center that Berg directs
at Stanford does accept some industrial
funding. Berg tries, however, to make
sure that investigators choose topics
independently of whether the work falls
into the area of interest of the commer-
cial sponsor, SmithKline Beecham. 

Phillip A. Sharp, who is head of the
biology department at M.I.T. and an-
other Nobel laureate, suggests that an
increasing emphasis on the practical
applications Òis in some ways healthy.Ó
He would draw the line if universities
were to start hiring faculty on the basis
of how much money they can bring into
their departments. ÒI hope it wonÕt hap-
penÑthat would be very unfortunate,
and it would be changing the culture of
the university,Ó he says. Biomedicine
will, Sharp maintains, continue deliver-
ing products to improve the human
condition as long as the government
can see its way to providing strong sup-
port for the NIH.

Then there is the problem of secrecy.
Universities are normatively places
where scholars communicate their ideas
freely, unencumbered by the need for
conÞdentiality. Commercial interests,
in contrast, inevitably dictate some ret-
icence about an invention until it has
been patented. ÒIt will take serious work
to preserve the openness of fundamen-
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ÒWe donÕt want to turn money
away, so long as certain 
guidelines are followed.Ó

ÑHAROLD E. VARMUS, 
National Institutes of Health

ÒIn one sense, universities are
obliged to pursue the practical 
application of federally funded 

research.Ó

ÑPAUL BERG, 
Stanford University

Biotechnology is Òcontributing to
the economic welfare of the 

nation, and it has by and large
beneÞted academic progress.Ó

ÑFRANCISCO J. AYALA, 
University of California at Irvine
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tal research,Ó Celeste acknowledges.
ÒThere will be some challenges for uni-
versities and industry.Ó

Not everybody shares BergÕs and Ce-
lesteÕs apprehensions. Francisco J. Ay-
ala, a biologist at the University of Cali-
fornia at Irvine who is a member of the
PresidentÕs Committee of Advisors on
Science and Technology, says he used
to be concerned about industryÕs inßu-
ence but has changed his mind. ÒMy
view of the current situation in biotech-
nology developments is that it is won-
derful,Ó he declares. Biotechnology is
Òcontributing to the economic welfare
of the nation, and it has by and large
beneÞted academic progress. The ben-
eÞts have far outstripped harms that
may have occurred.Ó

Bruce M. Alberts, president of the
National Academy of Sciences, admits
that he would worry if industrial mon-
ey on a campus meant that some stu-
dents could not talk about what they
were doing. ÒCommunication is part of
education,Ó he points out. But Alberts
does not believe communication in
academia is breaking down yet. ÒGener-
ally, the system works,Ó he maintains.
Sharp is also conÞdent that science is
thriving in its new Þnancial environ-
ment. ÒGood science is roaring along,
and people are talking about it. First-
rate people donÕt let things get in the
way,Ó he insists.

That sentiment is echoed by Frank

W. Fitch, a past chairman of the Federa-
tion of Associated Societies in Experi-
mental Biology and a pathologist at the
University of Chicago. To the extent that
secrecy does occur, Fitch speculates, it
is probably because some scientists
keep their best ideas to themselves so
that they can get ahead in the competi-
tion for grants and achieve distinction
by publishing Þrst. ÒThere have been
bastards in science from the beginning,Ó
he asserts.

Captains of industry recoil from the
notion that they encourage such behav-
ior. They argue that it would not be in
their interest to suppress the open com-
munication that is the essence of the
academic environment. Penhoet says,
ÒWe donÕt prevent publication even if
the results are harmful to Chiron. ItÕs
not thinkable. This is a straw man that
people set up, and IÕve never heard of
anyone having to do it.Ó

But freedom to publish is, he notes,
predicated on the ability to patent valu-
able ideas. Chiron, along with other
companies, does ask researchers it sup-
ports at universities to let the Þrm re-
view draft reports before they are pub-
lished so that the work can be vetted for
patentable ideas. The delay is usually
no more than a month or two, Penhoet
says. That is not a signiÞcant worry, ac-
cording to Alberts: ÒPublic information
is diÝerent than talking to colleagues.Ó

A more troubling issue for some aca-

demic entrepreneurs is conßict of com-
mitment. Many universities have a rule
that faculty should spend no more than
one day a week on nonuniversity busi-
ness. But simply managing time in such
a way that everyone gets their due can
be a headache, says Leroy E. Hood, a
leading molecular biologist now at the
University of Washington, who both re-
ceives substantial industrial support
and has helped found several compa-
nies [see box on next page].

Management of graduate students is
another tricky area for faculty with in-
dustrial sponsorship. Alberts is still
head of a biochemistry and biophysics
laboratory at the University of Califor-
nia at San Francisco, an institution that
has been at the forefront of the bio-
technology revolution from the begin-
ning. Alberts says a faculty committee
was created at the schoolÑas it has
been at some other universitiesÑto
make certain that students and univer-
sity funds were not exploited by pro-
fessors with industry links.

Ultimate dread is reserved for the
possibility that unconscious bias by in-
vestigators who have Þnancial stakes
might inßuence clinical studies and so
aÝect patients. That fear was raised in
1987 during a congressional inquiry
into a clinical trial of tissue plasmino-
gen activator, a drug made by Genen-
tech that dissolves blood clots in heart-
attack victims. The late Ted Weiss, a
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ÒI never heard anybody on the 
industrial side arguing that we

should compromise the intellectual
process, and nobody on either 

side wants to do this.Ó

ÑEDWARD E. PENHOET, 
Chiron Corporation

ÒUnfortunately, the current 
system often fails to record 
taxpayer interests in these 

technologies and to safeguard 
important public rights.Ó

ÑREPRESENTATIVE RON WYDEN,
Oregon

ÒIs it fair that university 
researchers should take Þndings
produced with the public purse

and beneÞt from them Þnancially?Ó

ÑTHOMAS J. MEYER, 
University of North Carolina 

at Chapel Hill

Copyright 1994 Scientific American, Inc.



representative from New York State,
embarrassed the NIH by pointing out
that more than half of the investigators
conducting the trial owned stock in
Genentech. Weiss suggested that proj-
ect managersÕ Þnancial interests had
swayed them to publish a rosier ac-
count of the drugÕs eÝects than the
data warranted.

A more clear-cut abuse occurred at
HarvardÕs Massachusetts Eye and Ear
InÞrmary in the mid-1980s. A research
fellow there, ScheÝer C. G. Tseng, al-
legedly made a large personal proÞt
from selling his shares in Spectra Phar-
maceutical Services after he realized
that an experimental ointment made
by Spectra that he was testing was not
proving eÝective at treating dry eye. In-
vestigations by Harvard found several
violations of protocol in the research.

If At First . . .

It was WeissÕs interest in academic-
industry relationships that prompted
the NIH in 1989 to propose regulations
designed to guarantee that its grantees
had no Þnancial conßicts of interest. But
the proposals created an uproar. The
NIH received 751 letters of complaint
and was forced to withdraw its sugges-
tions. The abandoned rules would have
required grant recipients to disclose all
their Þnancial interests to the govern-
ment, as well as those of family and
even business partners.

The agency published revised pro-
posals this past June. The new approach
would require investigators to disclose
to their institutions what is termed a
ÒsigniÞcant Þnancial interestÓ that
would appear to be Òdirectly and sig-
niÞcantlyÓ aÝected by their NIH-sup-
ported research. A signiÞcant interest
could be stock or any kind of remuner-
ation worth more than $5,000 or equi-
ty that amounted to more than 5 per-
cent of the ownership of a company.

The regulations give institutions
broad discretion on how to manage any
conßicts that surface. Administrators
could monitor the research to ensure
that the Þnancial interest does not bias
the project, for example, or require that
an investigator relinquish troublesome
holdings. Similar regulations for re-
searchers receiving grants from the Na-
tional Science Foundation were pub-
lished alongside the NIH proposals. The
Food and Drug Administration, too, is
expected to issue such regulations in
the near future.

The new NIH initiative has certainly
been better received than the abortive
1989 eÝort. ÒThis is an important rule,
and we in general endorse it,Ó Fitch de-
clares. The rule was required by a 1993

Enjoying the Best of Both Worlds

Leroy E. Hood is not just one of the most influential molecular immunolo-
gists of the age. He has also made a name for himself as a charismatic

and astute businessman who has helped launch several companies com-
mercializing advances in biotechnology.

At the California Institute of Technology from 1970 to 1992, Hood devot-
ed much of his time to the challenges of automating the analysis of proteins
and, later, DNA. He became a consultant to Applied Biosystems in Foster
City, Calif. (now a division of Perkin Elmer), which developed and sold pro-
tein and DNA sequencers and other instruments to laboratories all over the
world. He also emerged as a prominent champion of the Human Genome
Project, the $3-billion international effort to map and sequence all human
genes.

In 1992 William H. Gates III, the co-founder and chief executive of Mi-
crosoft, gave the University of Washington $12 million to lure Hood there as
the head of a new interdisciplinary department of molecular biotechnology.
Hood has since persuaded 13 senior scientists to join him. In the new de-
partment, computer scientists work alongside geneticists to develop devices
for analyzing systems such as the genes that control immune responses and
those involved in the early stages of development. A faster DNA-sequencing
machine is also on the agenda.

Hood’s creative drives seem undiminished. Also in 1992 he, along with
Ronald E. Cape, the former head of Cetus Corporation, and several other
biotechnology gurus, founded Darwin Molecular in Seattle. Darwin has am-
bitious plans to discover new drugs using techniques that mimic evolution
through natural selection.

Darwin says it is developing proprietary methods that could hugely accel-
erate the process of identifying small molecules that bind to biological tar-
gets. Such molecules may have valuable properties. An important part of the
formula is Darwin’s expertise in DNA sequencing, which has provided it with
numerous targets in the human genome to investigate.

Hood supports the principle of full disclosure as an aid to resolving con-
flicts of interest. “What you have to do is think carefully about what the na-
ture of the conflict is,” he says. “Absolutely the best way to confront these
things is to lay it all out up front.” He adds: “American industry’s strength
next century is going to be intellectual. I think we have got to do what we
can to foster these developments.”
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LEROY E. HOOD is automating the analysis of DNA.
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law governing the NIHÕs bureaucratic
parent, the Public Health Service. Con-
gressional interest in research conßicts
remains strong. ÒWe are trying to pro-
tect the public interest,Ó says Steven C.
Jenning, an aide to Representative Ron
Wyden of Oregon, who has taken up the
torch of preserving research integrity.
Wyden recently held a hearing in which
he charged that the NIH has failed to
ensure that products arising from fed-
eral research are made available to the
public at ÒreasonableÓ prices.

Not everyone is happy with the NIHÕs
solution to Þnancial conßicts. One po-
tential diÛculty concerns how exactly
a university should determine whether
a particular stock holding is likely to be
directly aÝected by an investigatorÕs
project. Martin L. McGregor, a partner
in the law Þrm of Gardere & Wynne in
Dallas, Tex., and a co-chair of the Bio-
technology Industry OrganizationÕs law
committee, says he would like to see the
rules clariÞed so that universities can be
sure their certiÞcations will not be sec-
ond-guessed later. ÒThe deÞnition of
signiÞcant Þnancial interest is overly
broad,Ó McGregor complains. ÒOnce any-
thing becomes a problem, potential in-
vestors are going to move elsewhere. If
you make regulations that make it more
diÛcult to commercialize, public fund-
ing in this area fails.Ó

Most players in the biomedical re-
search business have, however, decid-
ed, along with the NIH, that disclosure is
the best way to take care of conßict of
interest. In 1984 the New England Jour-

nal of Medicine started to ask research-
ers publishing in its pages to declare
any Þnancial interests in companies
likely to be aÝected by their results. Sci-
entiÞc journals such as Science and Na-

ture followed suit. (ScientiÞc American

also asks its contributors to mention
their relevant private-sector interests.)
Many universities already have in place
conßict-of-interest rules somewhat like

those that the NIH will be insisting on.
What is quite unclear is whether it will

ever be possible to satisfy all the con-
ßicting demands on biological entre-
preneurship. Institutional conßicts are
in some sense unavoidable once aca-
demics start going into business, be-
cause universities are then trying to do
two diÝerent things at once: to provide
havens of scholarship and also to make
a buck. The NIH regulations recognize
the inherent ambiguity in the new role
of universities by referring to the need
for ÒbalanceÓ between competing inter-
ests. ÒAll the things you do to control
conßict of interest will ultimately result
in inhibiting technology transfer,Ó says
Barber, who is studying technology
transfer and conßicts of interest for
the Government-University-Industry Re-
search Roundtable.

Barber believes Þnancial involvements
receive more attention than they de-
serve. ÒThe problem is that conßict of
interest is almost a pejorative term,Ó he
points out. ÒPeople equate it with scien-
tiÞc integrity and misconduct, but the
troublesome cases are very, very few.Ó
Nevertheless, he thinks the NIH has done
the right thing in putting the onus on
institutions to monitor their employ-
eesÕ interests.

Meyer of the University of North Car-
olina agonizes over how his institution
will meet the governmentÕs charge to
boost the economy while keeping the
faith with traditional academic values.
ÒWe have to face up to developing ar-
rangements and methods to maintain
the universityÕs integrity in the public
eye and to keep the highest ethical stan-
dards we can,Ó he says. But at the same
time, Òthese charges to commercialize
research are real ones.Ó The basic dilem-
ma, as Meyer sees it, is: ÒIs it fair that
university researchers should take Þnd-
ings produced with the public purse
and beneÞt from them Þnancially? The
best method we have for taking some-
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POLICING of conßicts of interest by the NIH inspired this barbed new vision from
Andy Myer in the Journal of NIH Research this past June.
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thing to the market as quickly as possi-
ble is the proÞt motive.Ó

Hood, the academic entrepreneur at
the University of Washington, turns the
dilemma on its head. ÒWe scientists
have a major obligation not only to dis-
cover things but, where possible, to put
them to use in society,Ó he argues. ÒYou
can transfer knowledge in the form of
an instrument or technology or patents,
or alternatively you can transfer knowl-
edge in the manner of creating compa-
nies. We owe society an obligation be-
cause society is paying for science, and
this is an obligation that scientists are
just starting to take seriously.Ó

Everyone, of course, wants to see new
medicines and other wonders come out
of the laboratory and into the market.
The possibility troubling some observ-
ers is whether the rush to commercial-
ize is making it harder to do fundamen-
tal research that cannot immediately
be turned into proÞt. Hood is not com-
placent. He charges that scientists are
Òguilty of not spending enough time
justifying fundamental science.Ó He
frets that government, like industry, is
taking an increasingly narrow view of
what kind of science it will pay for. And
he doubts whether industryÕs under-
writing of biology will continue to grow
as it has in recent years. 

ÒIndustry support is increasingly go-
ing to be short-term and very, very prag-
matically focused,Ó Hood warns. The
big leaps in science, in contrast, usually
happen when good scientists are al-
lowed to follow their imaginations. Var-
mus notes that much of the research
that industry funds in universities is
basic in nature. But, he admits, ÒYou
have to be concerned.Ó
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SCIENCE AND BUSINESS

Fighting for Survival
Peace has Þzzled 
for defense contractors

E
arly in 1993 President Bill Clinton
proposed softening the impact of
defense cutbacks with programs

to help contractors develop products
for civilian markets. But after nearly two
years and several billion dollars of fed-
eral funds, plowshares are not proving
as proÞtable as swords. In fact, there are
rather few plowshares to be seen.

Although many defense contractors
have attempted to Þnd nonde-
fense projects, the results have
been underwhelming. ÒSuccess to
date has been very limited from
the perspective of new jobs and
economic development within the
defense community,Ó says Don
Nakamoto, research director of
the International Association of
Machinists and Aerospace Work-
ers, District 725. Environmental
technologiesÑwhich seemed to
oÝer a promising market for de-
fense contractors because they in-
volve complex challenges, often on
a large scaleÑhave created some
employment. Yet the numbers are
counted in the dozens or hun-
dreds, not in the thousands.

The National Commission for
Economic Conversion and Disar-
mament, a nonproÞt organization
in Washington, D.C., reports that
defense-related jobs are disappear-
ing at an ever quickening pace. 
In the Þrst half of 1994 alone,
115,000 defense-related manufac-
turing jobs were cutÑclose to the
total of 164,000 such jobs lost
during the whole of 1993. The
commission has recorded the loss
of 728,000 positions between 1990
and mid-1994, most of them in
California. And there is probably
worse to come. Defense Secretary
William J. Perry has warned that
the defense industry base will con-
tract to a half or even a third of its
size in the mid-1980s. If so, the
defense budget would fall from
$249 billion this year to less than
$190 billion ( in 1994 dollars).

Instead of trying to survive the
economic squeeze by converting
to civilian-related manufacturing,

most companies have opted to merge
with or acquire part of a competitor.
The new hybrid is then slimmed down.
The emergence of Lockheed Martin out
of the traumatized remains of Lockheed
and Martin Marietta is the most notable
recent example. Each partner in the
union laid oÝ about 8,000 workers dur-
ing 1993, according to Gregory A. Bis-
chak, executive director of the National
Commission for Economic Conversion
and Disarmament. Bischak predicts that
some 15,000 additional Lockheed Mar-
tin workers will lose their jobs in the
inevitable housecleaning.

Several U.S. defense contractors have

tried another strategy: cope with the
cuts at home by moving into the export
market. The share of American arms
being sold in developing countries has
soared, BischakÕs commission reported
earlier this year, from 10 percent a de-
cade ago to 60 percent today.

But what defense contractors have
not done, for the most part, is Òto devel-
op commercial products, invest in re-
tooling and marketing to become com-
petitive in commercial areas, or retrain
and redeploy their workforces,Ó the com-
mission concluded. That assessment is
echoed by Daniel Flaming, president of
the Economic Roundtable in Los An-

geles. Flaming notes that a study
conducted by the organization
shows that aerospace manufactur-
ers in the Los Angeles region have
become more dependent on de-
fense funds since 1991, not less,
because of a slowdown in the civil-
ian aviation industry. ÒMy belief is
that it is indeed a very bleak pic-
ture,Ó Flaming says. ÒWe have vir-
tually nothing you can point to
showing that the industry is being
reconÞgured in an organized way.Ó

Companies that traditionally
made their way in the world by
supplying the Defense Depart-
ment with low-volume, specialty
products Þnd themselves ill suit-
ed to civilian markets, where beat-
ing down costs is the name of the
game. ÒThey are quasi-nationalized
organizations,Ó Flaming argues.
Only small and medium-size com-
panies with fewer than 500 em-
ployees seem to have the ßexibility
to make the changes needed to
move into a new line of businessÑ
and they make little difference to
the overall job market.

To be sure, some defense con-
tractors have made serious eÝorts
to change their spots. Hughes Air-
craft stands out: the company,
which is owned by General Motors,
has thrown itself into the televi-
sion satellite business. Hughes is
involved in $75-million worth of
projects initiated under the feder-
al Technology Reinvestment Pro-
gramÑout of a total of $190 mil-
lion spent to date. But few other
companies have been as energetic.
BischakÕs commission blames the
administration for not providing
Òappropriate incentives and re-
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MARTIN MARIETTA, now part of Lockheed Mar-
tin, has found civilian markets for its rockets. This
Atlas I launched a weather satellite this past April.
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sources.Ó Nakamoto cites a diÝerent
factor: ÒEach believes it is the best and
thinks it can be one of the handful of
survivors.Ó

Environmental challenges have pro-
vided a new business venue for some
corporations that have traditionally re-
lied on the Pentagon. Westinghouse, for
example, has moved into the business
of cleaning up other contractorsÕ pollut-

ed sites. Northrop is designing a bus
that operates on fuel cells for a buyersÕ
consortium. Calstart, a group of Cali-
fornia contractors, is developing a range
of technologies for electric vehicles. And
Raytheon has won a contract from the
Northern Illinois Regional Transporta-
tion System to investigate Òpersonal ra-
pid transit,Ó a low-pollution rail-based
system in which the carriages take pas-

sengers directly to their destinations. 
Still, environmental projects are the

exceptions, not the rule. Curtis Moore,
the co-author with Alan Miller of a re-
cently published book on environmen-
tal technologies, Green Gold (Beacon
Press), blames the government for that
missed opportunity. Moore charges that
U.S. environmental standards have be-
come increasingly lax in comparison
with those of its competitors. That trend,
he argues, translates into a dearth of
opportunities for American companies.
Moore points out that the Clean Air Act
amendments of 1990, for instance, gave
the U.S. 12 years to bring about pollu-
tion reductions less dramatic than those
that Germany achieved in six years. As
a result, Òthere is not a market for this
stuÝ in the U.S.,Ó he says. 

Bischak acknowledges the current
shortcomings of defense-to-environ-
ment conversion: ÒThe bottom line is
we are only spending $4 billion a year
in cultivating this market.Ó The reces-
sion, strongest in California, has merely
increased resistance to stricter environ-
mental regulation. There is growing
pressure on that state to eliminate its
mandate to manufacturers to sell auto-
mobiles with zero emissions of pollu-
tants by 1998. The Big Three automak-
ersÑChrysler, General Motors and
FordÑare bitterly opposed to the emis-
sion-reduction plan, and if it should be
abolished, electric vehicles will look less
attractive as development projects.

Some companies have even openly
declared that conversion is a dead end.
McDonnell Douglas, one of the biggest
defense contractors, has been selling oÝ
peripheral businesses in information
systems and Þnancial services. ÒWe have
no intention of diversifying into new
and unfamiliar businesses,Ó the compa-
ny told shareholders earlier this year.

Despite the generally poor showing
to date, many other Þrms are still hope-
ful about prospects in civilian markets.
Although Norman AugustineÑwho was
head of Martin Marietta and may even-
tually lead Lockheed MartinÑis a well-
known cynic about ill-conceived at-
tempts at conversion, Lockheed Martin
reckons that 40 percent of its sales will
be in civilian markets. The company
should be able to capture 20 percent of
the global satellite-launch market, ac-
cording to one estimate.

Bischak, too, sees opportunities ahead.
ÒWeÕre perched on the edge of a boom
in shipbuilding that should occur in
the next 10 years,Ó he predicts. A new
government program, Ameritech, could
help U.S. companies ride that wave, he
believes. But so far conversion has fall-
en short of providing desperately need-
ed jobs. ÑTim Beardsley
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A New View for Surgeons

Most people have no use for infrared night-vision goggles or a laser-tar-
geting system, which is why finding a fit between defense know-how

and the civilian world is often difficult. But one new project might bring
some high-technology military imaging capabilities to a wider community:
that of physicians and their patients.

A navigation system that could provide surgeons with a three-dimension-
al, real-time, see-through view of a surgical site is being developed by the
Cleveland Clinic Foundation, with the help of Picker International, a medical
equipment manufacturer, and the U.S. Air Force’s Materiel Command. The de-
vice could be a lifesaver for patients undergoing difficult operations. 

Gene Barnett, a neurosurgeon at the clinic, and his associates have already
developed a fixed-image version of the apparatus to help in brain surgery.
Before the operation, an image of the patient’s brain is produced in a super-
computer by combining the results of three standard techniques—magnetic
resonance imaging, computed x-ray tomography and digital subtraction an-
giography. During surgery, the computer monitors the positions of the surgi-
cal instruments. It does so by timing how long it takes ultrasonic pulses to
travel from tiny “beacons” mounted on the instruments to nearby micro-
phones. The computer “knows” the shapes of the instruments, so it can su-
perimpose moving images of the tools onto its stored representation of the
brain. The resulting composite is displayed to the surgeon.

At present, the apparatus cannot be used on most other parts of the body.
Because breathing displaces tissues, a fixed image obtained before surgery
does not remain accurate. Enter James D. Leonard of Wright-Patterson Air
Force Base, an expert in “sensor fusion”—the art of combining images gener-
ated by different instruments. Leonard hopes to add ultrasound scanning to
Barnett’s existing device. The technique would provide a real-time image of
the area that reflects tissue movements. Then comes the hard part: data from
the ultrasonic scan would be used to “bend” the high-resolution image stored
in the computer into the actual shape of the tissue. 

The fixed-image equipment currently available uses a television screen
mounted next to the surgical site. But Leonard has a better idea for this limi-
tation as well. He wants to experiment with helmet-mounted displays similar
to those used by fighter pilots. The computer-generated image would be pro-

jected inside the headgear, so that
a surgeon would not have to look
away appreciably from the work
site in order to see the image.

After that technical tour de force,
equipping the computer with a
voice-recognition system would
be easy. A surgeon would then be
able to use the equipment without
having a computer operator pres-
ent. “Sensor fusion is not a solved
problem,” Leonard cautions. Still,
several potential partners for a de-
velopment effort have expressed
interest, including Loral, a defense
contractor in Arizona. Leonard
thinks the project should be do-
able in five years. —Tim Beardsley

MILITARY COMPUTER know-how could
aid surgeons in the operating room.
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Productivity Lost
Have more computers
meant less eÛciency?

I
t has been billed as one of the great-
est macroeconomic mysteries in re-
cent times. American corporations

have invested enormous sums of mon-
ey in information technology, suppos-
edly in exchange for streamlined pro-
cedures and speedier transactions. Yet
such spending seems to have bought
very little by way of lower business
costs or greater eÛciency.

This so-called computer paradox,
which has perplexed executives and
economists for years, has suddenly tak-
en on new life. Improvements in the
economy suggest that old explanations
for the schism between computers and
productivity need to be revised. The
former favorite culpritÑshortcomings
inherent in the measurement of eco-
nomic outputÑis being replaced by a
more ominous one: mismanagement.

The computer conundrum Þrst
emerged in the 1980s. Expenditures on
information technology in that decade
rocketed into the billions of dollars. At
the same time, white-collar servicesÑ
such as banking, Þnance, health care,

insurance, telecommunications, adver-
tising and retailÑincreased their pro-
ductivity by a meager average of 0.8
percent, well below their historical norm
of 2.5 percent a year. Was it coincidence
that during that same decade these
companies spent more than $860 bil-
lion on computer hardware? 

The most optimistic and oft-heard
answer to this question has run more
or less as follows. Because services are
primarily intangible goods, they are
harder to tally than, say, cars or washing
machines. Hence, computers undoubt-
edly improved productivity in the ser-
vice sector, but the impact has been
underestimated. 

Some economists and managers now
seem less willing to put blind faith in
measurements unseen. The economy
has changed for the better in the past
two years. Nonfarm output per worker
rose a remarkable 4.9 percentÑits big-
gest leap since 1976. ÒTo me, the cur-
rent improvement is a clear conÞrma-
tion that there is something troubling
in the computer paradox,Ó says Stephen
S. Roach of Morgan Stanley, who has
long criticized the measurement expla-
nation. ÒHad information technology
been so productive all alongÑas the
measurement apologists feltÑwe would
not be seeing a continuing upheaval in

the services.Ó He credits recent gains to
painful reforms in the service sector,
including the six airline companies and
scores of Fortune 500 managers downed
on the path to recovery.

Daniel E. Sichel of the Brookings In-
stitution in Washington, D.C., has dis-
missed the measurement gap using a
diÝerent tack. ÒQualitatively, I think the
point is right that computers do pro-
duce a lot of unmeasurable output,Ó he
says. ÒBut it has been too easy to over-
state the importance of the measure-
ment story.Ó He notes that computer
hardware made up only 2 percent of the
plant equipment that businesses used
in 1992. So even if computers did pump
up productivity in certain unmeasur-
able industries, their contribution to
the economy would remain too small
to resolve the paradox.

In addition, Sichel points out that
many of the idea-based products ser-
vice companies yield, such as consulta-
tion or software, are purchased by oth-
er businesses. Because the GDP counts
the value of goods and services only in
their Þnal stage of production (so as to
avoid recording anything twice), these
intermediate products are not includ-
ed. Therefore, even if output in the ser-
vice sector had been grossly underesti-
mated during the 1980s, the impact on
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productivity would have been minimal.
Although measurements are hard to

blame, managers are not. ÒSome people
are now saying of the services, ÔWell,
maybe it just took these guys 20 years
to learn to use their equipment,Õ Ó re-
ports Lester C. Thurow of the Massachu-
setts Institute of Technology. ÒBut the
operative word at the moment is may-
be.Ó Thurow, like Roach, has long dis-
missed the measurement gap as myth
and was one of the Þrst to suggest that
American managers had failed to make
good use of information technology.

Service executives would not be the
Þrst to falter in the face of inventions.
Thurow observes that a similar delay
occurred when electricity Þrst arrived
on the factory ßoor. That breakthrough
did not boost productivity until some
two decades later, when manufacturers
designed and built factories keeping
electricity in mind. (The older facto-
ries, electriÞed or not, had placed their
machines closest to steam engines, wa-
terwheels, shafts and rods.)

ÒUnwittingly, as managers leaped into
the information age, they spent more
than they could aÝord,Ó Roach com-
ments. ÒCompanies today probably have
10 times as much processing power as
they need.Ó Roach feels that in the 1980s
most service managers ÒovermipsedÓ
their back oÛcesÑthat is, they en-
dowed them with equipment and ca-
pacity they did not need. Now they are
beginning to rid themselves of the in-
eÛciency such excess created. Roach
points to mergers such as the one be-
tween Manufacturers Hanover and
Chemical banks as attempts to pare
down the bulk.

Information technology may have
delivered more lasting woes as well.
ÒCourtesy of the computer, the nature
of the cost structure in service compa-
nies has changed,Ó Roach says. Former-
ly, the main assets in service companies
were people. As a result, services could
adjust their expenses quite easily by
reÞguring the salaries of their workers.
Today these companies are increasing-
ly encumbered by less negotiable costs,
such as those required to maintain sup-
port staÝs and upgrade equipment. This
shift, Roach argues, has left them less
ßexible and less Þt to compete.

ÒThe lack of payback from invest-
ments in information technology was
putting more and more pressure on the
user community to get their act togeth-
er,Ó Roach concludes. ÒThe productivi-
ty gains we are seeing right now come
from that.Ó What the resolution to the
paradox will be, no one can say, but
surely fewer managers will continue to
believe that what you canÕt measure
canÕt hurt you. ÑKristin Leutwyler
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Pricing Internet
Tolls may prevent traÛc jams
on the data superhighway

O
ne recent Wednesday at the
Massachusetts Institute of Tech-
nology, half a dozen network

analysts milled around an oÛce stuÝed
with computer terminals, network ca-
blesÑand a three-foot iguana named
Iggy. Iggy happily devoured a kiwifruit
under the hot spotlights of a video cam-
era. He then crawled up a stick, under a
sign reading ÒThe Iguana Channel,Ó and
relieved himself. The camera captured
the moment and fed its frames to one
of the workstations. The video was dig-
itized, compressed and then broadcast
to some 20 viewers in seven countries.

The Iguana Channel was not a pay-per-
view event. It was aired free on the Inter-
net, the information highway on which
tens of millions of users swap more
than 15 trillion bytes of data monthly.
The footage of Iggy ate up twice as
much Internet bandwidth as many col-
leges supply to their entire campus.

If you love iguanas and their antics,
this broadcast may seem an entirely
proper use of the Internet, most of
whose users pay Þxed monthly fees for
their connections, regardless of their
activity. But a number of economists
warn that unless people are charged for
the services they request, pranks and
joyriding will tie up legitimate traÛc. A
few have built simulations of the Inter-
net to test various pricing schemes.

Scott Shenker and his colleagues at
the Xerox Palo Alto Research Center no-
ticed that there are at least two distinct
types of Internet services: real-time ser-
vices, such as videoconferencing, which
require a steady connection with mini-
mal delays, and best-eÝort services,
such as E-mail, which can tolerate slow-
er delivery. For both to work well, real-
time data must be given priority over
ordinary best-eÝort traÛc. But what is
to prevent users from cutting in line by
mislabeling their E-mail as a video?

ShenkerÕs group hypothesized that a
priority pricing scheme that charged
more for real-time service would moti-
vate users to be honest. In simulations
of various network shapes, speeds and
traÛc conditions, the team found that
there is a range of normal and premi-
um prices that Òwill induce each user,
out of her own self-interest, to ask for
the service class that maximizes the
networkÕs overall eÛciency.Ó

Of course, prices must rise and fall
with demand. Shenker suggests that
some administrative body use histori-
cal evidence to predict peak periods and
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set prices accordingly, much as tele-
phone companies do. But experiments
conducted by Hal R. Varian of the Uni-
versity of Michigan indicate that Òdelay
ßuctuates widely across times of day. . .
but follows no obvious pattern.Ó

Varian proposes letting users bid for
priority by attaching the highest prices
they are willing to pay to their requests
for service. In this ÒsmartÓ market the
network switches would continually ad-
just the price of admission based on the
level of congestion. The smart market
idea has its drawbacks, however. It can-
not guarantee delivery time, so a sur-
geon directing a remote operation might
Þnd her video feed slowing to a crawl if
congestion peaked suddenly. 

Smart agentsÑthat is, mobile com-
puter programs dispatched by a user
to collect or control informationÑwould
act as brokers in a pricing scheme de-
veloped by Alok Gupta, Dale O. Stahl
and Andrew B. Whinston of the Univer-
sity of Texas at Austin. The agents
would help users shop around for the
best price by soliciting estimates of the
current cost and delay from various
network servers. 

In a simulation of 50 servers and 100
services, Whinston and his colleagues
calculated how long users would have
to wait for a request to be fulÞlled un-
der the current free-access policy and
under their pricing mechanism. ÒYou
get tremendous beneÞts by introducing
pricing,Ó Whinston claims. Under heavy
traÛc, for example, he estimates that
data taking about a minute to traverse a
pay-as-you-go network would take more
than an hour to emerge from a Þxed-fee
network like the Internet.

Although most economists seem to
agree that some kind of priority pricing
could improve the eÛciency of the In-
ternet, many details remain unresolved.
The NSFNet backbone alone transports
more than 40 billion packets of data a
monthÑand that number is doubling
every year. An accounting system that

can track and bill a trillion entries an-
nually could prove to be too costly. 

By next spring the National Science
Foundation plans to hand over control
of the NSFNet, which handles 75 percent
of U.S. Internet traÛc, to PaciÞc Bell,
Sprint, Ameritech and Metropolitan Fi-
ber Systems. They will probably charge
for use as well as access. After that,
Whinston says, Òthe Internet will be-
come an enormous economic system
of a kind unparalleled in history. TariÝ
issues will become very importantÑ
and very unclear.Ó ÑW. Wayt Gibbs
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IGGY starred in a 24-hour-long video
broadcast live over the Internet.

Ounce of Prevention
Cleaner chemicals pay oÝ,
but industry is slow to invest

W
hen chemists gathered last
year at the Þrst symposium
sponsored by the American

Chemical Society and the Environmen-
tal Protection Agency to discuss ways
of redesigning chemicals to produce less
pollution, they heard many good ideas
but few good examples. In August the
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sequel proved more impressive. Clean-
er, cheaper techniques for making drugs,
spraying paint, manufacturing plastics
and coating magnetic tape were an-
nounced. There was a bonus: these pro-
cesses promise not only to reduce haz-
ardous waste but also to boost proÞts.

The idea of developing chemicals to
minimize pollution rather than simply
to get the biggest bang per buck is still
new to many industrial chemists. The
EPA and the National Science Founda-
tion have funded such research only
since 1991Ñand the $6 million or so
they have doled out pales next to the
$4.4 billion that the chemical industry
spends every year to control, treat and
dispose of the 638 billion pounds of
hazardous waste it produces.

If the recent crop of innovations is
any indication, however, a little research
can go a long way. ÒThis can have a dra-
matic bottom-line payoÝ,Ó asserts Dan-
iel J. Watts, executive director of the
Emission Reduction Research Center at
the New Jersey Institute of Technology.
Last year, for example, Sandoz Pharma-
ceutical gambled $2.1 million on a joint
research project with WattsÕs center to
develop a recyclable alternative to a
solvent used in manufacturing its num-
ber-two drug. The investment cut the
20 pounds of hazardous waste that San-
doz has been generating for each pound
of its drug down to just 1.7 pounds,
saving $772,000 a year in disposal and
operating costs.

Basic chemical manufacturers, be-
cause they have slimmer margins and
larger volumes than drugmakers, may
stand to proÞt more from using cleaner
compounds. Last year the EPA helped a
Du Pont factory cut the pollution creat-
ed by 15 of its most wasteful process-
es. After investing $6.7 million in new
equipment, Du Pont now saves $1.6 mil-
lion in disposal fees, $2.2 million in re-
duced materials costs and $11.1 mil-

lion in increased capacityÑevery year.
Computerized expert-design systems

may make such success stories more
common. A research team led by George
Stephanopoulos, a chemical engineer at
the Massachusetts Institute of Technol-
ogy, is completing a system that can
warn engineers when their plans would
generate lots of waste. The program
can also suggest cleaner alternatives. In
the meantime, other recent innovations
promise to crank emission ßows down
a turn by improving routine manufac-
turing materials or techniques.

American industries spray 1.5 billion
liters of paints and coatings every year
to Þnish products, according to Marc
D. Donohue of Johns Hopkins Universi-
ty. Each liter of paint pumped out of a
spray gun releases an average of 550
grams of volatile organic compounds
(VOCs)Ñair pollutants that can increase
the production of toxic, ground-level
ozone. ÒMore VOC emissions result
from painting a car than from the en-
gine exhaust over its lifetime,Ó Donohue
points out. Much of this pollution could
be avoided. Donohue has worked with
Union Carbide to commercialize a tech-
nique that eliminates up to 80 percent
of the VOCs needed for such sprays.

Union CarbideÕs alternative dissolves
supercritical carbon dioxideÑgas that is
pressurized until it takes on some prop-
erties of a liquidÑinto the paint solids,
rather than dissolving the solids in a
VOC solvent. When pumped through a
sprayer nozzle, the CO2 depressurizes
like a shaken soda, atomizing the paint
into an umbrella-shaped mist of even-
size particles just perfect for painting.

Donohue claims that Òcoating quality
is so much better that you can use just
two coats where before you would have
used three.Ó A strong market incentive
lies in that 33 percent reduction of la-
bor. ÒThis technology is being adopted
not because it prevents pollution but

because it saves money,Ó Donohue ob-
serves. His assertion is supported by
the fact that companies switching to 
or testing supercritical CO2Ðspraying
equipmentÑEcco, GM and Ford, among
themÑhave not leaped to advertise
their environmentally friendly gestures.

Supercritical CO2 may Þnd an equally
important role in plastics production.
Joseph M. DeSimone and his colleagues
at the University of North Carolina at
Chapel Hill designed a surfactant that
allows high-quality Plexiglas to grow in
a bath of supercritical CO2 mixed with
a stabilizer. Harmful wastewater is elim-
inated. Although he has yet to demon-
strate it, DeSimone thinks the same or
similar surfactants should enable clean-
er production of common plastics such
as polystyrene, PVC and various acrylics.

Supercritical CO2 does not, however,
provide a perfect solution. It requires a
modest capital investment in high-pres-
sure equipment, and the gas is implicat-
ed in global warming. In some cases, re-
searchers are Þnding, clever chemistry
can yield an even cleaner and cheaper
alternative solvent: water. David E. Nik-
les of the Center for Materials for Infor-
mation Technology at the University of
Alabama has developed a water-based
formulation for magnetic tape that could
help this $14-billion industry meet reg-
ulations mandated by recent amend-
ments to the Clean Air Act. The rules
will force U.S. tape manufacturersÑwho
currently supply one third of the world
market for video, audio and computer
tape as well as ßoppy disksÑto reduce
emissions of air pollutants or to move
elsewhere.

In such a competitive market, Nikles
says, it is not enough for an innovation
to be clean, cheap and simple; novel
technology must also improve the per-
formance of the product. Nikles be-
lieves he has met three of those goals
and will soon achieve the last. In a pilot
trial conducted with Graham Magnetics
in Graham, Tex., NiklesÕs VOC-free pro-
cess produced videotape at 15 percent
lower cost than did a solvent-based pro-
cess, without slowing the production
line. In a typical plant, Nikles estimates,
the new process would generate about
10 kilograms of VOC emissions as op-
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VIDEOCASSETTE recorder incorporates
many materials for which cleaner, cheap-
er alternatives now exist. Supercritical
carbon dioxide, rather than harmful sol-
vents, can be used to spray-paint the case
and to make the plastic cover for the dis-
play. A water-based magnetic tape for-
mulation could cut air pollution. And
careful temperature control can produce
more recyclable polycarbonate plastics
without toxic solvents. 
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posed to the usual 390,400 kilograms.
The project has piqued interest among
both tape makers and the companies
that supply them with raw materials.
ÒAir Products and Miles are already try-
ing to position themselves as suppliers
for waterborne processes,Ó Nikles ob-
serves. ÒThey see this as a long-term
strategy.Ó

U.S. chemical companies that ignore
the trend risk falling behind their com-
petitors overseas. Kiosuk Komiya of
Asahi Chemical reported at the August
symposium that his Þrm has developed
a cleaner industrial process for produc-
ing polycarbonate. About one million
tons of this heat- and impact-resistant
plastic are manufactured worldwide ev-
ery year. The material is incorporated
into everything from nursing bottles to
VCRs. Unfortunately, almost all polycar-
bonate is produced using large quanti-
ties of methylene chloride (a suspected
carcinogen) and phosgene (a lethal neu-
rotoxin). By carefully controlling the re-
action temperature, Asahi has eliminat-
ed the need for solvents and produced
polymers that are easier to recycle.

Michael J. Wallace, who leads the pol-
lution prevention committee at Sandoz,
predicts that the savings reported by
projects such as his will motivate chem-
ical companies to invest in environmen-
tally benign research. So far only a hand-
ful have shown real interest. A 1992
study of 181 hazardous-waste reduc-
tion activities at 27 plants by Mark H.
Dorfman found that nearly all focused
only on improving the eÛciency of ex-
isting production lines. ÒThey didnÕt
ask what can we change about this pro-
cess,Ó says Dorfman, who is senior as-
sociate at INFORM, a nonproÞt environ-
mental research organization. 

Some research may deliberately be
hidden to avoid tipping oÝ the compe-
tition. And Dorfman admits that in re-
cent updates to his survey, Òmore seems
to be happening.Ó But this year in New
Jersey, fewer than half of the chemical
companies required to submit pollu-
tion prevention plans to the state com-
plied with the order, Wallace reports.

ÒItÕs the old story of overcoming
paradigms,Ó he says. ÒPeople have al-
ways thought that environmental con-
trol costs money. WeÕre just becoming
aware now that itÕs not only environ-
mentally sound, but it also makes a
heck of a lot of business sense.Ó But
Dorfman, citing obvious eÛciency im-
provements that chemical companies
have overlooked for decades, is less
convinced that self-interest will suÛce.
ÒItÕs laudable that the EPA has given
that a try,Ó he says, Òbut I think it is time
to require a little more accountability
from industry.Ó ÑW. Wayt Gibbs
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Bettering Batteries
Lithium cells are becoming
safer and less weighty

N
o batteryÕs perfect. But a small-
er, lighter, cheaper one would be
ideal for the next generation of

electronics. Which is why chemical en-
gineers have pinned their hopes on lith-
ium, the third lightest atom after hy-
drogen and helium. The metal provides
greater energy per volume than do the
traditional battery standards, nickel and
cadmium. Although dogged by a few
safety problems, the buoyant element
has already found its way into some fa-
miliar batteries, including those power-
ing portable computers. And now it
looks as though lithium-battery tech-
nology is undergoing a signiÞcant ad-
vance, one that may begin to address
safety concerns.

Much lithium-battery research has
centered on what is termed the lithium-
ion system. These cells contain an an-
ode (the negative electrode of a battery)
in which lithium ions are enmeshed
within the lattice structure of graphite
during a process called intercalation.
The ions typically shuttle between the
anode and cathode (or positive elec-
trode) through a liquid solution known
as an electrolyte.

Although the carbon that houses the
lithium and the container that prevents
the toxic liquid from escaping add un-
wanted weight to the bat-
teries, both are needed to
ensure safety. Electrolyte
leaks can leave lithium ex-
posed to the air, where it
reacts rapidly with water
vapor. Proper casing pre-
vents such reactions while
protecting users and the
environment from expo-
sure to solvents. Sequester-
ing lithium by intercalating
it within carbon further de-
creases its volatility.

Advances made in an al-
ternative system, the lithi-
um-polymer battery, could
obviate these issues. Such
cells, which have largely
been the focus of North
American and European re-
search efforts, incorporate
an anode of pure lithium
foil and a solid-state plas-
tic electrolyte. Without the
carbon required for inter-
calation or the bulky liquid
containers, total battery
weight can be cut signiÞ-
cantly. Although prevent-

ing pure lithium from reacting with the
air remains crucial to guaranteeing safe-
ty, the solid-state electrolyte reduces
such risk. As May-Ying Chu of PolyPlus
Battery Company explains, the electro-
lyte ÒwonÕt drain out if you spring a
leak,Ó making exposure of the metal
and of a dangerous electrolyte in the
case of cell rupture unlikely.

These advantages suggest that the
future of lithium batteries most likely
lies in a combination of lithium-poly-
mer and lithium-ion technology. In such
an integrated battery, intercalated lithi-
um-carbon at the anode would be sur-
rounded by a solid electrolyte. Interca-
lated lithium-carbon electrodes can be
fairly inexpensive when mass-produced
because carbon is aÝordable and readi-
ly available. Such electrodes combined
with a solid electrolyte would almost
completely prevent lithium from con-
tact with air and would avoid leakage.

Of course, intercalated lithium-carbon
anodes would increase the weight of the
cells. But Chu notes that the required
carbon-to-lithium ratio continues to fall,
making these anodes more reasonable
to include in a solid-state battery.

The weight of a combination lithium-
polymer/lithium-ion system is not the
only hurdle researchers have to over-
come. Lithium moves through solids
very slowlyÑa problem for any battery
with a solid-state electrolyte. Investiga-
tors at Bell Communications Research,
under the direction of Jean-Marie Tara-
scon, have demonstrated a potential so-

lution. The group devised a lithium-ion
cell with a semisolid plastic electrolyte.
Tarascon says that although the plastic
is half-liquid, it feels similar to a tele-
phone cord: dry yet ßexible. Adding a
solvent that remains trapped within the
electrolyte allows the rapid ßow of lithi-
um ions while preserving the safety fea-
tures of an all-solid electrolyte, he ex-
plains. Tarascon describes his teamÕs
Þndings as more of an engineering and
processing breakthrough, and one that
happened quickly. ÒAfter several years
of studies on various components of
the cell, everything Þt together within
three or four months,Ó he comments.

Whether lithium batteries become
widely used remains to be seen. Despite
the recent laboratory successes of ad-
vanced lithium batteries, the technology
retains only a small portion of the bat-
tery market: 0.5 percent. Lithium bat-
teries may last longer than do tradition-
al nickel-cadmium cells, but they can
be nearly three times as expensiveÑso
consumers not factoring in lifetime sav-
ings may steer away from the new bat-
teries. Although people may be willing
to spend slightly more for a lighter lithi-
um battery in a portable computer, the
extra cost seems unreasonable for a
Dustbuster or an electronic toy. Indeed,
Brian M. Barnett of Arthur D. Little be-
lieves Òlithium batteries will never com-
pletely replace nickel-cadmium.Ó

Barnett further cautions against set-
ting expectations too high. ÒThe tech-
nology we havenÕt built always looks

better than what we already
have,Ó he advises. Neverthe-
less, because of their high
energy density and safety,
solid-state lithium cells re-
main the front-runner in
the long-term race for the
Holy Grail : a cell that could
safely power a car for 300
miles on one charge. The
U.S. Advanced Battery Con-
sortiumÑa partnership be-
tween the Big Three auto-
makers, the U.S. Depart-
ment of Energy and the
Electric Power Research In-
stituteÑhas made more
than $90 million available
to researchers investigat-
ing lithium technology for
electric vehicles.

Clearly, such applications
will remain a challenge
well into the next century.
By all accounts, though,
nothing outlasts the ener-
gized lithium battery, and
the hunt for the perfect
one just keeps going and
going. ÑSasha Nemecek
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SOLID-STATE LITHIUM batteries may provide consumers with
the ultimate cell : one that is light, cheap and energetic. This tiny
model is approximately 150 microns thick. 
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I
f youÕre so smart, why ainÕt you
rich?Ó ItÕs a good question to keep
in mind when watching infomer-

cials about easy money in real estate
and when listening to economists en-
gage in learned predictions of GNP, in-
terest rates or unemployment.

The most important discovery in eco-
nomic science over the past 30 years is
that this query, which I call the American
Question, has no good answer. The early
Latin poet Ennius sneered at forecast-
ers Òwho donÕt know the path for them-
selves yet show the way for others.Ó But
only in recent decades have economists
put principles and hard numbers be-
hind this ancient observation.

It is rare that a scientiÞc principle can
make you money, but if I had learned
the meaning of the American Question
earlier and better, I would be $10,000
richer. It turns out that you, too, can get
rich by learning it (or at least avoid los-
ing money, which in economic terms
amounts to the same thing).

The American Question is a slayer of
chutzpah. ItÕs funny, but itÕs serious,
too, and it cuts deep. See how it skew-
ers an economist who claims to predict
next monthÕs interest rate. Clearly,
there is a fortune to be made with such
knowledge: the price of interest-bear-
ing securities such as bonds rises when
rates fall, and vice versa. Knowing next
monthÕs interest rates is equivalent to
knowing next monthÕs bond prices. So
why isnÕt the economist savant rich?
Seriously, now. Keep quiet, get a second
mortgage, buy bonds today, then sell
them at a fat proÞt in a month. ItÕs a
sure thing.

Of course, a claim that the interest
rate will fall next month is also a claim
that the rest of the chumps in the mar-
ket do not know this fact. If they did,
the interest rate would have fallen al-
ready, and there would be no proÞt to
be made buying bonds today. That pat-
tern reßects how markets work when
they get information about their future.
Furthermore, thereÕs no way around this
conundrum: orders to buy or sell bonds
convey information about each traderÕs
beliefs regarding next monthÕs interest
rate. An economist with perfect fore-
knowledge would end up revealing it 
to everyone else in the market in short
order.

The notion that exclusive information
is dissipated by the very act of using it
goes beyond Þnancial markets. Anyone
who has watched the electronics indus-
try during the past 15 years can recall a
dozen or more brilliant new ideas that
seemed like a license to print money
when only one company had thought
of them: memory chips, video games,
IBM PC clones, word-processing soft-
ware. Then dozens of entrants jumped
into the same niche, boldly assuming
that 40 could enjoy the same proÞt mar-
gin as one. Often even the original in-
novators lost their shirts.

Economists are still discovering the
full depth of the American QuestionÑ
that is why even today some of them go
around oÝering predictions about the
price of bonds or the turning point of
the business cycle. You can tell the his-
tory of the American Question by look-
ing at the Nobel Prizes in Economics

that were awarded for asking it. Fried-
rich A. von Hayek (1974) led the ÒAus-
trianÓ school of economics, which has
been saying for a long time that if it
were possible to outwit a societyÕs judg-
ment of what is proÞtable, social scien-
tists would be rich. Merton M. Miller
(1990) observed that if, in fact, the hot
tips your stockbroker sells you had any
value, then running the brokerÕs little
formulas for picking Òincorrectly val-
uedÓ stocks should make you rich. Sta-
tistics show that it ainÕt so.

Robert Lucas (put your money on
1998) has pointed out that the Ameri-
can Question could also be asked of
governments trying to fool some of the
people some of the time. LucasÕs work
with Thomas Sargent and others is
called rational expectations, a phrase
with enough arrogance and mystery to
be controversial. But Lucas would agree
that at bottom he is asking the same
goofy old question: If the deep thinkers

at the Federal Reserve Board can out-
guess the public, Lucas asks, why arenÕt
they rich? Or, at the very least, why
isnÕt the government solvent?

Paul A. Samuelson (1970)Ñwho is
rich, thank youÑdid not get the Nobel
Prize for asking the Question. But he
has held all along, as he put it in 1982,
that ÒitÕs a mugÕs game for a dentistÑ
or an associate professor of economet-
ricsÑto think that he can have an edge
over those who count the cocoa pods
in Africa and follow the minute-by-min-
ute arrival of new information.Ó

The Question is beginning to con-
strain economic argument the way Hei-
senberg constrains quantum mechan-
ics or G�del constrains mathematical
logic. In all probability, you cannot un-
derstand a social fact and make money
from it at the same time. And if you
could, the market would adapt to ren-
der your understanding invalid. (The
economic statistics that were once used
to predict recessions, for example, now
predict instead when the government
will make policy changes intended to
ward oÝ recessions.)

So here is the practical use of this
deep scientiÞc principle. Fire your stock-
broker the instant he says that Fly-by-
Nite Canadian Gold Mining Ltd. is Òun-
dervaluedÓ or that ÒweÕre recommend-
ingÓ Whitewater Real Estate, Inc. Or, to
take my own sad case, do not believe
your brilliant former student at the
University of Chicago when he comes
up with a scheme, in which other econ-
omists have invested, to make money
out of a glitch in the foreign-exchange
market. On that one I lost half my
$10,000 in a weekend. 

So be smart and rich. Do what I say,
not what I do. Constrain economic sci-
ence with the American Question, and if
someone oÝers you a tip, ask yourself
why they are not using it themselves. As
a Damon Runyon character said, ÒNow,
Herbie, I do not doubt your information,
because I know you will not give out in-
formation unless it is well founded. But
I seldom stand for a tip. . . . So I thank
you, Herbie, just the same, but I must
do without your tip.Ó

DONALD N. McCLOSKEY is professor

of economics and history at the Univer-
sity of Iowa. His most recent book is

Knowledge and Persuasion in Econom-
ics (Cambridge University Press, 1994).

An Economic Uncertainty Principle

THE ANALYTICAL ECONOMIST by Donald N. McCloskey

ÒIf I had learned 
the meaning of the 
American Question earlier
and better, I would be
$10,000 richer.Ó
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MATHEMATICAL RECREATIONS  by Ian Stewart

I
t had been a long, wet day, and the
OÕNair tripletsÑMillicent, William
and DeborahÑwere quickly run-

ning out of ideas.
ÒIÕm bored,Ó Millicent sighed.
ÒWhy not play another game of Go?Ó

William suggested.
ÒWeÕve played Go so many times that

everything I look at turns into black
and white circles,Ó Millicent replied.

ÒLetÕs play chess then,Ó Deborah of-
fered. ÒThe Puzzles and Games Ring of
the Archimedean SocietyÑthatÕs a stu-
dent society at the University of Cam-
bridge in EnglandÑhas invented a way
to play chess on a Go board. Well, some-
thing a bit like chess,Ó she amended.
ÒNot exactly the same, you understand.
Well, I suppose if I were pressed IÕd say
itÕs rather diÝerent, really, butÑÓ

ÒOh, do stop waÜing. Is it fun?Ó
ÒDeÞnitely. ItÕs a very unusual game,

as youÕll see if you let me explain it to
you. The pieces sort of break up and
reassemble as the game goes on. The
game is called gess, pronounced Ôguess,Õ
because itÕs a cross between Go and
chess. You play gess on a board with a

grid of 18 × 18 squaresÑwhich, coinci-
dentally, is how the lines on a Go board
are arranged. Of course, in conventional
Go you play on the intersections of the
grid, but you play gess in the squares.
You use the Go stones to make piec-
esÑthough in a very curious way.

ÒThere are two players, black and
white, each having 43 stones of his or
her own color. They take turns to move,
with black starting. The starting posi-
tion is just as it is in chess [see left il-

lustration below].
ÒEach playerÕs turn consists of mov-

ing one piece, according to rules IÕll ex-
plain. But a piece isnÕt a single stone;
itÕs a group of them. SpeciÞcally, a black
piece is any 3×3 region of the grid that
contains at least one black stone and
no white stones. In fact, the piece can
go partly oÝ the edge of the board, as
long as it is not totally oÝ the board
[see right illustration below]. Similarly,
a white piece is any 3 ×3 region that
contains at least one white stone and
no black stones. With me so far?Ó

ÒCertainly,Ó Millicent and William an-
swered in unison.

ÒA piece moves as a single unit. How
it moves is determined by the arrange-
ment of stones within it. The central
square of the 3 ×3 region tells you how
far it can move, and the outer squares
tell you in which directions. If the cen-
tral square is unoccupied, the piece can
move at most three grid squares. If the
central square has a stone in it, the
piece can move as far as it likes in any
legal directionÑunless it is obstructed,
which IÕll come back to later. The stones
in the outer squares determine which
directions are legal. For instance, if a
piece has a stone at the northwest cor-
ner, it can move diagonally in the north-
west directionÑbut it canÕt return along
the southeast direction unless it has a
stone in its southeast corner. If it has a
stone in the north position, it can move
north, and so on.Ó

ÒSo the shape of a piece is a kind of
map of where it can go and how far?Ó
William asked.

ÒThatÕs right. ThatÕs one advantage
gess has over chess: the pieces remind
you how they can move.Ó

ÒIÕm beginning to see why you said
the starting position looks like chess,Ó
Millicent said. ÒIf you group the stones
in 3 ×3 squares, you get pieces whose

Playing Chess on a Go Board
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STARTING POSITION for gess ( left): the red outline marks
groups of stones whose moves resemble those of a rook, bish-
op, queen, king and pawn. The playersÕ rings are shaded. A
piece is any 3 ×3 region that contains at least one stone and

no stones of diÝerent colors. As demonstrated on the right,
the stones in a piece determine the directions in which it can
move and also the maximum distanceÑthree grid squares if
the central square is unoccupied; unlimited if it is occupied.
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legal moves are those of the
rook, bishop and queen in
chess. And one piece, with
eight stones and a hole in
the middle, moves pretty
much like a king.Ó

ÒRight,Ó Deb conÞrmed.
ÒIt can go up to three grid
squares in any directionÑup
to three because the central
square is empty and any di-
rection because all the outer
squares contain stones. That
pieceÑor any other with the
same shapeÑis called a ring,
and itÕs important that you
protect it.Ó

ÒWhy?Ó
ÒYou lose if your ring is

damaged. But itÕs not quite
that simple, because during
the game you may be able to
form extra rings, and if you
do, your opponent has to
damage them all to win.Ó

ÒI suppose those single
stones up in front are like
pawns,Ó William wondered.

ÒPrecisely. The only chess
piece that is not represented,
even approximately, is the
knight. ThatÕs because all moves in gess
are slidesÑno jumps. Now, as I said,
letÕs suppose itÕs blackÕs turn to move.
She chooses any one of her piecesÑ
some suitable 3 ×3 region. Note that
pieces may overlap one another. That
doesnÕt matter; it just gives more choic-
es of move. Having chosen a piece, black
works out what directions she can move
in and how far. Then she moves the
piece in that direction, as far as she
wants to, subject to the limits on that
piece. But if there is an obstacle in the
way, things are more complicated.Ó

ÒWhat do you mean by ÔobstacleÕ?Ó
ÒFirst, deÞne the footprint of a piece

to be the entire 3 ×3 region that it oc-
cupies. As it moves, imagine sliding the
footprint along with it. It can continue
moving in its chosen direction only if its
footprint does not hit any other stones,
black or white. The stones in the mov-
ing piece are not obstaclesÑthey just
move togetherÑbut any other stone is.

ÒWhen the footprint of a moving piece
Þrst covers one or more obstacles, the
piece stops moving, and those obsta-
cles are removedÑwhatever color they
may be [see illustration on this page]. Of
course, you generally try to remove your
opponentÕs stones, but thereÕs no rule
against removing some of your own..
After black has moved one piece and
removed the appropriate obstacles,
then itÕs whiteÕs turn, and so on.

ÒYou can stop moving a piece before
it hits an obstacleÑjust as in chess,

youÕre not obliged to take a piece on
every move. A single stone sitting at
the center of a 3 ×3 square can move
as far as it likes but in no direction.Ó

ÒMeaning it canÕt really move at all?Ó
ÒYou got it. Oh, and any move that

leaves the board looking unchanged
isnÕt allowed. The game ends, as I said,
if one player has no complete rings, in
which case that player loses. So you
must protect at least one of your ringsÑ
just as chess players have to protect
their kings. But if during play, you cre-
ate extra rings, you need protect only
one of them. Of course, you must be
careful not to break up your own ring
by moving a piece that only partly over-
laps it. Unless, again, you have a spare
intact ring somewhere else.Ó

ÒI see,Ó William interjected. ÒAlthough
the opening position is inspired by
chess, you donÕt have to keep choosing
the ÔchesslikeÕ 3 ×3 regions that deter-
mine the initial position. You can break
up the original groups of stones by
moving overlapping 3 ×3 squares, and
of course pieces can gain stones by
moving next to them, or they can lose
them when they are taken by an oppo-
nentÑor yourself. That must make the
game rather diÝerent from chess.Ó

ÒOf course, thatÕs what makes it fun.
But it follows many of the same gener-
al principlesÑprotect your ring, keep a
strong ÔpawnÕ formation, occupy open
lines, avoid having ÔpinnedÕ pieces that
canÕt move and so on. Chess players

soon adapt to it.Ó
ÒLetÕs play a game,Ó Milli-

cent proposed.
ÒRight. IÕm going to record

the moves on paper, so I
must also explain the nota-
tion for grid squares. ItÕs
quite easy. The squares on
the grid are numbered from
2 to 19 vertically and lettered
from b to s horizontally. So
the square three across and
two up from the lower left-
hand corner has coordinates
d3, and so on.Ó

ÒThose are funny choices.Ó
ÒRemember, pieces can go

oÝ the board, so there are
ÔinvisibleÕ rows 1 and 20 and
columns a and t as well. A
piece is referred to by the 
coordinates of its central
square. The piece g5 covers
the squares f4, f5, f6, g4, g5,
g6, h4, h5, h6.Ó

ÒOkay. IÕll be black,Ó said
Millicent, Òso I go Þrst, right?
Good. IÕll move f6Ðf7 [see il-

lustration on next page for

the moves in this game].Ó
ÒAh,Ó said William, kibitz-

ing. ÒYouÕre obviously preparing to
form a powerful diagonally moving
piece later on.Ó

ÒAm I? I thought I was just tentative-
ly advancing a pawn.Ó

ÒIÕll reply with p15Ðm12,Ó Deborah
declared.

ÒHmm. Trying to control the cen-
terÑand youÕre preparing to create a
second ring, I see. Two can play at that
game. I move e3Ðe6.Ó

ÒTwo can play at that game, too. IÕll
move p18Ðp15.Ó

ÒNow what?Ó said Millicent, tem-
porarily stumped for a good move.

ÒTry b3Ðe3,Ó William urged.
ÒCan I do that? Oh, yeah, pieces can

go oÝ the edgeÑpartially. And I form a
second ring, securing my position.Ó

ÒFor the moment,Ó Deborah coun-
tered. ÒMy move is e15Ðh12.Ó

ÒStill strengthening your center, I see.Ó
ÒAnd opening a line for an attack on

your new ring,Ó William observed.
ÒTrue. How about m6Ðl7? Opening

up my own line?Ó
ÒNot bad.Ó
ÒHumph. IÕll Þx you: m12Ðj9. Pawn

takes pawn. Sort of.Ó
ÒThatÕs not such a good move,Ó Wil-

liam pointed out. ÒYour stone on l14 is
pinned. YouÕve got a ring behind it and
an open Þle leading to a very powerful
black piece in front of it.Ó

ÒToo late now,Ó Millicent chuckled.
IÕll take one of your stones now: i6Ði7.Ó

ÒVery unimaginative,Ó William criti-
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PIECE must stop moving when its footprint (shown shaded
above) Þrst encounters other stones, but it may stop sooner.
Any stones covered by its Þnal footprint are removed, what-
ever their color may be. 
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cized. ÒI would advise h6Ði7. Or j6Ðk7?Ó
ÒOh, do shut up.Ó
ÒIÕll reinforce my ring and open up

my ÔqueenÕ with h15Ðk12,Ó Deb rejoined.
ÒI can open up the game, too: i7Ði10.Ó
ÒYouÕre exposing one of your rings,Ó

William objected.
ÒYeah, but IÕve got another one,Ó Mil-

licent said. ÒYour move, Deb.Ó
ÒUh, uhÑm15Ðj12.Ó
ÒYour pawns are overadvanced.Ó
ÒAs Milly said, shut up, William!Ó
The gameÑand argumentÑcontinued

for several more moves until it reached
the position shown in the Þnal illustra-
tion on this page, with white to move.
Deb thought for several minutes, then
announced, ÒCheckmate.Ó

ÒWhat?Ó Millicent yelled. ÒWhere?Ó
Can you spot the winning move? For
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OPENING MOVES in a typical game of
gess appear in the Þrst nine squares.
Light shading shows the original posi-
tion of a piece, and dark shading, its
new position. The game ends in the last
square: white to move and mate in one.

BLACK BEGINS WHITE ADVANCES A PAWN

WHITE MATCHES THE MOVE BLACK FORMS SECOND RING

BLACK ALSO MOVES INTO CENTER WHITE PAWN TAKES BLACK PAWN

1 2

4 5

7 8

... CHECKMATE IN ONE MOVE
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the answer, see the end of this article.
The OÕNair triplets played gess for

weeks, until one day Millicent suddenly
said, ÒIÕm bored.Ó

ÒThe Archimedean SocietyÕs Puzzles
and Games Ring has invented a really
neat game that combines croquet and
alligator wrestlÑÓ Deborah began.
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FURTHER READING

GESS THE GAME. Paul Bolchover in Eure-
ka, Vol. 53, pages 24Ð27; 1994.

The winning move is o11Ðj6. Now,
whatever black does, her ring wonÕt
survive a diagonal thrust.

ANSWER

BLACK PREPARES 
TO FORM SECOND RING

WHITE ADVANCES INTO CENTER

BLACK PAWN TAKES WHITE PAWN...
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BOOK REVIEWS by Philip Morrison

Of Ants and Men

JOURNEY TO THE ANTS: A STORY OF

SCIENTIFIC EXPLORATION, by Bert H�ll-
dobler and Edward O. Wilson. Illustra-
tions in black-and-white and color. Har-
vard University Press, 1994 ($24.95).

T
he authors are two senior profes-
sors, close friends for three de-
cades, collaborators on more than

200 publications, who meet still for an
annual working holiday in the Þeld. The
burly H�lldobler and the wiry Wilson
are shown peering together, last year,
into a nest of carpenter ants. The same
men are shown apart in much older
images: two young teenage entomolo-
gists, the one in Bavaria, the other in
Alabama, each armed with his collect-
ing net. ÒTo put the matter. . .simply. . .
we, having entered our bug period as
children, were blessed by never being
required to abandon it.Ó

The two entered science an ocean
apart along diÝerent academic paths,
although they share an intellectual great-

grandfather, more or less their own pro-
fessorÕs professorÕs professor. That wor-
thy manÑWilliam Morton Wheeler of
Harvard before World War IÑwas a gift-
ed savant. Wilson still works at Wheel-
erÕs big old desk in homage, but early on
he was persuasively exhorted to outdo
his famous forebear. ÒWe can and will
do better; we must,Ó insisted WilsonÕs
not so old mentor, the celebrated ant
Þnder and classiÞer William L. Brown,
long at Cornell. The task they all joy-
fully undertook was Òto bring ants into
the mainstream of biology.Ó

They have fulÞlled their duty; the old
Òeccentric tingeÓ is washed away by the
tide of deepening understanding. Today
the old toolsÑforceps, microscope and
steady hand, even the newer cunning
interventionary nest and swarm manip-
ulationÑare complemented by the full
instrumental arsenal of biochemist and
molecular biologist. The language cur-
rent among all those ant nanominds is
mainly gestural and chemical, and those
who would decipher its toughest texts
must learn Þrst to read molecules.

But they remain naturalists, oppor-
tunists zealous to learn as much as pos-
sible about Òall aspectsÓ of the Òtotem
organismsÓ they venerate. Wilson, a gift-
ed writer and a versatile scholar, mani-
festly enjoys the literature and the cul-
ture of science as well. He recalls a Na-

tional Geographic article he read at age
10, whose happy author recalled one
Christmas day in the Cuban mountains
when he had found under a rock Òbril-
liant green metallic ants. . .an unknown
species.Ó ÒImagine!Ó thought the boy,
Òprospecting in a faraway place for new
species of ants that resemble living
emeralds.Ó Ed Wilson, 15 years later an
ambitious graduate student, repeated
the experience closely, Þnding the same
species aglitter again under a rock in
the same locality, Òa reassurance of the
continuity of the natural world, and of
the human mind.Ó The human commu-
nity of the myrmecologists, a happy
few, is as far-ßung as the myriad ants
themselves.

About 10 years ago H�lldobler, after
20 years at Harvard, began to receive
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LEAFCUTTER ANTS cultivate fungus on bits of leaves that
they cut (top left) and transport back to the nest (bottom left).

Sometimes members of a smaller caste ride on the leaf frag-
ment (right) to protect the carrier ant from parasitic ßies.
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Òirresistibly attractive oÝersÓ from Eu-
rope. He and Wilson decided to write
as thorough a reference treatise as pos-
sible before their daily partnership
should end, a book to supplant at last
WheelerÕs own great vade mecum of
Edwardian years. In 1990 The Ants ap-
peared. The quality of their writing is
easy to assess: it won the Pulitzer Prize
for General NonÞction, the Þrst Òun-
abashedÓ work of science ever to be so
recognized.

Uncle Bill Brown himself reviewed
The Ants in these pages; he found it
fully worthy, the ÒmasterpieceÓ he had
insisted on. So it is, yet all the same it
is a data-Þlled tome weighing seven
pounds. Now the partnersÑH�lldobler
did return to his own university, W�rz-
burg, where his father had professed
entomologyÑhave made this book for
the public, beautifully written and illus-
trated, to expound at modest length on
the ants. The loss of the rich quantita-
tive evidence that lies behind their grip-
ping narrative of a bizarre territory is
in part assuaged for general readers by
the inclusion of the personal story of
those who explore it, the very material
we have just sampled. These 15 chap-
ters are a bustling but well-organized
ant heap, full of wonders natural and
intellectual, a linked modern narrative
of many ants and some humans.

That history is startling, its intricate
diversity evolving under stringent law:
fossil Ur-ants waspy in amber, self-ex-
ploding kamikaze ants, rampant para-
sitism (how easily the nearly clueless
laborers are fooled by poorly forged
passwords), ants that mimic the ter-
mites, air-conditioned nests, dirt used
as camoußage (turned into white when
those ants are reared amid plaster), ant
squeaks and taps that augment their
basically chemical language.

One extraordinary Þnding is all we
can describe. The Harvard oÛces of the
two men became festooned for a decade
by plastic tubes and clear chambers,
within which prospered bustling settle-
ments of tropical leafcutters, a species
of Atta. Like most human societies to-
day, these ants depend on agriculture.
They collect fresh leaf cuttings to nour-
ish a domesticated fungus, a kind of
bread mold not to be found wild, on
which the entire nest feeds, from larvae
to queen. The garden is minutely tend-
ed along an intricate assembly line of
ants, a bobbing, weaving procession
busiest at midnight. These daughters
of their queen are all physically varied
sisters. Ants of diÝerent castes diÝer
greatly in size. The most abundant
caste, dwarfed gardeners an eighth of
an inch long, mine, patrol, weed and
reap within the gray, tangled masses of
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the fungus strands. Larger ones crush
and mold leaf fragments into moist pel-
lets, adding them to nourish the spongy
crop. Still bigger ants clip the supply of
new leaves into millimeter-size frag-
ments for the crushers, and the largest
big-jawed workers, the size of a big
houseßy, steadily forage abroad, to
bring back big, fresh leaf sections for
the clippers.

This account is not itself new. Such
specialized body forms and behavior
had led Wheeler to speak of a Òsuperor-
ganism,Ó the ant colony in metaphor:
its individual ants as types of cells, its
castes tissues and organs, its generative
system the queen and her drones. What
the Harvard pair made clear for the Þrst
time was how real the powerful meta-
phor is, how predictive, how quantita-
tive: the colony is integrated as though
it were in fact one organism ruled by a
genome that constrains behavior as it
also enables it. The experimenters could
act at will to change these living Òtis-
suesÓ by depleting or increasing the ant
population of each caste, as though one
should remove for a few days the thumb
from a farmerÕs hand. Vivisection was
their tool, but vivisection that is blood-
less, painless and quickly reversible
without harm. Then they measured the
metabolic balance of each altered su-
perorganism, the nutrient energy gath-
ered against energy costs, measured by
total oxygen uptake.

The result was a clear statement, valid
to a few percent. Small-jawed foragers
and dwarf gardeners are enough while
the colony remains small and its leaf
lands narrow. Add more ants with a mil-
limeter too much jaw, and the economy
suÝers, for ants that are too large eat
too much for what they produce. Permit
only too few of the big jaws, and the
leaf take suÝers. The physical superor-
ganism acts to adjust the demographic
mix so as to optimize its energy econo-
my. A big enough Atta colony, its for-
agers widespread, a royal treasure in its
fungus gardens, even develops a stand-
ing army for the long run, a new caste
of much larger soldiers, their great jaws
Þt to cut and clip not mere leaves but
tough enemy insect bodies.

Ant societies have a foreign policy,
too, one as highly utilitarian as their
domestic polity. It is summed up here:
ÒRestless aggression, territorial con-
quest, and genocidal annihilation. . .
whenever possible. If ants had nuclear
weapons, they would probably end the
world in a week.Ó

We have all encountered some princi-
ples of ant superorganisms propound-
ed by philosophers of our own species.
The austere rules allow of no play, no
art, no empathy, as demonstrably they

tend to maximize one simple quantity.
Here she is, elegant yet real; in her pu-
rity we recognize her, Economic Ant.

Coming Attractions

THE HOT ZONE, by Richard Preston.
Random House, 1994 ($23).

T
his intimate, suspenseful chroni-
cle is not Þction. And Òhot zones,Ó
in the jargon of biohazards re-

search, are not places in need of cool
air. Their heat is an infestation by le-
thally infectious microorganisms. One
such zone is a set of stainless-steel re-
search rooms, labs of the Biosafety Lev-
el 4 suite at the U.S. Army Medical Re-
search Institute of Infectious Diseases,
Fort Detrick, Frederick, Md., 25 miles
north of the District of Columbia line.
The labs are held under reduced air
pressure behind airlocks and special
showers, all elaborately defended
against any leak to life outside. In the
locker room that raises the Þrst real
barrier, at minimal Biosafety Level 0, a
sign oÝers the opening command: ÒRe-
move everything touching the skin:
clothing, rings, contact lenses, etc.
Change into sterile surgical scrubs.Ó For
Level 4, you need to have scaled all the
steps into your heavy blue, pressurized
and decontaminated plastic space suit.
Then you must climb out again careful-
ly, sign by sign, level after level.

The second hot zone, uncertain and
obscure, is an African mountain cave
once frequentedÑperhaps once even
excavatedÑby elephants hungry for the
salt in its walls! The Kitum Cave is now
a tourist destination on Mount Elgon,
an old Rift volcano that rises high out
of the plains. Right on the border be-
tween Uganda and Kenya, 50 miles
north of the Lake Victoria shore, ElgonÕs
wide slopes hold many villages within
the fast-diminishing rain forest.

The two zones have somehow been
linked by the transfer of certain virus
particles. One particular class of virus
forms the link. Called Þloviruses, thin,
protein-walled molecular tubes a few
microns long can be seen in the electron
microscope as telltale bent, crooked or
looped threads. They enclose fragile
tapes of RNA. Let several of these tapes
enter intact into just the right living cell
of human, monkey or guinea pig, and
they multiply inordinately; host matter
turns to virus; cells grow entire crystals
of packed threads.

Typical responses are appalling for
all of us potential hosts. First the virus
incubates, for a few days or a couple of
weeks. Once enough threads have been
produced and set free, they clog the

blood ßow in many capillaries by con-
gealing the platelets, so many cells soon
die all over the body. Larger and larger
blood vessels break as they in turn clog
and swell, until the host mammal bleeds
outwardly through all oriÞces, and in-
wardly too, wherever ßuid blood and
new clots Þnd available space. Blood
spills into lung and abdominal cavities
and may even puÝ out a whole new
space between the weakened skin and
the ßesh. Organs, save for skeletal mus-
cle and bone, soften to jelly as abun-
dant virus transforms the supporting
collagen. The animal enters into a state
of total shock, circulation utterly awry,
and may Òcrash and bleed out,Ó as the
medical jargon describes this style of
death. Whereas one in 20 of yellow fe-
verÐinfected patients treated in a mod-
ern hospital may die, the virulent thread
viruses may in a day or two kill one in
four, or up to nine in 10, depending on
the Þlovirus subtype.

So far about half a dozen limited hu-
man outbreaks of thread virus have
been endured. The Þrst of them remains
only an anecdote: an English veterinari-
an, who was then working to inspect
cattle around Mount Elgon, recalls cred-
ible accounts he heard during the early
1960s, monkeys and humans nearby
dying of a bleeding disease. In 1967 the
virus was Þrst identiÞed at a plant in
north Germany where they routinely
grew monkey cell cultures to yield vac-
cines. Those virologists of Marburg Þrst
saw Þlovirus in dying monkeys just im-
ported from somewhere in Uganda and
soon within 31 infected people around
their plant, seven of whom quickly died.

In 1976 the Þery threads ßared twice,
killing hundreds of villagers at two rain-
forest locales 600 miles apart and more
or less as far from Mount Elgon. This
time the world paid attention. Emerging
viruses of such virulence are riveting;
the lesson has been taught again by the
scourge of HIV. Within a few days the
U.S. Centers for Disease Control team in
Atlanta had a new blood sample; they
found it to be a new thread subtype
and named it Ebola Zaire, for the small
river valley north of the Congo where it
had Þrst appeared. Its antibodies are
quite distinct from the Marburg form;
this virus was a true Òslate-wiperÓ; nine
out of 10 persons infected had died.

Worse, it was demonstrably loose in
Kinshasa city, where two million people
crowd together. A light airplane had
just ßown in two nuns, one of them al-
ready ill, from the upriver town where
their hospital had been decimated by
the newfound virus. One young local
nurse who had cared for the dying visi-
tor had wandered the city for two days
and was now herself ill. Soon all three
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women had crashed out bloodily, and
Òfull-scale panicÓ gripped the World
Health Organization in Geneva.

Zaire set tight military quarantines in
place. The American centers ßew strong
teams to the country. Upriver they
found the disease had burned out so
swiftly within the regional hospital that
there had been little outside contact. At
Kinshasa the activists of the CDC quick-
ly organized a hospital ship to moor in
the wide river, as a refuge for the doc-
tors to come, held safely away from the
hot zone of the big city. The 82nd Air-
borne was alerted to help bring out the
1,000 Americans from the city, once the
virus kindled the ßame. But Ebola nev-
er ignited; not one more case was seen
in Kinshasa. These threads were very
hotÑindeed, lethalÑbut not infectious
through casual contact, sparing even
the person who had shared a bottle of
soda pop with Nurse Mayinga as she
fell ill that threatening day in 1976.

Ebola subtypes of the Þlovirus soon
became a research program at the Army
Institute. They were too risky to ignore;
neither origin nor virulence was under-
stood. In 1983 a controlled Level 4 ex-
periment showed that Ebola Zaire could
indeed pass airborne from monkey 
to monkey, probably via droplets: this
certainly was bad news, KinshasaÕs re-
prieve notwithstanding.

During the 1980s, two new samples
of fatal threads reached the U.S. from
Nairobi Hospital. First a man and then
a boy had crashed out from thread vi-
rus there, although the two cases were
years apart. Only one earlier crossing of
their paths in life could be teased out
by careful tracing; each had visited the
Elgon elephant cave not long before his
Þnal illness.

OÝ to test the heat of the suspect
cave went a sizable Frederick team to
join expert Kenyan partners, laden with
battery-driven Þeld pressure suits (not
blue but orange), radios, refrigerators,
bat traps, tick traps, insect traps, cages,
monkeys, guinea pigs. They audited the
cave in all its complexities, living and in-
ert. But not a sign of thread virus was
found in any of their samples. No one
expects a mammal to be the steady
host for Ebola; the virus is too intem-
perate therein. (ÒDid you ever try to
draw blood from an elephant? We
didnÕt.Ó) But in spider, frog or newt, in
dust or on rock . . .nothing.

In the fall of 1989 Ebola surprisingly
took the oÝensive. Threads arrived only
25 miles from Frederick, their vector
100 big macaque monkeys sent from
the Philippines, to remain a while in a
commercial quarantine colony in Res-
ton, Va., near Dulles Airport. The mon-
keys, intended for eventual distribution

to U.S. research users, died steadily af-
ter Þerce internal bleeding; the respon-
sible veterinarian suspected a virus and
called the Institute for speciÞc advice.

So far only grim prologue: half the
book tells the story of this crisis in vivid
and personal detail. A Þlovirus, plainly
fulminating, hemorrhagic and airborne,
its antibodies matching those of hottest
Ebola Zaire, was now abundant and
growing fast within three tons of caged
monkeys, half an hour from our na-
tionÕs capital. They had to act.

Not one person among the Þve or six
surely exposed at that time to subtype
Ebola Reston was ever infected. The
new subtype simply never jumped out
of its macaque hosts. This joyous anti-
climax to a grim threat is all true. No
one has yet found any diÝerences that
can explain why, even after close study
of the seven proteins all Ebolas share.
How did a Central African virus enter
from the Philippines anyhow? No one
knows that either; maybe wealthy hunt-
ers had imported African game to stock
some island rain forest.

The monkeys were deftly sacriÞced,
sampled and disposed of. Their cinder-
block house was Þrst sealed, then utter-
ly vacated and Þnally rendered certiÞ-
ably devoid of all life within the week
by a dozen or two young soldiers, men
and women from Fort Detrick. Trained
animal-care technicians, 18 years age
and up, they volunteered that Monday
morning to outface Ebola daily in or-
ange space suits under Level 4 condi-
tions. (Their typical army job classiÞca-
tion, designated 91-Tango, rates a steady
seven dollars an hour; frugal army pay-
masters reckon you donÕt deserve haz-
ard pay for hot-zone work as long as
you are within a regulation pressurized
suit.) The technicians had a genuine
working leadership of six or eight ex-
pert oÛcers and civilians whom they
knew and could trust.

The Reston monkey house is aban-
doned now. Ebola burned there once,
consumed only monkeys and subsided.
But Richard Preston ends with a stoicÕs
reasoned forecast: ÒIt will be back.Ó

In this tale, real person after real per-
son is presented, from a touching fam-
ily funeral to a cut glove in Level 4. A
high-budget motion picture made from
the book is now in postproduction and
will come to a theater near you early in
1995. Celebrated stars will play the real
virologist, Karl M. Johnson, who Þrst
found and then challenged Ebola in Kin-
shasa, and the real pathologist, Colonel
Nancy Jaax, whom we Þrst meet at
home, getting ready for her initiation
into Level 4. Meanwhile read the book;
the public health ßows from unceasing
devotion.
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W
hen Michael Faraday needed
new and Þtting terms for his
discoveries in electrochemis-

try, he consulted William Whewell, pro-
fessor of moral philosophy at the Uni-
versity of Cambridge. The professor
produced ÒelectrodeÓ (from the Greek,
meaning Òa wayÓ), ÒionÓ (from the
Greek, meaning ÒI goÓ) and Òelectroly-
sisÓ (from the Greek, meaning ÒI dis-
solveÓ). Nowadays Marvel Comics is as
likely a source for technical neologisms
as SkeatÕs Etymological Dictionary, par-
ticularly on the Internet, that free-
wheeling collection of roughly 30,000
interconnected networks and 2.5 mil-
lion attached computers. The buoyant,
fast-growing Internet lexicon combines
metaphor, pop allusions and whimsy
in playful etymologies that are as good-
humored as they are eclectic.

Consider, for instance, the term Ògo-
pher.Ó On the Internet, gopher is an in-
formation retrieval system. Its name is
a play on gofer (the person who goes
for something) and on gophers, any of
various short-tailed, burrowing animals
in the Geomyidae family (a play on the
gopher programÕs ability to help users
tunnel through a maze of databases to
get the information they need). The
term also slyly acknowledges gopherÕs
developer, the University of Minnesota.
(Minnesota is the Gopher State; the
University of Minnesota is home of the
Golden Gophers.) To access gopher, you
need a gopher ÒclientÓÑspecial software
installed on a computer attached to the
Internet. Once you are in gopherspace,
your client will look for servers that
have what you seekÑsay, the E-mail ad-
dress of a colleague.

GopherÑwhich neatly combines met-
aphor, allusion and general jeu dÕes-
pritÑis just one of the evocatively
named search services on the Internet.
There is also Veronica (Very easy ro-
dent-oriented netwide index to comput-
erized archives, accessed by a gopher
client), which is descended from Archie,
the Þrst search engine in this linguistic
family. Jughead (JonzyÕs universal go-
pher hierarchy excavation and display)
is a reÞnement of Veronica that lets you
search yet more easily for speciÞc in-
formation. (This is probably the Þrst
time anyone has considered Jughead a
reÞnement of Veronica.)

Archie also produced Anarchie, a pro-
gram written for Macintosh computers
by Peter Lewis that both locates and
downloads Þles automatically. There
may be no further developments in the
Archie family (although Betty suggests
itself as the next linguistic candidate)
because gopher has a supplanter in the
wings. The alliterative World Wide Web
(known as W3), run out of CERN, the
particle physics laboratory near Gene-
va, is the preferred Internet database
of databases for a growing number of
people who use it via the metaphorical-
ly named Mosaic. Mosaic, developed at
the National Center for Supercomput-
ing Applications at the University of
Illinois, is a hypertext shellÑto use it,
people point and click with a mouse 
instead of typing a command string,
browsing easily by hyperlinks (the un-
derlined or shaded/colored words that,
when clicked, lead to the next docu-
ments). Like most software that has
come through the public domain, Mo-
saic comes in ßavors (customized ver-
sions rather than, say, the plain vanilla
of the original source code)Ñincluding
ones for Apple Macs, Microsoft Win-
dows and X Window (X Window is a
public domain window management
system that can be used on Unix).

P
rograms are not the only items on
the net with zippy names; there
are also all those machines link-

ing up to help researchers share data,
send E-mail, poke through distant li-
brary catalogues and check on weather
in the Southwest before calling their
parents in New Mexico. An early Vax
machine at the University of California
at Berkeley was dubbed Covax, a pun-
ning salute to the comedian Ernie Ko-
vacs. At my university, where Mosaic
(the program) runs on Newton (the ma-
chine), we also have machines named
Photon, Prism andÑlatest addition in
the light theme, chosen by contestÑ
Quasar; Darwin, Edison and Kepler; Ta-
sha, Ishara and Worf (Worf is the Klin-
gon); and George and Gracie.

Verbs, too, are graphic, metaphorical
and informal on the net. For instance,
users can zip and unzip (compress and
decompress) Þles (type Òprog stuÛtÓ
to Þnd decompression programs on
Archie). For pure vividness, stuÛt joins

ÒÞnger,Ó a command to eavesdrop on
who is using which machine, and Òlurk-
ing,Ó the expression for the voyeuristic
pleasure of reading letters distributed
to mailing lists. (People subscribe to
mailing lists by sending their names 
to the computer, called listserve, that
manages the list. After that, any letter
posted to the list bounces out to all
subscribers.)

Within the vast readerships of mail-
ing lists, bulletin boards and confer-
ence connections such as Internet Relay
ChatÑa kind of mad, addictive party
line where hundreds of people, typical-
ly students, exchange messages in real
timeÑmany people use the net as a
convenient way to blow oÝ steam, a
practice referred to by the most vivid
and least playful of metaphors used on
the net, Òßaming.Ó As the term ÒhackerÓ
before it, which gradually became asso-
ciated with criminal behavior, ßaming
has come to have a darker meaning than
its original sense of the ill-considered,
ad hominem attack on authors of Use-
net postings. (Usenet is a popular seg-
ment of the Internet composed of dis-
cussion groups, typically in the form 
of electronic bulletin boards. The read-
ership is estimated at about 10 mil-
lion people.) Today ßames range from 
the scathing messages sent to two Ari-
zona lawyers who placed unsolicited ad-
vertisements on Usenet bulletin boards
(this kind of scattershot posting is
known as spamming, from the tinned
meat, which splatters if thrown) to hate
E-mailÑa recent ßame applauded Rwan-
da Òin that their human weeds are being
removed with the selfsame tool used
for unwanted plants, the machete.Ó

While ßaming is becoming a word of
deep disapprobation, most terms for
obnoxious acts on the Internet remain
true to the playful spirit of the terminol-
ogyÑeven when the acts verge on the
criminal. For instance, the programs
hackers devise to observe and record
chunks of data (packets) when people
log onÑthe better to steal user identi-
Þcations and passwordsÑhave picked
up a name characteristic of the netÕs
cheerful, intensely Þgurative vocabulary.
The programs are called packet sniÝers.
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