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Frogs, toads and salamanders survived even the catastrophes that Þnished the di-
nosaurs, yet recent censuses suggest that many species are now mysteriously
dwindling or disappearing. The destruction of their natural habitats, pollution, dis-
ease, changes in the ozone layer and even tastes in haute cuisine may be at the bot-
tom of this ominous development.

Computer scientists know how to build machines that can learn from examples,
but how can those machines learn more eÛciently? HereÕs a hint: give more of the
right background information. Although computers, unlike humans, do not intu-
itively understand much about the real world, hints in the form of instructive ex-
amples can teach them important principles.

Beware of simplistic statements about the genes for complex human traits; the ac-
tual state of knowledge about behavioral genetics is crude. Consider what has been
laboriously discovered about one well-deÞned behaviorÑcourtshipÑin the fruit ßy
Drosophila melanogaster. All the results suggest that even in relatively simple or-
ganisms, behavior is inßuenced by a multitude of genes.

Did Leonardo da Vinci complete the Mona Lisa as a self-portrait? Is Queen Eliza-
beth I hiding inside an engraving of Shakespeare? Computer graphics can some-
times Þnd the answers to questions that confound more traditional analyses.

Far beyond PlutoÑno one yet knows how farÑthere is a discontinuity in the near-
vacuum of space. It marks the edge of the heliosphere, where the diÝuse solar
wind collides sharply with the tenuous interstellar medium. Some unusual cosmic
rays that bathe our planet originate in this region. Now the Pioneer and Voyager

spacecraft, their original missions completed, are heading there.
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The concept of inÞnity has been boggling minds for at least 2,000 years. The philos-
ophers Zeno and Aristotle did their best to sidestep it; the Pythagoreans were hor-
riÞed by its inescapability; mathematician Georg Cantor came closest to taming it,
but some questions remain. The truly boundless may be beyond comprehension.

Archaeologists have usually assumed that the worldÕs Þrst cities had centralized,
authoritarian social structures. But detailed studies of Mashkan-shapir, a site in
Iraq, indicate that its rich and poor citizens lived cheek by jowl and that politics
and religion were peripheral. 

Health care policymakers on the lookout for medical cost-savings are in for a rude
shock: an ounce of prevention is not always worth a pound of cure. The grim truth
is that treating the general population to prevent disease now is usually more ex-
pensive than paying to treat the sick later. That fact leaves physicians, politicians
and the public facing some uncomfortable choices.
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THE COVER depicts a virtual museum, an
inÞnitely expandable gallery of great art
that can exist only within a computer. The
3-D image was constructed using InfiniÐD™
2.6. Four Macintoshes took approximately
86 hours to render the image. Among the
paintings are Self-Portrait and the Mona

Lisa, by Leonardo da Vinci; The Siesta after

Millet, by Vincent van Gogh; Self-Portrait, by
Lillian Schwartz; and Portrait of My Sister,

by Jamie S. Feigenbaum. (See ÒThe Art His-
torianÕs Computer,Ó by Lillian Schwartz,
page 106.) Image by Slim Films.
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Breaking Research 

If you believe that at some point in
the future mankind will develop a vir-
tual-reality technology that allows a user
to experience a virtual life while believ-
ing it to be 100 percent genuine, how
can you know whether the life you are
living now is real or virtual? You canÕt.
But IÕve created a formula that deter-
mines the exact chance that your life is
either real or virtual. Remarkably, the
answers, using conservative values, have
generally ranged from 25 to 50 per-
centÑa one-quarter to one-half chance
that our lives are virtual, not real. I look
forward to working with you on this
project.

DAVE PACHECO

Richmond, Calif.

For every evolutionary advance, there
is an equal and opposite regressive
step to be oÝset. At present, the L. biÞ-

dus in motherÕs milk provides a turn-
ing point in evolution, protecting us
from returning to something like Nean-
derthal man or even the monkey. The
existence of Ònegative evolution,Ó which
might broadly be described as Òiner-
tia,Ó is being ignored.

J. GORDON ROBERTS

Clearwater, Fla.

Having discovered the ÒHarmonic
Cube,Ó I will wager $10,000 that I am
the wisest human of all time.

GENE RAY, Cubic
St. Petersburg, Fla.

Out in Space

I am of the opinion that cosmological
attraction, or gravity, does not exist. I
believe that a cosmological repulsion
force exists and that what we perceive
as gravity is merely a shadowing of this
force by one celestial body on another.
The expanding universe and the Hub-
ble constant are thereby more readily
explained.

BRIAN DAVIDSON
Donegal, Ireland

The news story ÒGone with a Bang,Ó
by Corey S. Powell [SCIENTIFIC AMERI-

CAN, September 1994], describes Òrun-
away pulsarsÓ with an average velocity
of 450 kilometers per second, enough
to escape from the Milky Way. Scientists
cannot explain this phenomenon. The
obvious explanation: space travel by in-
telligent beings. By using a pulsar for a
giant spaceship, an entire solar system
can travel anywhere in space. Entire civ-
ilizations can have all the comforts of
their home planet during the journey.

LEROY PETERSON

Mesopotamia, Ohio

WhatÕs Past Is Prologue

If you and some others with a dictio-
nary go into a huddle with the intent to
Þnd and publish some proof that time
travel is not impossible, then the dic-
tionary will prevent anything from get-
ting out, unless the dictionary contra-
dicts itself.

MARC CUNNINGHAM

Baton Rouge, La.

After reading your article ÒThe Quan-
tum Physics of Time Travel,Ó by David
Deutsch and Michael Lockwood [SCIEN-
TIFIC AMERICAN, March 1994], I thought
you would be interested in the follow-
ing information. A well-known psychic
artist has been placed in charge of an
experimental group that is supposed to
be able to record on videotape consis-
tently clear scenes and sound from ei-
ther past, present or potential future.
The locations of these incidents can be
closeups of anywhere in our Milky Way
galaxy, even inside spacecraft and in-
side dwellings on any planet.

JEFFREY BLUNT

SpringÞeld, Mass.

The Tough Questions

I am researching the eÝects of musi-
cal notes on the chemical elements, re-
lating how certain sounds of the musi-
cal scale could inßuence chemicals. Ex-
ample: What note on the musical scale
could change or alter the molecular
structure of the element sulfur?

DON DREIS

Bloomington, Ind.

We have heard that humans are a
fluke of the universe. But what I want
to know is: Does charge-parity viola-
tion mean that the universe is a fluke
of itself?

JOHN W. WALL

San Francisco, Calif.

I failed to understand David Z Al-
bertÕs article ÒBohmÕs Alternative to
Quantum MechanicsÓ [SCIENTIFIC AMER-
ICAN, May 1994]. It does not appear to
contain a description of the proposed
alternative. Do you have editors?

MICHAEL WALSH

St. Genis, France

AdamÕs Rib Revisited

As a sometime recipient of the Male
Chauvinist Pig of the Year Award in the
state of Victoria (where standards are
high), may I felicitate you on having the
courage and guile to publish the ÒTrends
in WomenÕs HealthÓ article, ÒA Global
View,Ó by Marguerite Holloway [SCIEN-
TIFIC AMERICAN, August 1994]. As pro-
viding evidence that women are inca-
pable of objectivity or indeed any de-
gree of rational thought, that they are
credulous victims of fashion and whol-
ly devoid of any critical capacity, that
they confound sententious drivel with
clear writing, that they are, in short,
brainless bimbos down to the last indi-
vidual, the article is faultless.

MICHAEL ALDER

Nedlands, Western Australia

Not EverybodyÕs a Critic

For the life of me, I cannot under-
stand why you people do not run an
annual letters issue. It would be a better
seller than the Sports Illustrated swim-
suit issue. 

MINAS ENSANIAN

BuÝalo, N.Y.

Letters selected for publication may

be edited for length and clarity. Unso-

licited manuscripts and correspondence

will not be returned or acknowledged
unless accompanied by a stamped, self-

addressed envelope.
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Wool, which retains its original ap-
pearance, yet is protected against

shrinkage, even after repeated launder-
ing and dry-cleaning, is now commer-
cially available through the use of a
new synthetic resin known as Lanaset.
When applied to the fabric, Lanaset sta-
bilizes wool and wool blends without
aÝecting the absorbency normally char-
acteristic of wool. It also reduces felt-
ing and prevents fuzzing.Ó

ÒMetallurgists, in the examination of
metal surfaces with the optical micro-
scope, have long recognized serious
weaknesses in this procedure. The sur-
face under observation very frequently
does not oÝer adequate evidence of the
true shape of the details and in many
cases is even misleading. However, a
newly developed microradiographic
technique is able to give an indication
of the three-dimensional contours of
the metal structure and is able to indi-
cate the distribution and identity of the
chemical components of the metal in a
precise manner.Ó

ÒA recent development that increas-
es ßight safety by keeping airplanesÕ
propellers free of ice consists in paint-
ing or spraying the propeller blades
with a chemical lacquer called Icelac,
which, black in color, has a consistency
something like that of glycerine, and
paints or sprays freely to give a shiny,
tacky surface. A satisfactory icing pro-
tective surface is maintained for sever-
al thousand hours.Ó

ÒLess than half the farms of the Unit-
ed States have electricity available. True,
high-tension lines have brought this
versatile servant to hundreds of thou-
sands of farms, but the market has ac-
tually only been barely touched. High-
tension lines are expensive and cannot
be run everywhere.Ó 

ÒAfter standing overnight in zero de-
gree weather, buses now receive a quick
boost in temperature from a ÔJanitrolÕ
portable heater of the type developed
to preheat airplanes at Alaskan air bas-
es. A heat rise of 230 degrees enables
the appliance to deliver positive heat in
sub-zero temperatures.Ó 

APRIL 1895

Under the combined inßuences of
great pressure and intense cold,

hydrogen has at last surrendered and
been liqueÞed. Hydrogen has hitherto
most strenuously resisted all attempts
at liquefaction, and the fact of its ob-
duracy in this respect having now been
overcome removes the only gaseous el-
ement known to us which has not been
liqueÞed. Until, therefore, more at-
tenuated gases are added to the list
of chemical simplicities, no further
discoveries on this particular line
of research can be hoped for.Ó

ÒA simple pneumatic cushion,
with a soft touch to the ear, has
been adapted to Þt all telephone
receivers. It is made of soft
rubber, Þtted into a metal rim

which springs or clamps over
the end of the receiver, forming a

complete air chamber designed to
effectually prevent the buzzing
or clucking sounds so annoying
to users of the telephone.Ó 

ÒMuch has been written as to
the picture that the compound
eye of insects produces upon the
brain or upon the nerve centers. It
is obvious from the structure of
these compound eyes that impres-
sions through them must be very
different from those received through
our own. In point of fact, experiments
have practically established that while

insects are shortsighted and perceive
stationary objects imperfectly, their
compound eyes are better Þtted than
the vertebrate eye for apprehending ob-
jects in motion, and they are likewise
keenly sensitive to color.Ó

ÒAn ideal school room should pro-
vide Þfteen square feet of ßoor space
for each pupil and a supply of 200 cu-
bic feet of air per minute for every per-
son in the room. Such provisions would
ensure the free movement of every
child and a wholesome amount of air.
In France, the perfect school room, it is
thought, should have a window area
equal to one-fourth the ßoor space. It
is also thought best to have individual
seats and desks for the pupils.Ó

ÒWhen the telephone was introduced
to the attention of the world, and the
human voice was made audible miles
away, there were dreamy visions of oth-
er combinations of natural forces by
which even sight of distant scenes might
be obtained through inanimate wire. It
may be claimed, now, that this same in-
animate wire and electrical current will
transmit and engrave a copy of a pho-
tograph miles away from the original.
As shown in the accompanying illustra-
tions, the electro-artograph, named by
its inventor, Mr. N. S. Amstutz, will
transmit copies of photographs to any
distance, and reproduce the same at
the other end of the wire, in line en-
graving, ready for press printing.Ó
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The electro-artograph receiver

The electro-artograph transmitter
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T
he quake that struck Kobe, Japan,
on January 17 could hardly have
been better timed for impact, lit-

erally, on the structural engineering
community. When it hit, dozens of en-
gineers were jolted awake in nearby
Osaka, where a Japanese-U.S. workshop
on ÒUrban Earthquake Hazard Reduc-
tionÓ was to begin later that morning.
Had they not been so rudely roused, the
engineers would have heard case stud-

ies from a comparable quake that had
rocked Northridge, Calif., exactly one
year earlier.

The Kobe quake was the second most
devastating in Japanese history. Barrel-
ing through a densely populated port
city that had not been thought to be es-
pecially at risk, it killed more than 5,000
people and destroyed or damaged some
50,000 buildings. ÒThere is 10 times as
much data as what weÕve gotten from
California, because thereÕs been 10 times
the destruction,Ó says Charles Kircher,
a structural engineering consultant in

Mountain View, Calif., who was at the
Osaka meeting. ÒThereÕs enormous
learning potential here.Ó

Much has been made of the diÝerenc-
es in philosophy between Japanese and
American engineers: the former suppos-
edly emphasize strength; the latter duc-
tility, the quality that lets a structure
bend and deform. But they share fun-
damental similarities. Whether in Tokyo
or Los Angeles, steel-and-concrete con-

struction combines the metalÕs ability
to withstand tension with the mortarÕs
resistance to compression. This ap-
proach underlies nonductile concrete,
in which steel bars run longitudinally
through structural elements.

In 1971 an earthquake in the San Fer-
nando Valley of California called atten-
tion to the methodÕs basic shortcom-
ing, namely, that powerful forces can
cause the concrete to shatter and fall
away from the inner steel. Within a few
years, new building codes called for
steel-reinforced concrete, in which sep-

arate retaining hoops, known as con-
Þnement steel, encircle the longitudinal
poles to hold the concrete in place. Sim-
ilar changes occurred in Japan after a
pair of earthquakes, one in Tokachi in
1968 and the other in Miyagi prefec-
ture a decade later.

Before these improvements, though,
tens if not hundreds of thousands of
nonductile concrete buildings had been
constructed in Japan, and KobeÕs fared
poorly in the earthquake, according to
several U.S. engineers who toured the
city. The good news is that most of the
structures put up after the early 1980sÑ

including ones based on steel-
reinforced concrete and others
erected around steel framesÑ
survived without substantial vis-
ible destruction. ÒI saw dozens
and dozens of those buildings
that had no damage apparent
from the outside,Ó says Loring
A. Wyllie, Jr., a senior principal
with Degenkolb Engineers, a
San Francisco structural engi-
neering Þrm.

It will be months before a
more complete picture of the
damage emerges from Kobe,
and there will undoubtedly be
surprises. Only recently has it
come to light, for example, that
steel-frame buildings suÝered
more harm in the Northridge
quake than had been thought.
Such structures are considered
more pliant than ones based on
steel-reinforced concrete and
therefore more resistant to
powerful earthquakes. 

A study by the Chicago-based
American Institute of Steel Con-
struction, however, has found
that roughly a quarter of the

400 steel frames in the immediate area
of the Northridge quake suffered cracks
in the welds at the joints where columns
meet girders. The buildings ranged in
age from one to 31 years, and although
none of them visibly listed or showed
any other sign of distress, a number of
them have been evacuated for repairs,
and one was torn down.

Improvements are needed in the way
steel frames are being built, states James
O. Malley, a principal with Degenkolb
Engineers. Exactly how this might be
done is the point of a $2.3-million proj-

SCIENCE AND THE CITIZEN

Bracing for the Next Big One
Engineers grapple with retroÞtting Japanese and U.S. buildings

SAGGING STRUCTURE in Kobe, Japan, is testament to the January earthquakeÕs ravagesÑ
and the need to combine architectural strength with ßexibility.
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ect nearing completion by a group
called the SAC Joint Venture, consist-
ing of the Structural Engineers Associa-
tion of California, the Applied Technol-
ogy Council and some California re-
search universities.

With funding primarily from the Fed-
eral Emergency Management Agency,
the collaboration has investigated such
issues as joint design, welding practic-
es and materials, frame design and the

minimum number of beams and col-
umns, or Òredundancy,Ó needed for ßex-
ible support. It plans to issue interim
guidelines in May. ÒA lot of stuÝ has to
change,Ó Malley notes.

Meanwhile California has ordered the
retroÞtting or at least investigation of
thousands of unreinforced masonry
buildings to ensure that they will not
collapse in a moderately strong quake.
Of course, that still leaves thousands of

nonductile concrete structures, which,
so far, neither California nor Japan has
mustered the political will to address.

ÒOur technological capabilities really
exceed what societyÕs willing to pay for,Ó
observes Craig Comartin, an engineer-
ing consultant in northern California.
ÒIn some cases, retroÞtting buildings is
extremely costly. IÕm not whining; itÕs
just a fact. ItÕs a pay-me-now or pay-me-
later kind of thing.Ó ÑGlenn Zorpette

16 SCIENTIFIC AMERICAN April 1995

A
nnouncing his retirement from 
competitive bicycle racing last 
December, Greg LeMond brought

to a close a career marked by sublime
athletic achievement. He had won the
Tour de France three times and the
world championship twice; some of
these victories came after his near death
in a 1987 hunting accident. LeMond, at
age 33, has now also entered medical
record books, becoming the Þrst elite

athlete to be diagnosed with mitochon-
drial myopathy, a disorder that impairs
muscle. He reported that, for mysteri-
ous reasons, his skeletal muscle cells
could no longer use oxygen to produce
the energy required for him to perform
at peak capacity.

ÒGreg is the Þrst trained athlete to be
diagnosed with this condition,Ó says
LeMondÕs physician, Rochelle Taube of
the Minneapolis Sports Medicine Cen-
ter. ÒUsually people with mitochondrial
myopathy can barely move, or they are
children who die of the disease.Ó Taube
emphasizes, however, that LeMondÕs

myopathy should not prevent him from
pursuing an active life.

The diagnosis raises questions about
a disorder whose nature and prevalence
are just now yielding to medical in-
quiryÑand it underscores the diÛcul-
ties physicians face when attempting
to determine the maladies of athletes.
Taube believes LeMond suÝers from a
previously unknown, yet not necessari-
ly uncommon, form of this debilitating

disease. She is planning to study wheth-
er the onset of mitochondrial myopa-
thy in athletes is related to particular
sports and levels of exertion or to the
individualÕs genetic makeup.

In general, it is diÛcult to explain
why an athlete suddenly loses the abili-
ty to compete successfully or, worse,
completely breaks down physically. For
instance, a marathon runner complain-
ing of fatigue might score far above
normal on various exercise stress tests
but actually be experiencing the Þrst
symptoms of a serious ailment. ÒIt is
possible,Ó Taube says, Òthat there are

changes in your metabolism and im-
mune system if you overtrain. You may
change your bodyÕs ability to adapt and
leave it open to illness.Ó

The condition LeMond is thought to
have diÝers markedly from exertional
myopathy, a more commonly known
muscle disorder that can aÝect anyone
who exercises beyond his or her capac-
ity. High school football players and
military recruits seem especially suscep-
tible, perhaps because many of them
start vigorous activity in hot weather
without much advance training. Dehy-
dration makes it tougher for muscles to

recover and for the body to purge
itself of wastes.

Reports have also tied exertional
myopathy to HIV infection, as well
as to the use of cocaine, metham-
phetamines, LSD, alcohol and vari-
ous prescription drugs. Some of
these drugs allow people to engage
in repetitive activities for long peri-
ods without proper rest or ßuid
consumption. As people overexer-
cise, lactic acid builds up, and lev-
els of muscle enzymes, such as cre-
atine kinaseÑessential to muscle
contractionÑrise dramatically. Usu-
ally the resulting soreness passes,
and enzyme levels return to normal
in a few days, but in acute cases,
the muscle cells rupture, ßooding
the bloodstream with myoglobin,
enzymes and minerals.

Because exertional myopathy
generally occurs when muscles are
burning energy faster than they are
being resupplied, the problem

should vanish as a personÕs Þtness im-
proves. MitochondriaÑwhich use oxy-
gen to produce adenosine triphosphate
(ATP), which, in turn, fuels cellsÑin-
crease in so-called slow-twitch muscles
during training, allowing them to pro-
cess more oxygen more eÛciently for
longer periods without lactic acid build-
up and muscle cell damage.

Although mitochondrial myopathy
also aÝects the skeletal muscles, it is a
far diÝerent disorder, notes John ShoÝ-
ner of Emory University. Still a medical
enigma, mitochondrial myopathy is one
of a broad class of oxidative phosphory-

CHAMPION GREG LEMOND retired this winter because of a muscle disorder.
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The End of the Road
Is a new malady aÜicting elite athletes?
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lation diseases that disrupt the cellular
energy system in skeletal muscles, the
liver, heart or brain and have been im-
plicated in diabetes, aging and a num-
ber of neurodegenerative disorders. Ba-
sically, mitochondria fail to process
enough oxygen to make suÛcient ATP.
Lacking aerobic capacity, some people
with mitochondrial myopathy Þnd
climbing stairs or walking the length of
a shopping mall fatiguing. Others might
not even be aware that they have a
problem until they begin to exert them-
selves. The condition is manifest clini-
cally in exercise intolerance, muscle
weakness, a type of cellular degenera-
tion called ragged red Þber myopathy
and increased numbers of abnormal
mitochondria. A live muscle biopsy is
required to observe the last two signs.

ShoÝner claims that most cases are
inherited (from the mother, the sole
source of mitochondrial DNA). In some
instances, environmental toxins such as
high levels of lead or carbon monoxide
from cigarette smoke or ingredients in
certain medicationsÑAZT, used for the
treatment of AIDS is oneÑcan induce
myopathy by damaging the mitochon-

dria. Since 1988 over 30 genetic point
deletions and even more mutations
have been found in mitochondrial DNA.

By standard deÞnition, it is inconceiv-
able that an athlete engaged in endur-
ance sports could suÝer from mitochon-
drial myopathy. But Taube says that al-
though LeMond shows none of the
genetic or enzymatic deÞciencies com-
monly associated with the disorder,
Òvery subtle changesÓ in his muscle cells
block their ability to use oxygen when
he works hard. She speculates that the

lead pellets he still carries in his body
from his hunting accident might relate
to the onset of the condition.

While recognizing that something is
adversely aÝecting LeMondÕs perfor-
mance, certain specialists in the Þeld
have reacted with understandable cau-
tion to TaubeÕs description of a new
form of mitochondrial myopathy. Right
or wrong, though, three other endur-
ance athletes have contacted Taube
since December saying they have the
same symptoms. ÑMark Derr
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L
ike viewers watching a Chinese shad-

ow puppet play, some astrono-
mers are Þnding themselves cap-

tivated not by light but by darkness. The
luminous stars and galaxies sprinkled
across the night sky are the obvious
players in the cosmic drama. But it turns
out that the vast stretches between gal-
axies have a story to tell as well.

Nadine Dinshaw of Steward Observa-

tory in Tucson, Ariz., and her co-work-
ers have found that the thin gas perme-
ating those voids is not a formless
smear but rather is organized into huge
clouds. Visible only in silhouette, these
nonluminous clouds may be part of a
ghostly network of sheets and Þlaments
that Þlls the universe and traces the
processes by which galaxies formed.

Astronomers deduced the presence of

Astronomers in the Dark
ThereÕs more to empty space than meets the eye

X-ray images of the sun offer a new view of the nearby
star and its cycles—one that differs markedly from the

more familiar images made using visible light. Recent x-
ray pictures from the Japanese Yohkoh spacecraft reveal a
striking dimming of the sun’s corona, its hot outer atmo-
sphere, between 1992 (left ) and this year (right ). This
change reflects the fluctuations of the 11-year solar cycle,
as the star evolves from its period of maximum activity in

1991 to one of minimum action, which should occur by
1997. The cycle is characterized by shifts in the number
of sunspots; these perturbations, which can be detected
with standard imaging techniques, increase in number
when solar activity is greatest. The x-ray data have shown
that the corona changes as well: it is 30 times dimmer
now than it was three years ago near the height of the so-
lar cycle. —Sasha Nemecek

Sun Spotting the DiÝerence
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intergalactic clouds a quarter of a cen-
tury ago, in the course of analyzing the
radiation from faraway quasars (active
galaxies whose brilliant central regions
can easily be seen from across the uni-
verse). When that radiation is spread
out into a spectrum, researchers found,
certain characteristic wavelengths are
absent. The pattern of the missing wave-
lengths revealed the culprit: clouds of
hydrogen atoms scattered between the
galaxies, which absorb some of the light
from any object lying farther away from
the earth. Each quasar shines through
only a single part of a cloud, however,
so the structure and extent of these

cosmic will-oÕ-the-wisps remained un-
known. The absorbed radiation is most-
ly in the ultraviolet part of the spectrum,
which does not penetrate the earthÕs
atmosphere.

DinshawÕs team circumvented those
problems by using the Hubble Space

Telescope to look at not one but two
light sources: two quasars that are sep-
arated in the sky by about one twenti-
eth the angular diameter of the full
moon (which, in this line of work, is a
fairly wide separation). Because Hubble

orbits above the earthÕs atmosphere, it
can detect the ultraviolet rays invisible
to ground-based observatories.

When Dinshaw and her collaborators
looked at the results of their obser-
vation, she recalls, they were very sur-
prised: they had found a monster. Pre-
vious research had hinted that interga-
lactic clouds were about 100,000 light-
years across, or about the diameter of
the Milky Way galaxy. Yet the spectra
collected by Hubble indicated that a
single cloud formation stretched across
both quasars, giving it a minimum di-
ameter of one million light-years. ÒNo-
body expected the clouds to be so
large,Ó Dinshaw comments. The cloud
also had remarkably little internal mo-
tion, suggesting it is a settled structure,
not collapsing or ßying apart.

ÒHow can the cloud be so large and
so quiescent?Ó Dinshaw wonders. The-
orists are asking the same question. If
the clouds are held together by the grav-
ity from invisible Òdark matter,Ó they
should collapse to a smaller size. If
they are bound to a central galaxy, they
should be moving faster. If they are
held together by the pressure of the in-
tergalactic medium, such large forma-
tions should have rapidly dissipated.
ÒThereÕs no well-developed theory to
explain the kind of cloud we see,Ó con-
cludes Craig B. Foltz of Multiple Mirror
Telescope Observatory, also in Tucson,
who collaborated with Dinshaw.

Foltz suspects that he and his col-
leagues are watching many kinds of
events happening at the same time,
among them giant shock waves com-
pressing gas clouds, hydrogen wisps
collapsing around young galaxies and
gas collecting around clumps of dark
matter in regions where no galaxies ex-
ist. ÒWeÕre seeing that the process of
galaxy formation is very complex,Ó and
so the surrounding material takes on
similarly complex properties, Foltz ex-
plains. ÒBut thatÕs okay with meÑI
donÕt mind complexity!Ó

DinshawÕs team has already examined
two other quasar pairs and plans to look
at a third. Such observations should
help theorists Þne-tune their cosmolog-
ical models by revealing what is occur-
ring in all parts of the universe, not just
the well-lit corners. The early indica-
tions are that the dim regions are rich
in unexplored details, Òand itÕs only re-
cently that weÕve been able to do obser-
vations like this,Ó Dinshaw notes.

Such discoveries testify to the endur-
ance of one of astronomyÕs most pow-
erful but least glamorous toolsÑspec-
troscopy, which Foltz describes as
Òlooking at the things that you donÕt
see.Ó A century ago the technique en-
abled astronomers to tell the poets what
the stars are made of. Now it is broad-
ening awareness of the hidden order of
the universe. ÑCorey S. Powell
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A Ringside View of Stars

An unusual collision between galaxies has created a halo of stars ripe for 
study—and the Hubble Space Telescope recorded it all. Although the

crashing of galaxies and the subsequent formation of new stars is common,
such impacts are difficult to decipher. “They often just leave behind a mixed-
up mess,” explains Kirk Borne of the Space Telescope Science Institute.

Yet when the Cartwheel galaxy (left )—located some 500 million light-
years away—was jolted by one of two nearby galaxies (right ), no mess en-
sued. “What makes this case unique is that the smaller galaxy basically hit
the bull’s-eye,” Borne notes. “When the collision occurred, it sent a shock
wave of energy outward, like a rock making a circular ripple when it’s thrown
into a pond.” As the wave traveled, it compressed gas and matter in its
wake, spewing billions of stars in an encircling band at the point of impact.

Because the ring around the galaxy is composed entirely of newly formed
stars, cosmologists have an unprecedented chance to study a uniform popu-
lation of massive stars—all born at about the same time under the same con-
ditions. Identifying which of the two neighboring galaxies was responsible
for the collision, however, will prove more tricky. —Steven Vames
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T
he more than one million alco-
holics in this country who seek
treatment every year have a new

alternative. The U.S. Food and Drug Ad-
ministration recently approved naltrex-
one as a medication for alcoholism; the
drug is the Þrst allowed for this purpose
since the original medication for alco-
holism, Antabuse, was introduced in
1948. The FDAÕs action reßects a grow-
ing belief that substance abuse has a
strong biological component and is not

merely a character ßaw. Yet experts em-
phasize that the drug will not obviate
the need for conventional forms of ther-
apy, such as counseling.

Two recent studies, carried out at the
University of Pennsylvania and at Yale
University, demonstrated the eÝective-
ness of naltrexoneÑwhich was approved
for the treatment of opiate addiction in
1984Ñin the rehabilitation of alcoholics.
In one study of 70 patients, 23 percent
of those given naltrexone relapsed dur-

ing the three-month-long study, where-
as 54 percent of placebo recipients re-
sumed drinking. Joseph R. Volpicelli,
who led the team of researchers at the
University of Pennsylvania, attributes
the success of naltrexone to its ability
to reduce the euphoria of alcohol and
dampen the craving for another drink.

ÒAbusers respond to alcohol diÝer-
entlyÓ than do other people, Volpicelli
says. ÒAs they drink, the motivation to
have more increases.Ó Volpicelli refers
to this phenomenon as the Òcorn chip
eÝectÓÑthat is, you canÕt have just one.
When alcoholics imbibe, their brains re-
lease unusually elevated levels of mole-

I Get No Kick from CH3CH2OH
A new treatment for alcoholism receives FDA approval

Ianswered the telephone one night recently to hear the
voice of an old friend from graduate school in physics.

After chatting about research, he mentioned his reason for
calling: he had come out as homosexual. During school,
he had had an inkling of his orientation, he explained;
only recently had he felt secure enough professionally to
devote time to personal issues. “I thought you had been
interested in me!” I blurted out, and he chuckled.

After I put the phone down, questions lingered. It had
never occurred to me that a colleague was gay. Surely I
should have known better. If, as surveys suggest, between
1 and 10 percent of the population is homosexual, how was
it that I was aware, now, of just one physicist who was? I
could think of great novelists who were gay but of only a
sole scientist, Alan M. Turing. Were homosexuals underrep-
resented in physics, in science? Were they more closeted?

None of the researchers I called in subsequent months
could identify a study of homosexual scientists. To con-
duct my own unscientific survey, I asked my friend to
post questions on his electronic-mail network of some 50
gay astrophysicists. I polled two other bulletin boards—
the 200-member Lesbians in Science, directed by physi-
cist Elizabeth Zita, and the 800-member National Organi-
zation of Gay and Lesbian Scientists and Technical Profes-
sionals (NOGLSTP). I also interviewed other gay scientists.
The responses were bewilderingly varied; only slowly did
patterns emerge. “I know only two others in my field who

are openly gay,” wrote Thomas Eads, a biophysicist at Pur-
due University. Yet everyone opined that the apparent rar-
ity was misleading. “There just seem to be fewer of us
who are out,” remarked Ron Buckmire, a mathematician at
Occidental College.

“Gays in science tend to be very discreet,” agreed Mikel
Susperregi, a cosmologist at the University of Oxford.
“Those in the arts are much more conspicuous.” Barbara
Belmont of NOGLSTP noted that “science is a profession
you can immerse yourself in, forsaking all social life. It pro-
vides a haven from society’s pressures.” Several research-
ers argued that science, in fact, attracts closeted gays.

Moreover, many of those who wanted to come out saw
the sciences as unreceptive. “You look around, and you
think, ‘Gosh, this is a male-dominated field. I’d better keep
my mouth shut,’ ” my friend said. “I find people in the
hard sciences are much more intolerant,” responded Julia
George of the Jet Propulsion Laboratory in Pasadena, Calif.
“Undoubtedly because there are many fewer women.
Women, as a rule, seem to be more accepting.”

That notion is supported by a 1982 poll of physicians
conducted by William C. Matthews of the University of
California at San Diego and others. Replies showed that
women are better disposed toward homosexuals than are
men. Indeed, NOGLSTP’s “outlist” of 100 or so researchers
(admittedly a small sample) showed few physicists and
mathematicians, more astronomers and chemists and the

most biologists—in
rough proportion to
the number of women
in each field. 

Gays who were out
reported mixed experi-
ences. “My colleagues’
reception has been so
chilling,” Eads stated.
One professor who is
lesbian observed that
male colleagues re-
spect her talents more
readily than other
women’s because “they
don’t think of me as a
real woman, so it’s not
so weird that I can do
science.” 
—Madhusree Mukerjee

Coming Out in the Sciences

Cosmologist Mikel Susperregi Physicist Elizabeth Zita
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cules known as endorphins, which trig-
ger a sensation of pleasure, enticing the
drinker to indulge further.

Naltrexone mimics the shape of en-
dorphins but not their action. By block-
ing the binding of these neurotransmit-
ters to their receptors, it diminishes al-
coholÕs pleasurable eÝects and the
desire to drink more. ÒNaltrexone is a
key that Þts the lock of the endorphin
receptor, but it doesnÕt open the door,Ó
Volpicelli explains. This outcome is sig-
niÞcantly diÝerent from that of Anta-
buse, which can induce nausea and vom-
iting if patients drink during treatment.

Stephanie S. OÕMalley, the lead re-
searcher of the Yale study, speculates
that naltrexoneÕs gentler form of per-
suasion might be more helpful for some
patients than is Antabuse. Because the
drug seems to reduce the intense desire
for alcohol, it actually helps patients to
feel better and remain abstinent, there-
by encouraging them to continue the
regimen. In controlled studies of nal-
trexone, OÕMalley notes that researchers
are ÒÞnding good complianceÓ among

patients receiving the drug. She cau-
tions against taking preliminary results
too far: ÒIn a broader population, com-
pliance may not be as strong. Our pa-
tients tended to be fairly stable socially.Ó

Furthermore, OÕMalley points out that
the recent studies have always com-
bined medication with other types of
treatment, such as counseling to devel-
op coping skills. Indeed, she mentions
a group of alcoholics who might partic-
ularly beneÞt from the integrated ther-
apy. ÒPatients with high levels of craving,
who are likely to do poorly otherwise,
might do better with naltrexone as part
of their treatment,Ó OÕMalley explains.

Because researchers are still in the
early stages of studying the use of nal-
trexone for the treatment of alcoholism,
Richard K. Fuller of the National Insti-
tute on Alcohol Abuse and Alcoholism
expresses Òcautious optimismÓ regard-
ing this new application of the drug.
Nevertheless, he says, Òif further experi-
ence conÞrms its eÛcacy, the approval
may be a milestoneÓ in the treatment of
substance abuse. Fuller adds that there

has been Òan explosion of understanding
in neuroscienceÓ in the past few years,
especially in the biology of addiction.

Indeed, the National Institute on Drug
Abuse, which focuses primarily on abuse
of illegal drugs, has screened close to
two dozen diÝerent medications in
clinical trials for their potential to treat
crack-cocaine addiction alone, accord-
ing to Charles Grudzinskas of the insti-
tute. Volpicelli hopes future approval of
these types of drugs Òwill lead to a bet-
ter understanding of substance abuse
and lead to more funds being used in
treatment programs.Ó

In todayÕs political climate, money is
not likely to ßood into such eÝorts. Un-
fortunately, Òthe funding of treatment
has been a bipartisan failure,Ó according
to Herbert D. Kleber of Columbia Uni-
versityÕs Center on Addiction and Sub-
stance Abuse. The roughly $700 million
spent by the government every year for
treatment and prevention research is
dwarfed by the annual national costs of
substance abuse, which estimates place
at $238 billion. ÑSasha Nemecek
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U
ntil recently, many medical in-
vestigators believed the AIDS vi-
rus remains more or less dor-

mant in asymptomatic persons, step-
ping up its assault on the immune
system only in late stages of infection.
Now two widely hailed reports pub-
lished in January in Nature show that
the virus wages a continuous, intense
battle with the immune system from
the start. The news is not all bad. Those
results, and others from clinical inves-
tigations announced in February, point
to novel strategies for combating the
disease.

The studies that led to the
new picture were conducted
by two groups, one by George
M. Shaw of the University of
Alabama and the other by
David D. Ho of the New York
University School of Medi-
cine. Both teams examined
the eÝect on patients of ex-
perimental drugs that pre-
vent the human immunode-
Þciency virus (HIV) from in-
fecting cells in the body.

In all subjects the drugs
caused HIV levels in the blood
to drop rapidly by factors of
100 or more. At the same
time, immune system cells of
the CD4 type, which ordinar-
ily slowly fall in number dur-

ing the course of HIV infection, surged
in response. That observation suggests
the virus has an immediate impact on
CD4 cell depletion. It also indicates
that Òthe immune system is quite re-
silient,Ó notes Robert T. Schooley of the
University of Colorado, one of the orga-
nizers of a conference on the AIDS
virus held in late January.

By studying how quickly virus levels
declined when patients were treated, the
investigators deduced that in untreated
patients the rates of production and
destruction of viruses must be extreme-
ly high. Individual particles survive only

about two days, but a billion or so new
ones, about a third of the total in the
body, are produced every day. More-
over, the virus destroys about a billion
CD4 cells daily, which the body then at-
tempts to replace.

Sadly, the eÝect of the drugs did not
last. After two weeks, initially rare mu-
tants started to multiply in the patients,
like new heads sprouting from the Hy-
dra of Greek mythology. The insights
may nonetheless help researchers Þnd
drugs or drug combinations that have
longer-lasting eÝectsÑand, with good
fortune, clinical beneÞts.

The high turnover indicates that any
eÝective antiviral drug should have an
impact on virus levels within days, ac-
cording to HoÕs group. That under-

standing alone could save
time that might have been
wasted looking for long-term
eÝects of ineÝective drugs.
The great rate of production
of new viruses also suggests
strongly that Òthe key is start-
ing treatment early with po-
tent drugs,Ó says Martin Mar-
kowitz, one of HoÕs team. The
inevitable accumulation of
mutationsÑa result of the
rapid turnoverÑmeans that
late treatment faces a mon-
ster with more heads.

Numerous anti-HIV drugs
are now in early testing.
Some block the viral enzyme
known as reverse transcrip-
tase; the widely prescribed

Fighting All the Time
Insights into HIV suggest ways to Þnd better AIDS treatments

HIV PARTICLES (small spheres) bud from a lymphocyte.
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drug zidovudine (or AZT) works in the
same way. Others attack diÝerent en-
zyme targets. Several of the experimen-
tal drugs appear to be substantially
more eÝective than zidovudine against
HIV, at least in the short term.

Interest at the January meeting fo-
cused on the combination of zidovudine
and a drug called 3TC, developed by
Glaxo. Patients given the combination
still had 10-fold reductions in virus lev-
els even after 24 weeks. The case is not
proved, but such sustained lowered vi-
rus levels may well delay disease pro-
gression. ÒIt was the most optimistic

AIDS meeting IÕd been at for a long
while,Ó Markowitz notes.

The fervent hope is that by adding
other drugs to the cocktail, it may be
possible to hold down the level of viral
replication for longer periods. ÒWith
combinations, youÕre seeing more pro-
nounced immunologic eÝects,Ó Schoo-
ley observes. ÒThe earlier pessimism
about antivirals was unfounded.Ó

Nor is the idea of modifying the im-
mune systemÕs behavior with cyto-
kinesÑnaturally occurring molecules
that modulate its activityÑout of play.
Research by Anthony S. Fauci, director

of the National Institute of Allergy and
Infectious Diseases, and by others has
shown that the cytokine interleukin-2,
which stimulates immune responses,
can increase CD4 cell levels in patients.

Schooley makes a plea for more clin-
ical research on drug combinations that
show promise in laboratory tests. ÒOf
course, weÕll need to prove that they
have clinical beneÞts,Ó he warns, Òbut
IÕm cautiously optimistic.Ó Moreover,
Schooley says, the Þnding that CD4 cells
can rebound ÒoÝers hope to those so
far along that they thought it didnÕt
matter what we did.Ó ÑTim Beardsley
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P
eople have long criticized oil com-
panies for the accidental release
of oil into the sea, but over the

past decade a strange wrinkle has de-
veloped in the banner of environmental
protection. Some scientists have begun
to wonder whether drilling in the Gulf
of Mexico could threaten marine life by,
strangely enough, reducing oil leaks.

This curious twist results from two
separate advances. Oil and gas develop-
ers have been moving drilling operations
farther oÝshore, enticed by immense oil
and gas Þelds previously thought to lie
in water too deep to be economically
tapped. At the same time, researchers
have been uncovering unexpect-
ed richness and diversity in
deep-dwelling marine life.

The work of both these groups
has recently been focused on the
Gulf ßoorÕs many natural oil
seeps. Although sensitive instru-
ments are sometimes needed 
to detect their subtle chemical 
traces, ambient eÝusions in the
Gulf can be so great that they
leave markings on the surface.
Researchers have even discov-
ered that some of these slicks
are visible from space.

Most leaks, however, are hard
to Þnd. In the mid-1980s oil
companies hired scientists from
Texas A&M University to survey
native petroleum seeps on the
continental slope. The research-
ers stumbled on a surprisingly
plentiful biotaÑÞelds of huge
tube worms, giant mussels and
deep-sea crabs. These groupings
resemble the dense seaßoor com-
munities found several years ear-
lier during exploration of the
hydrothermal vents that form at
sites of submarine volcanism
where tectonic plates separate.

Like vent assemblages, petroleum-
seep communities are isolated from
sunlight, and their discoverers quickly
realized that life there must rely on a
food chain that begins with energy from
the constant petrochemical bath. Bacte-
ria living within the gill cells of the gi-
ant mussels, for example, provide for
their hosts by metabolizing methane. 

Soon after their discovery, protection
of seep dwellers became a priority. ÒIni-
tially we worried they would be so rare
that we might have an endangered-spe-
cies situation,Ó remarks Ken Graham of
the Minerals Management Service, the
agency regulating oil and gas develop-

ment in the Gulf. Because such devel-
opment involves erecting platforms,
setting huge anchors and laying vast
stretches of undersea pipeline, the Min-
erals Management Service issued special
guidelines in 1989 for work that might
impinge on chemosynthetic fauna.

But continuing study revealed that
seep organisms are not rare after all.
Chemosynthetic communities seem to
develop wherever substantial leaks oc-
cur on the deep seaßoor, and there is lit-
tle fear now that oÝshore drilling could
accidentally destroy some unique spe-
cies. But could extraction of petroleum
oÝshore reduce pressure to nearby
seeps, thereby robbing these deep-sea
enclaves of their basic foodstuÝs?

Although somewhat far-fetched, the
question is not completely academic.

Graham reports that Texas wild-
catters often found that the ex-
traction of oil on land could cause
nearby seeps to dry; there might
be similar results oÝshore. Ian R.
MacDonald of Texas A&M believes
degradation of a seep by exploita-
tion of its source reservoir is in-
deed possible, but Òit has to be
considered on a case-by-case basis.Ó

Conoco, for instance, has a plat-
form sited close to one of the
most extensive chemosynthetic
communities found so far in the
Gulf, a place known as Bush Hill.
ÒThey are producing oil a mile
away from it,Ó MacDonald re-
marks, Òbut they believe they are
not tapping the reservoirÓ used by
the organisms. Geologists at Shell,
a company active in exploiting
deepwater Þelds, also feel conÞ-
dent that the reservoirs being
drilled in the Gulf are not directly
connected to any seaßoor seeps.

So it would seem, for the time
being at least, that the giant mus-
sels and giant tubeworms as well
as the giant corporations can con-
tinue to feed together happily in
the Gulf. ÑDavid Schneider

Down and Out in the Gulf of Mexico
Oil spewing oÝshore doesnÕt always signal pollution

OIL RIG and deep-dwelling marine life both feed oÝ
petroleum reservoirs.
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P
hysicists may not be regarded as
people who enjoy making waves,
but some of them want to change

that. By inducing atoms to act like
lightÑthat is, by turning particles into
wavesÑand passing them through an
interferometer, researchers at the Mas-
sachusetts Institute of Technology have
explored how atoms act toward one an-
other. They have, in a way, split an atom
into two halves, using one half to probe
a gaseous medium and the other as a
point of reference. The results promise
to lead to better measurements of
atomic behavior and improved naviga-
tional instruments.

That particles behave like wavesÑ
and vice versa, for that matterÑis a
fundamental truth in physics. In fact,
all objects, including beach balls and
graduate students, have a wave nature.
The undulations are not noticeable, be-
cause the wavelengths of such hefty ob-
jects are too small to be relevant. In con-
trast, light particles such as electrons
and neutrons have proved more amen-
able to manipulation as light [see ÒThe
Duality in Matter and Light,Ó by Bert-

hold-Georg Englert, Marlan O. Scully
and Herbert Walther; SCIENTIFIC AMERI-
CAN, December 1994]. Indeed, the ready
appearance of their waves has made
these subatomic particles indispensable
in microscopy.

The advent of skilled nanofabrication
and other related technologies in recent
years has enabled physicists to demon-
strate the wave nature of a compara-
tively heavier object. ÒAtoms are more
complex than neutrons or photons,Ó re-
marks Steven Chu of Stanford Universi-
ty. ÒThey oÝer another way of making
measurements that are potentially more
usefulÓ than those achieved with sub-
atomic particles. Researchers have been
especially interested in interferome-
tersÑdevices that split a wave and then
recombine it later so that the wave in-
terferes with itself.

Now physicists have gone beyond
merely showcasing the atomÕs interfer-
ing wave properties. J�rg Schmiedmay-
er, Michael S. Chapman and David E.
Pritchard, with their M.I.T. colleagues,
are using the interferometer as a tool to
probe how much an atom wave bends

when it passes through a particular me-
dium. In other words, they are studying
the force exerted between diÝerent
types of atoms. ÒA whole bunch of peo-
ple are starting to rethink these long-
range forces,Ó Pritchard points out.
ÒTheories are pretty unclear here.Ó

The workers passed sodium atoms
through a Þnely etched diÝraction grat-
ing. The grating generated sodium
waves that were then each split into
two parts. The parts moved down sep-
arate paths. One route traveled through
a gasÑsuch as xenon, helium or ammo-
niaÑwhile the other part of the wave
bypassed the gas. When the sections
recombined, the waves interfered with
themselves. The interference produced
a fringe patternÑan alternating series
of bright and dark bands. The bright
bands indicate that the waves combine
there to achieve maximum intensity;
the dark areas mark the places that the
waves cancel one another. The pattern
shifted according to the type of gas
through which the wave had moved.

The researchers found that xenon,
the heaviest gas studied, behaves most
in the way theory suggests in terms of
how its force acts over distance. The
other gases, however, had variations
that sometimes produced results sub-

Catching That Wave
Atoms act like lightÑand get bent out of shape
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stantially diÝerent from those expect-
ed. Resolving the discrepancies may be
helpful to theoreticians trying to pre-
dict the properties of the long-sought
Bose-Einstein condensate, a collection of
atoms that supposedly acts as a single
giant atom when cooled close enough
to absolute zero.

Atom interferometers might have
less obscure uses, tooÑnamely, as gyro-
scopes. The interference pattern is ex-
tremely sensitive to inertial eÝects. ÒWe
expect our interferometer to be about
as good as those on commercial jet air-
liners,Ó Pritchard says, Òand we should
be able to build one 500 times better
than that.Ó

PritchardÕs method is not the only
way to make atom waves interfere.
ChuÕs group, for instance, relies on la-
ser bursts to excite the same atom to
two diÝerent quantum states, which
then interfere. With his apparatus, Chu
has been reÞning measurements of
various physical quantities, such as
PlanckÕs constant. Other workers have
been exploiting the principles behind
interfering quantum states to control
molecular dynamics as well atomic be-
havior [see ÒLaser Control of Chemical
Reactions,Ó by Paul Brumer and Moshe
Shapiro; SCIENTIFIC AMERICAN, March].

Although there is no theoretical limit
to the size of the object that can be
made wavy, there are practical limita-
tions. Pritchard did some calculations to
see if he could get the wave nature of a

graduate student to interfere but found
that the transit time through the sys-
tem would be longer than the studentÕs
lifetime. It would have been a rough
way to earn a degree. ÑPhilip Yam
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E
conomists, astrophysicists, sociol-
ogists, geologists as well as some
medical researchers spend a lot

of time looking at experiments that
God has already performed. If God had
not arranged things so that some stars
were young and some were old, the as-
trophysicists would not know much
about stellar evolution. Likewise, if God
had not arranged things so that the
minimum wage varied relative to the
average wage for unskilled labor from
decade to decade and state to state,
economists would have a hard time
convincing anyone that the minimum
wage puts poor people out of work.

Economists and astrophysicists come
to their knowledge by Þnding regulari-
ties of some kind in the world; one cru-
cial part of their task is Þguring out
whether particular correlations point to
an important law or to the Þckle hand
of coincidence. As a matter of fact,
economists are having a hard time con-
vincing people that the minimum wage

contributes to unemployment because
recent studies show no Òstatistically sig-
niÞcantÓ eÝect on jobs. When Congress
takes the issue up later this year, the
livelihoods of thousands of people
could hang in the balance.

But just what does that phrase mean,
and what does it have to do with the de-
bate? Go back two centuries, to Pierre
Simon, Marquis de Laplace, the Þrst
person to apply the notion of statistical
signiÞcance to a serious scientiÞc prob-
lem. In 1773 Laplace wanted to know
where comets came from. He reasoned
that if they originated inside the solar
system, they would orbit in the same
plane as the planets, whereas if they
came from the far reaches of space,
their paths would have no correlation
with those of bodies circling the sun.
Laplace checked the motions of the last
12 comets to be discovered and Þrmly
rejected the hypothesis that comets
came from inside the solar system. If
the comets were of local origin, one

might by chance travel at some weird
angle to the plane. But the odds of get-
ting two anomalies would be lower, of
three lower yetÑthe probability, so to
speak, of rolling snake eyes three times
in a row. This was a very smart idea. 

In the succeeding two centuries, stat-
isticians have reÞned LaplaceÕs simple
notion into Òstatistical signiÞcanceÓ and
developed an arsenal of formulas for
determining whether the phenomena
that researchers observe are caused by
sampling error (accidentally picking un-
representative subjects) or ÒrealÓ eÝects.
The gold standard for most studies is
the Ò95 percent conÞdence level,Ó which
indicates odds of only one in 20 that a
result arises from chance. Economists
use it to test whether the minimum
wage has a ÒsigniÞcantÓ eÝect on em-
ployment. Medical researchers use it to
decide whether half an aspirin a day
keeps the cardiologist away. 

Gradually, however, it has dawned
on a few scientists that something is
screwy. An obvious problem is that with
so many people doing so many studies,
some of them are going to run into that
one-in-20 chance of believing in a mi-
rage. The converse mistake is more
subtle: scientists care about whether a
result is statistically signiÞcant, but they
should care much more about whether

THE ANALYTICAL ECONOMIST

The InsigniÞcance of Statistical SigniÞcance

Copyright 1996 Scientific American, Inc.



it is meaningfulÑwhether it has, to use
a technical term, oomph.

Sadly, many scientists have started
thinking that statistical signiÞcance
measures oomph. If an answer meets
the 95 percent conÞdence criteria, it
must be important; if it doesnÕt, it isnÕt.

The clearest refutation of this notion
came in the study that established the
lifesaving eÝect of aspirin in men who
had already had a heart attack. Re-
searchers stopped the experiment be-
fore their numbers reached ÒrealÓ sta-
tistical signiÞcance because the eÝect
of a mere half an aspirin a day was so

obvious that they considered it unethi-
cal to go on giving placebos to anyone.

Is this messy state of aÝairs LaplaceÕs
fault? He was right about comets be-
cause the relevant scale for measuring
the oomph in orbits was obvious. Fur-
thermore, a sample of a dozen could
yield results that were scientiÞcally as
well as statistically signiÞcant. But the
scale for measuring the eÝects of aspirin
or of changes in the minimum wage is
not so clear: you may get statistically
impeccable answers that make little dif-
ference to anyone or ÒinsignificantÓ
ones that are absolutely crucial.

That conundrum is sharpest now in
the debate among economists about the
minimum wage. David Card and Alan
B. Krueger of Princeton University have
used tests of statistical signiÞcance to
argue there is no convincing evidence
that the minimum wage has a strong
eÝect. Most other economists disagree,
both because their theory tells them
otherwise and because they think Card
and Krueger are asking for too much
certainty. But because both sides are
muddled about the diÝerence between
oomph and statistical signiÞcance, the
disagreement is not likely to get re-
solved in time to help Congress. De-
pending on what legislators decide,
many poor people (not to mention teen-
agers on summer vacation) might lose
their jobs. Ironically, even if they do,
economic samplers may not be able to
prove how many jobs were lost or that
the minimum wage really had an eÝect.

DONALD N. McCLOSKEY is professor

of economics and history at the Univer-

sity of Iowa.

LOST JOBS? Some economists say low-
paid workers will be Þred if the mini-
mum wage rises; others claim the evi-
dence is statistically insigniÞcant.
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W
hen the London fog rolls in,
pilots ßying into Heathrow Air-
port turn on their instrument

landing system receivers to pick up the
radio beacons that will guide them safe-
ly through the soup and onto the run-
way. But those beams, steady for 50
years so far, may soon begin to rock and
roll. In January 1998 European FM radio
broadcasters will turn up the volume on
their transmitters, some of which are
located uncomfortably closeÑboth on

the ground and in the electromagnetic
spectrumÑto landing systems at ma-
jor airports.

The worldÕs aviation agencies planned
for this contingency 20 years ago. The
instrument landing system, everyone
agreed, would be replaced in the mid-
1990s with a microwave landing sys-
tem (better known as MLS). In addition
to dodging interference by moving to a
less crowded part of the spectrum, MLS
would allow pilots to make steeper and
curved descents, cutting noise and
boosting airport capacity.

But in recent years that agreement
has crumbled, and the future of poor-
weather landing is up in the air. At a
special international meeting this month
to settle the issue, Ronald E. Morgan,
director of system architecture for the

Federal Aviation Administration, will try
to persuade other nations to abandon
MLS development, as the U.S. did last
summer. ÒWe would like to eliminate
the mandatory transition to MLS on in-
ternational runways,Ó Morgan says.

Heads turned from MLS when the U.S.
Department of Defense encircled the
earth with the Global Positioning Sys-
tem (GPS), 24 satellites that broadcast
their location and a timing signal. With
any four in sight, a GPS receiver can

work out its position (plus or minus
100 meters) anywhere on or above the
planet. U.S. airlines were immediately
starstruck by the technology, which
could allow their ßeets to break out of
intercity airways and ßy more direct
routes to save time and fuel. Last De-
cember the FAA approved their requests
to use GPS to navigate over the oceans.

Low-visibility descents, of course, are
a diÝerent matter. A 100-meter error
could land a jumbo jet in a parking lot.
If the GPS is to replace the instrument
landing system, its errors must be held
to less than a meter and safety-threat-
ening system failures to one in a bil-
lion. ÒWeÕve solved the accuracy prob-
lem,Ó announces Robert D. Till, an FAA

test program manager.
Two demonstrations last October

proved that point. United Parcel Service
autopiloted a Boeing 757-200 through
50 landings using a ground station that
measured errors in the satellite signal
and beamed the corrections to the in-
coming aircraft. Stanford University re-
search associate Clark E. Cohen hit on
an even better approach while working
on a relativity experiment. CohenÕs so-
lutionÑto boost precision, add precise
satellitesÑis more feasible than it
sounds, because the additional satel-
lites can be on the ground.

The FAA tested CohenÕs idea on a
United Airlines 737-300. Two transmit-
ters, each the size of a credit card and
powered by a nine-volt battery, were
placed about four kilometers from the
end of the runway. As the test plane
passed over the pseudosatellites, a
small antenna on its belly picked up

weak but accurate signals and
used them to reÞne to a few
centimeters location data com-
ing from four real GPS satel-
lites. Over several days the jetÕs
autopilot made 110 successful
touch-and-go landings.

The real test of StanfordÕs
system came on ßight number
37, when data uploaded to one
GPS satellite caused it to blink
out for two seconds just as
the 737 was descending. How
quickly and reliably the system
warns the pilot not to trust
the instruments in such situa-
tionsÑwhat regulators call the
systemÕs ÒintegrityÓÑis at the
crux of the debate over the GPS
as a possible replacement for
the instrument landing system.
Although the U.S. has assured
other nations that the GPS will
be free and reliable to all users
for at least 10 years, Òwe have
to understand that in times of
war, things change,Ó says Jo-

seph F. Dorfler, the FAAÕs satellite pro-
gram manager. Software glitches and
hardware failures could also shut satel-
lites down without warning.

To reinforce GPS integrity in the U.S.,
the FAA hopes to build a $500-million
network of 24 ground stations that will
relay GPS corrections to pilots and alert
them the moment something goes
wrong. Other countries are looking at
Glonass, a Russian counterpart to GPS,
and Inmarsat, which maintains a group
of marine navigation satellites, as possi-
ble backups. But most observers doubt
that these systems will achieve the in-
tegrity needed for low-visibility land-
ings by the 1998 deadline.

StanfordÕs experimental system may
oÝer help here. A computer on board
the aircraft compares the six corrected
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LANDING SYSTEM that guides airplanes down through foul weather must be replaced soon.
The U.S. wants the world to rely on its military satellites, but other nations raise safety issues.
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Coming in for a Landing
Should satellites or microwaves direct airplanes in bad weather?
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signals it receives from four satellites
and two beacons. If any one is too far
out of line, it disengages the autopilot
and sounds the alarm. On ßight 37, Co-
hen says, all that happened within a
quarter of a second.

The FAA plans further integrity tests
this spring to bolster its case at the up-
coming international meeting in Mon-
treal. But U.S. airlines, which are loath to
buy expensive MLS equipment, nonethe-
less Òanticipate that we will have to have
some limited MLS capability,Ó says J.
Roger Fleming, a senior oÛcial at the
Air Transport Association. Otherwise,
when Heathrow fogs in, Americans
could be shut out. ÑW. Wayt Gibbs
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A WidgetÕs Best Friend
Diamonds may bring a new
facet to motors and sensors

T
iny electric engines built out of
silicon chips have been making
wonderful illustrations for gee-

whiz technology stories since the early
1980s. They have not been good for
much else. Friction, fragility and corro-
sion are among the ailments silicon
suÝers. The elementÕs major advantage
is that it is easy to form into complex
microscopic shapes because integrated-
circuit engineers have spent billions of
dollars developing tools to grow it, etch
it, dope it and alloy it with other mate-
rials. Micromachinists have just tagged
along for the ride.

Now a team of microfabricators ap-
pears to be taking the wheel. Research-
ers at Oak Ridge National Laboratories
report in Applied Physics Letters that
they have made minute mechanical de-
vices out of diamond. Diamond has a
much lower coeÛcient of friction than
silicon; it is also stronger and stiÝer
and more resistant to chemical attack.

John D. Hunn and his colleagues have
developed a technique for etching pat-
terns in diamond Þlms. First, they bom-
bard a diamond surface with high-ener-
gy oxygen ions to produce a layer of
graphite inside the crystal (the ions do
not produce defects at the surface,
where they are traveling quickly, but
rather cause disruption when they come
to a stop). Then the researchers grow a
layer of diamond Þlm on top of the pre-
pared diamond. Third, an ultraviolet la-
ser cuts a trench through the Þlm down
to the graphite layer, outlining the shape
of the parts to be made. Finally, the
team places the diamond in a furnace,
where high-temperature oxygen burns
away the graphite, freeing each piece
from the substrate.

The process is yielding gears as small
as four tenths of a millimeter across.
Such a gear could easily serve as a ro-
tor in a small electric motor. The novel
diamond part could be dropped into
one of the silicon frames that has al-
ready been built, Hunn says: ÒYou could
do it tomorrow.Ó

Flashy though such a motor might
be, the real payoÝ of the technology
will be in diamond sensors, Hunn com-
ments. A diamond-Þlm membrane
etched thin by a technique that uses
implanted ions could signal pressure

changes inside a corrosive liquid that
would destroy a silicon sensor.

But these microsensors will not be
available tomorrow or even next year.
The engineers must Þgure out how to
integrate electronic manufacturing ac-
tivities with their machining technology.
And to date, Hunn explains, neither di-
amond-Þlm researchers nor microma-
chinists have followed the teamÕs lead.
Nevertheless, the Oak Ridge project
has already given the Òjewelry phaseÓ
of high-tech research and development
a new meaning. ÑPaul Wallich
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E
. F. SchumacherÕs Small Is Beauti-

ful, the bible of the so-called ap-
propriate technology movement,

Þrst came into print more than 20 years
ago. By most accounts, the small-scale
technology movement that Schumacher
championed initially failed to achieve
its promise. The developing world is
Þlled with rundown wind pumps and
solar panels that were never properly
connected to a generator. But although
the original implementation may have
been ßawed, appropriate technolo-
gy has staged a revival.

Proof of change can be seen on
the windmill-dotted Namibian coast
or in the Kenyan countryside, where
tens of thousands of photovoltaic
systems help to cope with an unre-
liable or nonexistent electric power
grid. In sheer numbers, however, the
biggest gains have come inside the
home, where more than a third of
the worldÕs populationÑsome two
billion peopleÑcook over smoky
Þres. In excess of 120 million house-
holds in China, eight million in India
and 700,000 in East Africa have be-
gun to adopt stoves that more eÛ-
ciently burn wood, charcoal, coal or
livestock dung. Worldwide several
hundred improved cookstove pro-
grams in more than 50 countries
got their start during the 1980s.

Slight improvements in such
stove technology can have long-
ranging impacts on quality of life
and on the environment. Poor city
dwellers in developing countries
may spend up to a quarter of their
$300 to $400 annual earnings on wood
or charcoal. A stove that costs less than
$5 but uses 30 percent less wood can
pay for itself in a matter of months.
Rural villagers who adopt enhanced
stoves can cut down on time spent (up
to one full day a week) cutting and car-
rying wood.

Breathing also comes easier. Tradi-
tional stoves produce a noxious mix of
hydrocarbons, carbon monoxide and
particulates that help to make acute
respiratory diseases, such as pneumo-
nia, the leading health hazard in the
developing world. Such illnesses cause
an estimated 4.3 million deaths every
year. Pollution levels from indoor cook-
ing can make the air in some rural
homes rival or exceed that of the dirti-
est of industrial cities. 

Over the past two decades physicists,
engineers and development outreach
groups have labored to create stove de-
signs that achieve eÛciencies of be-

tween 35 to 50 percent, several times
that of a cooking Þre set between three
stones on which a pot is placed. The
Þres of a traditional cookstoveÑa metal
canlike enclosure stoked with wood is
one exampleÑare only marginally bet-
ter than such three-stone Þres.

Following Schumacher to the letter,
stove designers have emphasized use
of local materials. One method of bet-
tering eÛciency (deÞned as the maxi-
mum amount of heat delivered to a

pot) comes from making ceramic stove
liners out of sand and clay. The sheaths
promote high cooking temperatures.

An earlier generation of appropriate
technology proselytizers made a num-
ber of blunders, both technical and so-
cial. They would, for example, fail to
match the circumference of the stove

top to the dimensions of common cook-
ing utensils. Or they would train only
men in how to care for the stoves. They
were also smug about how much they
needed to know about the physics of
seemingly simple cooking implements.
ÒGetting the thermodynamics right and
understanding the heat-transfer char-
acteristics are not things you do as a
weekend project,Ó says Daniel M. Kam-
men, a physicist by training and a pro-
fessor in the Woodrow Wilson School
of Public and International AÝairs at
Princeton University.

Selling improved cookstoves in the
developing world requires as much mar-

ket research as does plying a new
dishwashing detergent to consum-
ers in suburban Chicago. The cook-
stove program in China, for one,
gained acceptance only after design
alterations gave the stoves a mod-
ern look. Careful administration and
pricing are also essential. The Chi-
nese government removed many of
the bureaucratic constraints to set-
ting up stove programs. It provided
few subsidies, yet most rural house-
holds still decided to purchase the
stoves.

A World Bank report published
last year found that India, in con-
trast to China, established a cum-
bersome administrative structure
for its national program, relied on
heavy subsidies and failed to con-
centrate on households with the
greatest need. It is estimated that
half of the more than eight million
stoves purveyed through the Indian
program lie unused.

Schumacher made as many mis-
takes as his followers did. The vi-

sionary recommended that large-scale
enterprises should end up being run by
the public sector, an idea that appears
somewhat dated in light of current
events. But his notion that a revolution
in simple technology can transform in-
dividual lives may have gained credence
even in this post-Marxist era.ÑGary Stix
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Simply, the Best
Energy-eÛcient cookstove technology makes a comeback

T
wo commercially funded data-
bases of DNA sequences that will
identify most human genes are

unlocking their computer Þles to re-
searchers worldwide. This boon for
biomedical work could pave the way
for powerful new pharmaceuticals in
the next century. Yet the projects, one
bankrolled by SmithKline Beecham and
the other by Merck & Co., have been
the focus of rancorous disputes.

Both databases employ so-called ex-
pressed sequence tags (ESTs), short ge-
netic sequences that can help workers
Þnd entire genes. But the similarities
between the databases end there. Merck
says all the information it produces will
be put immediately into the public do-
main, with no restrictions on access.
The Þrst sequences generated by the
eÝort, which is being conducted at
Washington University, were deposited

Genes in the Not So Public Domain
Human DNA databanks open for businessÑand vie for users
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in a public-access database in February.
It will be 18 months before the data-
base contains enough ESTs to tag the
majority of human genes.

In contrast, the SmithKline Beecham
project, which began two years ago at
the nonproÞt Institute for Genomic Re-
search (TIGR) in Gaithersburg, Md., has
already tagged about half the estimat-
ed 70,000 human genes. TIGR, which is
also supported by Human Genome Sci-
ences in Rockville, Md., is now testing
its database at a dozen or so research
institutions. Founder of TIGR and the
pioneer of the EST technique, J. Craig
Venter, along with his team, has sub-
mitted a long paper describing and cat-
egorizing TIGRÕs sequences to a scien-
tiÞc journal (rumored to be Nature).
When the paper is published, the data-
base will be made available to academ-
ic scientists who are not employees of
for-proÞt corporations, Venter says.

The information, however, has strings
attached. The U.S. Patent and Trade-
mark OÛce has ruled that ESTs cannot
be patented. As a result, TIGRÕs spon-
sors have insisted that the most valu-
able sequences be provided only under

certain conditions. The main stipulation
is that if a sequence is used to develop
a proÞtable drug, the researcherÕs insti-
tution must agree to negotiate with TIGR
on a share of the royalties. Moreover,
although TIGR has dropped a proposal
to limit the number of queries that in-
vestigators can send to TIGRÕs comput-
ers, the database as a whole remains un-
der wraps. And a few genes that TIGR
has identiÞed have been withheld.

Investigators accustomed to working
with public information are balking at
using TIGRÕs vast database in an inter-
national eÝort to map the sequences.
ÒThe problem is that the sequences are
secret, and we have not been able to
work out how to put them on a map
open to everyone,Ó says Francis S. Col-
lins, director of the National Center for
Human Genome Research at the Nation-
al Institutes of Health. Recently, howev-
er, Venter has quelled criticism of TIGR
by entering into a collaboration to cre-
ate a public map of ESTs.

MerckÕs public-domain database was
announced in response to TIGRÕs deci-
sion last fall to put restrictions on its
information. The clash has led to some

bad blood. Venter disparages the Merck
eÝort as an Òattempt to hurt usÓ and
questions the extent of MerckÕs Þnan-
cial commitmentÑa topic the drug com-
pany refuses to discuss. For his part,
Keith O. Elliston, an associate director
for bioinformatics at Merck, queries
whether TIGRÕs methods generate ac-
curate results. The Merck initiative di-
verges enough in its technical details
that it will not duplicate the TIGR work,
according to Elliston. DNA fragments
will be characterized at both endsÑun-
like sequences in TIGRÕs database. The
extra information will, Elliston says,
make it far easier to construct highly
accurate gene maps. Moreover, the col-
lection of sequences should contain
fewer duplicate entries than TIGRÕs, he
adds. Venter counters that only TIGRÕs
database identiÞes all its ESTs.

Nevertheless, Òthe Merck plan is a
good one,Ó comments Collins of the NIH.
Despite the corporate public-relations
battle, the important business of track-
ing down human genes and discover-
ing exactly what they do is moving full-
steam aheadÑwith the help of drug
company money. ÑTim Beardsley
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Voting for a Cure

The world’s toughest question blared in 117-point type
across page B5 of the New York Times on January 19.

Readers moving between a profile of Senator Alfonse
D’Amato of New York and the latest on the O. J. Simpson
murder trial had their first—and probably their last—
chance to cast a ballot for a remedy for cancer. For that
day, a question that Ph.D.’s have pondered for decades
was reduced to a matter of near-religious faith: “I believe
in tumor antigens,” read a checkoff box at the bottom of
the ad. “I believe in cancer vaccines,” read another.

Madison Avenue advertising executive Steve Fenton cre-
ated the full-page advertisement to raise the profile of his
pro bono client, the Cancer Research Institute (CRI). This
$5.4-million-a-year charity has, since 1953, raised money
to find ways to marshal the human immune system’s fight
against malignant cells. Instead of the usual low-key, anon-
ymous public-service approach, Fenton decided to com-
bine the highbrow with the mundane. He placed words
such as “tumor antigens” and “cytokines” in headline print.
And in a direct steal from A&P store specials on asparagus

spears, he put these titles, along with a brief explanatory
text, in their own clip-out coupons that could be mailed in
with a donation.

Asking people to vote on a cure for cancer arouses
some skepticism among serious scientists, especially giv-
en the decidedly mixed history of the war against the dis-
ease. “It has the inference that the cure for cancer is
around the corner and you can select from a menu,” com-
ments Samuel S. Epstein, a professor at the University of
Illinois at Chicago.

Still, for the CRI, tumor antigens, cancer vaccines and
cytokines have proved a big hit. “We’re getting more re-
sponse to this ad than any we’ve ever run,” says Jill O’Don-
nell-Tormey, one of the organization’s executive directors,
of the not overwhelming 40 replies received. Most respon-
dents merely filled in a generic box that leaves it up to the
CRI’s scientific advisory council to decide where the money
goes. Some did cast a ballot. Of the six immunotherapies
listed, cancer vaccines have taken the lead in the polls.

Fenton, who is an executive with D’Arcy Masius Benton
& Bowles, says he was merely
trying to provoke readers into
thinking, “ ‘Gee, this sounds
interesting, and the money
isn’t going into a black hole.’ ”
But the author of the slogan
“America’s Getting into Train-
ing,” for an Amtrak ad, may
still have his work cut out for
him before tumor antigens
and cytokines become as fa-
miliar as Metroliners and as-
paragus spears. —Gary StixEXCERPTS from a Cancer Research Institute advertisement
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F
ish love sewage, and the inhabi-
tants of Calcutta love Þsh. These
city dwellers also produce sew-

age: 700 million liters of it a day. By
growing Þsh on this waste, Þsherfolk to
the east of the Indian metropolis dis-
covered how to link these needs at the
turn of the century. But this natural re-
cycling systemÑthe largest of its kind
and possibly the oldestÑis threatened

by a state government that sees proÞt-
able real estate in the expanse of shal-
low waters.

The Þsheries ßourish on elaborate
folk technology. Diverted into a series
of ponds, the sewage sheds its putres-
cent solids. Air-breathing Þsh and wa-
ter plants survive in pools nearest the
sewage inlet. Further downstream, al-
gae bloom on nutrients in the clear wa-

ter. Tilapia and carp, in turn, thrive on
the algae. More than 20 tons of these
Þsh feed the Calcutta market every day.
(Bioassays of these Þsh show that their
levels of heavy metals and coliform
bacteria are low.) The algae also pro-
vide much needed oxygen to the heavi-
ly polluted city.

Further, sludge from the distillation
ponds fertilizes extensive Ògarbage gar-
dens.Ó CalcuttaÕs solid waste, stripped
of its paper, plastics and metals by
some 25,000 ragpickers who roam the
cityÕs noxious dumps, is ultimately al-
most entirely organic. Irrigated by treat-
ed sewage and then composted, the
waste becomes soil on which farmers
grow a variety of vegetables. Their har-
vest supplies the city with 150 tons of
produce a day.

This recycling expanse, however, has
been shrinking as Calcutta expands
eastward. In the 1960s northeastern
water bodies were Þlled in to create a
township. The Dutch consultants who
drew up the plans apparently over-
looked what British engineers had noted
in the 1880s: the land naturally slopes
to the east. Once these pond beds were
gone, the eastbound sewage canals
stopped ßowing during the rains of the
monsoon season, and now they regu-
larly ßood the city.

In addition, thugsÑor antisocials, as
Indians call themÑassociated with the
communist state government are re-
ported to have seized many Þsheries
on the pretext of distributing land to
impoverished laborers. Instead the par-
cels have been sold to various real-es-
tate developers. 

Recently citizens groups sued to stop
the government from building a shiny
new World Trade Center, funded by 
a multinational group, on such Òre-
claimedÓ terrain. The case is still being
disputed. Meanwhile politicians are
touting a ÒMegacity 2011Ó expansion
project, the logistics of which, observes
Asish K. Ghosh of the Zoological Survey 
of India, have not been divulged to en-
vironmentalists. One thing is clear,
though: the plan involves grand de-
signs on the Þsheries.

At the same time, these water bodies
are becoming ever more essential. In
February the Indian Supreme Court
threatened to close 30 factories that
were discharging pollutants into the
Hoogly River, west of Calcutta. Dhruba-
jyoti Ghosh of the Institute for Wet-
lands Management has suggested that
these eÜuents could be treated by ex-
panding the Þsheries. 

But the government is clearly not lis-
tening. And CalcuttaÕs leap into the 21st
century could well become a plunge into
miasmic waters.ÑMadhusree Mukerjee
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F
ew would quibble with the value
of screening for breast cancer, but
even at its current level of matu-

rity and appreciation, the art of x-ray
mammography still shows a glaring
ßaw. It often fails to detect malignan-
cies. In women younger than 50 years,
for example, it misses existing cancers
nearly half the time. So some medical
researchers are cautiously contemplat-
ing screening for breast tumors with
magnetic resonance imaging (MRI), a
technique that probes the human body
with a combination of magnetic Þelds
and radio waves.

Certain women stand to beneÞt most
from MRI: their breasts contain more
Þbrous or glandular material and less
fat than is typical, and this constitution
makes their breast tissues prone to
scatter or severely attenuate x-rays. For
these women (perhaps 40 percent of
the female population), mammography
renders images that are little more than
a cloudy blur that prevents physicians
from readily seeing the subtle architec-
tural distortions indicative of cancer.
Although some breast cancers signal
their presence through the fog by creat-
ing microcalciÞcations that, like bone,
leave bright spots on x-ray negatives,
many malignancies do not contain these
tiny radiographic beacons. Hence, for a
woman with ÒdenseÓ breasts, a doctorÕs
normally assuring statement that no ev-
idence of cancer appears on her mam-
mogram has little weight.

MRI could, at least in principle, pro-
vide the ideal diagnostic alternative be-
cause it relies on a completely diÝerent
and perhaps more promising combina-
tion of physics and physiology. Practi-
tioners generally agree that MRI is su-
perior to x-rays for imaging soft tissue,

but its chief attraction for use in the
breast is that it can be applied in con-
junction with tracers. Images taken be-
fore and after one of these magnetic
compounds is infused into a patientÕs
bloodstream can delineate tumors
amazingly well because the compound
is preferentially absorbed. And, unlike
contrast agents employed for x-rays,
those used for MRI almost never give
rise to dangerous allergic reactions.

Steven E. Harms and his colleagues at
Baylor University Medical Center have
been carefully examining the eÝective-
ness of MRI for women with breast can-
cer. In one of their recent studies the
patients with cancer later underwent
mastectomies; thus, the exact state of
the excised breast tissue could be de-
termined. Harms and his co-workers
found that mammography, even com-
bined with ultrasound, depicted no can-
cers that were not also detected with
MRI scanning. But the scans showed
many cancers not found by mammog-
raphy: more than a third of the breasts
with negative mammograms showed
tumors with MRI.

Women with radiographically dense
breasts should Þnd such results partic-
ularly tantalizing. And should they even-
tually beneÞt from it, they might also
Þnd MRI screening relatively comfort-
able. The procedure only requires them
to lie face downward, with their breasts
held still below them, not painfully com-
pressed as in mammographic examina-
tions. The patientÕs stay within the imag-
ing machine is also guaranteed to be
quite short, because the contrast agent
marks tumors for only a few minutes
after injection.

No full-scale clinical studies, however,
have yet established the seemingly rea-
sonable proposition that MRI screening
would save some womenÕs lives. ÒRight
now we donÕt know,Ó remarks JeÝrey C.
Weinreb of New York University Medi-
cal Center. Screening breasts with MRI
Òcould be so great and revolutionary
that everybodyÕs getting it done,Ó he
notes. ÒThen again it could ßop. WeÕre
just scratching the surface and learn-
ing how to do it.Ó

Although a broad, long-term study
comparing MRI with mammographic
screening is needed, it would take many
years to complete and would be im-
mensely expensive. A less costly and

more eÝective approach might be to
focus such studies on women who are
genetically predisposed to the develop-
ment of breast cancer. No formal anal-
ysis of this kind has yet been started,
but according to Weinreb, these eÝorts
are probably only a few years away.

Even if MRI screening proves clinical-
ly valuable, the cost could prevent it
from Þnding widespread use. Weinreb
is, nonetheless, optimistic: ÒIf it does
work, breast MRI can probably be done
cheaply.Ó He estimates that the cost for
a screening exam could eventually de-
cline to within a factor of two of x-ray
mammography. Indeed, he states, Òif I
were doing 40 [breast MRI scans] a day,
I could do it [for that amount] now.Ó

For some people, price is less of a
concern than the threat of cancer, and
many women are understandably re-
luctant to wait for results of long-term
studies before taking advantage of this
technique. Many manufacturers seem to
be anticipating such demand and are
producing specially designed pickup
coils for MRI scans of the breast. One
new company, Advanced Mammogra-
phy Systems in Wilmington, Mass., has
developed a relatively low-cost MRI ma-
chine that is solely for breast exams.

Weinreb fears that the proliferation of
dedicated hardware means that Òmedi-
cal entrepreneursÓ may not wait for the
completion of the proper trials before
marketing breast MRI services to an in-
creasingly worried public. Noting that
certain suburbs of New York City have
some of the highest rates of breast can-
cer in the country, he speculates that
before long Òsomebody is going to
open up one of these facilities on Long
Island and will clean up.Ó So, as promis-
ing as this technique now appears, it
stands as anyoneÕs guess whether the
future of breast MRI screening will see
womenÕs cancers, or just their fears,
exposed. ÑDavid Schneider
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Changing the Image
Looking to MRI for diagnosing breast cancer

IMAGES OF CANCER within a ÒdenseÓ
breast are foggy in an x-ray mammo-
gram (left) but clear with MRI (right).
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G
usts of sleet whip through the
air as I drive past unattended
guard stations and by the land-

scaped Þelds that form a miniature
greenbelt around the National Institute
of Standards and Technology in Gai-
thersburg, Md. The Þrst big snow of
1995 landed on the nationÕs capital just
36 hours ago, throwing this Monday
morning rush hour into confusion. As I
slog through the parking lot toward the
ivory-colored administrative tower ris-
ing from a complex of low, blocky labs,
I imagine the instituteÕs direc-
tor staring out the top-ßoor
window, morosely pondering
the weather as a metaphor for
the Clinton administrationÕs
political fortunes.

Such a scene may have Þt
many past NIST directors, most
of them middle-aged bench
scientists who grew comfort-
able with their limited, incon-
spicuous mission: to help in-
dustrial competitors agree on
what constitutes a volt, a me-
ter, a second. But from the
moment I walk into the direc-
torÕs modest oÛce, it is appar-
ent that its newest inhabitant,
Arati Prabhakar (pronounced
AR-ah-thee Pra-BOCK-er), does
not Þt the archetype for this
agencyÑand that the agency
is changing to adapt.

It is not just the outward ap-
pearances that are diÝerent. To
be sure, those are striking: Pra-
bhakar is the Þrst female, the
Þrst foreign-born citizen and
the youngest person to direct
the institute. Gregarious and
amiable, she seems remarkably
at ease for someone who will
defend her programs before
the Senate science committee
the next day. (ÒItÕs not so diÛ-
cult after the Þrst few times,Ó she con-
Þdes.) And the snow is hardly making
her morose. ÒMy boyfriend and I had a
snowball Þght Saturday night,Ó she
says with a chuckle in her deep voice.
ÒIt was great.Ó

The most germane characteristic that
distinguishes Prabhakar from her pre-
decessors, it turns out, lies in another
Þrst. ÒI am the Þrst director of NIST or
NBS [the National Bureau of Standards,
its former name] who was trained as

an engineer, rather than as a scientist,Ó
she explains. ÒThat is both symbolic
and meaningful, because itÕs represen-
tative of what NIST is trying to do to-
dayÓÑor, to be more precise, of what
the White House is trying to do.

ÒIt was very obvious when this admin-
istration came in that NIST was part of
its agenda,Ó Prabhakar notes. ÒThatÕs
why IÕm here.Ó President Bill Clinton has
consistently argued that because of a
ßaw in the free-market system, U.S. com-
panies invest so little in long-term re-

search that they risk losing their techno-
logical edge to government-subsidized
competitors overseas. The public sector,
he has asserted, can compensate for
this private-sector failing by putting up
seed money in certain high-risk, high-
payoÝ research areas, such as digital
data storage and DNA diagnostic tools.

In NISTÕs tiny Advanced Technology
Program (ATP), launched during the
Bush administration in 1990, Clinton
saw a vehicle for his vision. He plotted

a course that would nearly quadruple
NISTÕs budget to $1.4 billion by 1997
and has stuck to it, requesting $1.023
billion from Congress for 1996. About
half that money is set aside for ATP
grants to companies willing to put an
equivalent amount of their own funds
into a long-term development project.

From its genesis, the ATP has faced
conservative critics who wonder why
underpaid government analysts should
rush in where venture capitalists fear
to treadÑand why the crown collects
no royalty when federally funded proj-
ects do lead to successful products. As
power shifted across the aisles of Con-
gress this winter, ATP supporters felt a
chill creep into discussions of the pro-
gramÕs future, which can no longer be
taken for granted. Even its present is
under debate: a bill put to the House of

Representatives in February
would take back $107 million
of the $853.8 million Congress
gave to NIST for 1995.

As the debate unfolds, all
eyes will be on Prabhakar.
ÒWeÕre on a very steep ramp-
up to expand these pilot pro-
grams into national-scale ef-
forts,Ó she says. Any slip could
be politically perilous. And this
afternoon she bids farewell to
the ATP manager, who is retir-
ing with no replacement at
hand. The challenge of jug-
gling these tasks with manda-
tory house calls to Capitol Hill
could seem overwhelming for
someone who in three days
will turn 36. Yet Prabhakar ex-
udes only conÞdent enthusi-
asm, perhaps because her life
seems to have prepared her
precisely for this job.

Prabhakar is certainly accus-
tomed to being unusual. Born
in New Delhi, she was only
three when her family emigrat-
ed to America, eventually set-
tling in Texas. ÒWhen youÕre an
Indian kid in Lubbock, youÕre
inherently diÝerent anyway,Ó
she says with a laugh. Pursuing
her interest in math and sci-
ence was just another way to

stand out.
Prabhakar raced through an electri-

cal engineering degree at Texas Tech
University in three years, then headed
to the California Institute of Technolo-
gy for graduate school. Money was no
problemÑa pleasantly recurring pattern
in her careerÑthanks to a full scholar-
ship and stipend from the Bell Labora-
tories Graduate Research Program for
Women. More important than the cash,
she states, was the oÝer of two research-
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Engineering the Future

PROFILE: ARATI PRABHAKAR
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ARATI PRABHAKAR is a diÝerent kind of director for the
National Institute of Standards and Technology.
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ers to act as mentors. Robert E. Nahory,
who later moved on to Bellcore, and
Martin A. Pollack visited her once every
year during her graduate studies and
employed her during one summer.

Nahory recalls Prabhakar struggling
with her classes and with the novelty
of being the only woman in her depart-
ment: ÒIn class the men would always
sit in the same seats, and they would
leave an empty chair between them-
selves and Arati. So she began to exper-
iment by moving to diÝerent seats. It
would cause some general confusion,
but everybody would move so that
again she was surrounded by empty
seats. You can imagine how isolated
she must have felt.Ó

ÒI did not have a good time in gradu-
ate school,Ó Prabhakar admits, Òbut it
did force me to think through what I
liked and what I didnÕt. Recently I found
some notes I made back then, when I
was in the throes of deciding what to
do with my life. Looking back, it turns
out to be a perfect road
map for what IÕve done
since. What I really like
is exploring and com-
municating the connec-
tions between science,
technology and busi-
ness. I love that a whole
lot more than working
on laboratory equip-
ment at three oÕclock in
the morning.Ó

By 1984, when she re-
ceived the Þrst Ph.D. in
applied physics that Cal-
tech had ever given to a
woman, Prabhakar was
convinced that she want-
ed Òsomething orthogo-
nalÓ to a life of academ-
ic research, something
that felt more like engi-
neering. When Pollack pointed out an
advertisement for a fellowship at the
OÛce of Technology Assessment, Pra-
bhakar hesitated for only a second. ÒI
had never conceived of working in the
government as a career,Ó she says, grin-
ning. ÒI still feel that way.Ó

Nevertheless, she packed her bags
for Washington. Her initial assignment
could hardly have been more formative:
to report on the state of semiconductor
research in the U.S. at a time when Ja-
pan was marshaling its manufacturers
to overtake American dominance in
computer chips. JapanÕs rapid success
prompted Congress to create Sematech,
a federally backed consortium that pro-
vided a seminal test of governmentÕs
ability to invigorate a ßagging industry.
Years later U.S. companies won back a
leading share of the market. As Prabha-

kar oversaw the publicÕs investment in
Sematech, candidate Clinton held up the
consortium as a model for his technolo-
gy policy, even as critics derided the tax
dollars spent helping an industry they
said would have helped itself.

While Prabhakar met with industry
experts around the country to educate
herself about their semiconductor re-
search, she inevitably educated them
about Arati Prabhakar. Her report thus
led directly to a job oÝer from Richard
A. Reynolds, then science director at the
Department of DefenseÕs Advanced Re-
search Projects Agency (ARPA), who
asked her to run a $6-million program
funding research on gallium arsenide
electronics. Prabhakar attributes her big
break to Òa culture at ARPA that cele-
brates taking riskÑvery similar to the
culture that is growing now in our ATP.
Dick took such a risk when he hired me.
I was just a year out of graduate school.
I didnÕt know from nothing. But there
were good, smart people to show me the

ropes. The secret to success in these
jobs is to work with a broad community
and to listen and add value in a collab-
orative eÝort rather than trying to do
things in an arbitrary way.Ó

Another secret of hers is to be at the
right place at the right time. Within sev-
eral years of her arrival, Congress shift-
ed money and power from the Penta-
gon to ARPA, raising its budget for mi-
croelectronics 10-fold. Prabhakar rode
the wave past many senior colleagues,
and by 1991 she commanded a budget
of $300 million and all of ARPAÕs chip
research. Prabhakar admits to a sense
of d�j� vu when she looks back to that
time, especially now that Republicans
are threatening to rein in NISTÕs growth.
In the late 1980s it was Congress that
was pushing the government to pro-
mote commercial research actively,

while the White House was frowning
on intervention. ARPA became an ideo-
logical battleground.

Prabhakar recounts the lessons of
that war. ÒThe Soviet empire was break-
ing up, and I remember watching the
little Baltic countries leading the charge
toward independence. They faced a
critical question: How far ahead should
you get? Lithuania and the others need-
ed to be far enough out that they could
drive the agenda. But if they pushed
too far, the tanks would roll in, and it
would be Prague and 1968 all over again.
ThatÕs what it was like at ARPA at that
point. It was absolutely mandatory that
we rethink the traditional approach of
working in isolation from the commer-
cial industry. It wasnÕt cost-eÝective, it
wasnÕt the best way to do our job, and
it wasnÕt the best way to deliver national
security. And yet if you got too far out
from the mind-set of the Pentagon, it
was clear that the tanks would roll in.
And guess whatÑthe tanks rolled in.Ó

In 1990 then ARPA di-
rector Craig Fields was
rolled out, ostensibly for
approving a $4-million
research project that
Prabhakar had arranged
with a gallium arsenide
Þrm. Critics charged that
it was pure venture capi-
talism, but a later De-
fense Department review
vindicated PrabhakarÕs
decision.

As battle lines again
form, this time over the
ATP, Prabhakar has
moreÑand more power-
fulÑallies than before.
ÒAll my bosses Þrmly be-
lieve that this is the way
we should be going,Ó
Prabhakar exclaims with

conviction. Republican chairs of key
subcommittees in both houses of Con-
gress have voiced more fondness for
the program than animosity toward it.
But whether the industrial beneÞciaries
of the ATP will come to its rescue is
less certain.

Prabhakar acknowledges that life in
the political spotlight might make some
of her 3,200 employees uncomfortably
warm. ÒThe days are over when NIST

was invisible,Ó she comments. ÒThatÕs
the price you pay for stepping up to
these big challenges.Ó But she for one is
unwilling to retreat to the former isola-
tion of her ivory tower. ÒYou canÕt al-
low yourself to get co-opted by the sys-
tem,Ó she says. ÒThereÕs really no point
in coming to work in the morning un-
less you can push the boundaries of
whatÕs possible.Ó ÑW. Wayt Gibbs
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PRABHAKAR defends her programs at a Senate hearing.
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P
erhaps our fascination with frogs
and other amphibians starts in
childhood, with the discovery of

tadpoles and the observation of their
metamorphosis. But for many adults
today, interest stems more from obser-
vation of another type of change: am-
phibian populations in many parts of
the world seem to be dwindling, and
some groups are disappearing from
their native habitats completely. The
lossÑÞrst recognized as a global phe-
nomenon in 1990Ñdeserves attention
not only because it is disturbing in its
own right but also because frogs and
their kin (mainly toads and salaman-
ders) may serve as indicators of the
overall condition of the environment.

Amphibians are valuable as gauges
of the planetÕs health for a few reasons.
First, they are in intimate contact with

many components of their natural sur-
roundings. For example, as larvae, frogs
live in water, but as adults most Þnd
themselves at least partially on land.
Their moist, delicate skins are thin
enough to allow respiration, and their
unshelled eggs are directly exposed to
soil, water and sunlight. As larvae, they
are herbivores and as adults, carnivores.
Because amphibians sample many parts
of the environment, their health reßects
the combined eÝects of many separate
inßuences in their ecosystem. Second,
these animals are good monitors of lo-
cal conditions because they are home-
bodies, remaining in fairly conÞned 
regions for their entire lives. What hap-
pens to frogs and their brethren is hap-
pening where humans live and might
aÝect our species as well.

Finally, amphibians are so varied that
any single characteristic, unique to the
class, can be dismissed as the cause of
the dwindling numbers; hence, we sus-
pect that environmental factors are in-
deed the main cause for their decline.
Amphibians are diverse in color, form,
behavior and natural history. They vary
in physical size, reproductive capacity
and population density. And they are
found in many ecosystems and habi-
tats, including deserts, grasslands and
forests, from sea level to high mountain-
tops. Although these creatures are most
abundant in the tropics, they are also
common in temperate zones and can
even be found at higher latitudes, such
as in Alaska and northern Canada.

Which environmental factors might

account for the rapid decline of ani-
mals that have managed, over hundreds
of millions of years, to survive events
that led to the mass extinction of many
species, including the dinosaurs? The
explanations that have been proposed
are almost as diverse as the amphibian
species in jeopardy, ranging from de-
struction of habitat to natural ßuctua-
tions in population size. 

One or more of the suggestions do
seem to explain the shrinkage of many
populations. But in other cases, the rea-
sons for the declines are not obvious.
In those instances, the damage may be
caused by subtle, interacting aspects of
regional or even global conditions. In
particular, recent work, completed last
spring, has led to the surprising discov-
ery that stratospheric ozone depletion
may well be harming amphibian species
in some parts of the world.

We began to suspect that the ozone
problem might play a role as a result of
studies that one of us (Blaustein) and
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The Puzzle of Declining 
Amphibian Populations
The number of frogs, toads and salamanders is dropping 

in many areas of the world. The causes range from destruction 
of their local habitats to global depletion of the ozone layer 

by Andrew R. Blaustein and David B. Wake

ANDREW R. BLAUSTEIN and DAVID B.
WAKE combine their interests in behav-
ioral ecology and evolutionary biology in
their studies of amphibians. Blaustein, an
ecologist, is a professor at Oregon State
University. Wake, an evolutionary biolo-
gist, is a professor at the University of
California, Berkeley. Both Blaustein and
Wake belong to the Species Survival
Commission of the World Conservation
Union. Blaustein is co-chairman of the
Pacific Northwest Section of the Task
Force on Declining Amphibian Popula-
tions. Wake was the founding chairman
of the International Task Force on De-
clining Amphibian Populations.

ULTRAVIOLET RADIATION breaking
through the dwindling ozone shield in
the stratosphere is a newly discovered
danger to amphibians who lay their eggs
in the open. The radiation, which can
damage DNA (inset ), has recently been
shown to account for severe losses of
fertilized eggs in at least two such spe-
cies in the Cascade Mountains of Ore-
gon, including the Cascades frog (Rana
cascadae) depicted here. The egg loss-
es, in turn, may have led to declines in
overall population sizes. R
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his students began in Oregon in 1979.
The most recent experiments, often
conducted at relatively high elevations
(above 4,000 feet) in remote, undis-
turbed parts of the Cascade Mountains,
examined various aspects of life for sev-
eral species of amphibians monitored
from the egg, or embryonic, stage
through the tadpole phase and into
adulthood. Although the group intend-
ed to carry out a straightforward survey
of amphibian behavior and ecology, it
discovered some unexpected results.

The Role of Ultraviolet Rays

As part of the research, the team doc-
umented massive die-oÝs of fertil-

ized eggs in two species in particular:
the Cascades frog (Rana cascadae) and

the western toad (Bufo boreas). Addi-
tionally, over the course of 10 years, the
group noticed that the numbers of 
adults of these species were dropping.
The investigators guessed that the
shrinking numbers of adult frogs and
toads could result from the fact that so
few fertilized eggs survived, and thus
they began to explore the reasons for
the damage to the eggs.

The researchers quickly ruled out
the possibility that the chemistry
of the water where the animals
were laying their eggs was at
fault. They brought eggs into
the laboratory and reared
the resulting embryos in
a sample of the same
lake water in which
other eggs left be-

ULTRAVIOLET
RAYS

ABSORBED 
ULTRAVIOLET

RAYS

UNABSORBED 
ULTRAVIOLET
RAYS

SITE OF
DAMAGE

OZONE
LAYER
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hind had perished. The embryonic frogs
and toads developed and hatched nor-
mally in the laboratory. Furthermore,
chemical analyses of the lakes and
ponds where eggs died revealed no ob-
vious pollution or excess acidity.

By the late 1980s another possible
cause of egg destruction had presented
itself. Scientists in several disciplines
documented a decrease in the strato-
spheric ozone shield that blocks most
ultraviolet rays from reaching the
ground. These observations led Blau-
stein and his co-workers to wonder
whether increased exposure to ultravi-
olet radiation could explain the repro-
ductive problems they had seen. They
also thought it might explain why many
of the amphibian species known to be
in decline were mountain dwellers that
lay their eggs in open, often shallow, wa-
ter. Such eggs undergo prolonged expo-
sure to sunlight and thus to any ultra-
violet radiation that passes through the
ozone shield.

The researchers speculated that ex-
cessive exposure to ultraviolet radiation
could be contributing to the problems
of the Cascades frog and western toad
because they were aware of evidence
showing that ultraviolet rays can dam-
age plant and animal life. In particular,
ultraviolet-B radiation (with a wave-
length ranging from 280 to 320 nano-
meters), in the middle of the ultraviolet
spectrum, is especially harmful to living
organisms. In humans, for example, it
can suppress the immune system, cause
cataracts and contribute to skin cancer.
What is more, as early as the mid-1970s,
Robert C. Worrest of Oregon State Uni-
versity had shown that ultraviolet-B rays

could cause amphibian embryos to de-
velop abnormally in the laboratory.

Few experiments, however, had con-
sidered the consequences of ultraviolet
radiation on amphibians or other ani-
mals in nature. Blaustein and his col-
leagues therefore set out to determine
whether increasing levels of ultraviolet-B
radiation could play a role in the decline
of amphibian populations in the wild.
The team for this enterprise included
ecologist Susan C. Walls and molecular
geneticists John B. Hays and Peter D.
HoÝman, as well as graduate students
D. Grant Hokit and Joseph M. Kieseck-
er, all then at Oregon State University.

The crew based its procedure on an
understanding of how ultraviolet radia-
tion aÝects DNA. When DNA absorbs
energy from such rays, the bonds that
hold the molecule together break, and
new structures are formed. The changes
in DNA can disrupt the functioning of
cells and may even kill them. But many
organisms have the capacity to repair
DNA damage caused by ultraviolet ra-
diation. As part of this process, some of
those organismsÑincluding certain spe-
cies of algae, plants, Þsh, marsupials
and amphibiansÑactivate an enzyme
known as photolyase, which removes
the harmful structures.

By measuring the amount of photo-
lyase produced in the eggs of various
amphibians, the workers found that lev-
els varied among species. Most impor-
tant, they determined that species with
falling populations were generally those
with eggs that produced low levels of
photolyaseÑand therefore had little
protection from ultraviolet radiation. 

The species with the most photolyase,

the PaciÞc treefrog (Hyla regilla), was
not suÝering from a decrease in popu-
lation. PaciÞc treefrog eggs have about
three times as much photolyase as do
Cascades frog eggs and six times as
much as western toad eggs. Hence, it
seems that because the embryonic Cas-
cades frogs and western toads produce
low levels of photolyase, they do not
make enough of the enzyme to counter-
act exposure to unusually high amounts
of ultraviolet radiation. This lack of pro-
tection in turn may lead to the high mor-
tality observed for the eggs and explain
why these two species are candidates
for threatened status in some states.

Once the group noticed a correlation
between lack of protection from ultra-
violet radiation and declining popula-
tion, the next challenge was to Þnd sup-
porting evidence that the rays were ac-
tually at fault. The team collected freshly
laid eggs of Cascades frogs, western
toads, PaciÞc treefrogs and northwest-
ern salamanders (Ambystoma gracile).
The salamanders, like the other three
groups, lay their fertilized eggs in open,
shallow water. Additionally, these sala-
manders produce extremely low levels
of photolyase. 

Exposed Eggs Fail to Hatch

The researchers placed the eggs in
the bottom of screened enclosures.

Atop one third of the containers they
placed a cover of clear plastic (Mylar)
that shielded the eggs from ultraviolet-
B radiation. A second set remained
open, fully exposing the eggs. On the
remaining third of the boxes, they
placed a clear cover of plastic acetate
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CAUSES OF AMPHIBIAN DECLINES are
varied. The most signiÞcant threat to
populations remains habitat destruc-
tion, such as the burning of Brazilian
rain forests (far left ). Other proposed
causes include diseases, such as infec-
tion by the Saprolegnia fungus (left ),K
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that allowed transmission of radiation.
This treatment served as a control to en-
sure that the outcome observed in shad-
ed boxes was not caused by the covers.

The workers placed a total of 48 box-
es randomly around lakes and ponds at
several diÝerent sites where each spe-
cies normally lays its eggs. The experi-
ments on frog and toad eggs were con-
ducted in the spring of 1993 at rela-
tively high altitudes (greater than 4,000
feet) in the Cascade Range of Oregon.
The team studied the eggs of the north-
western salamanders in the foothills of
the Oregon Coast Range (600-foot ele-
vation) during 1994. The research con-
tinued until all the eggs either hatched
or perished, a process that took from
one to two weeks because of varying
weather conditions.

If it were true that an inability to
combat the harm caused by excessive
exposure to ultraviolet radiation was
destroying the eggs of many amphib-
ian species, the producers of the lower
amounts of photolyase would be ex-
pected to fare worse, and the produc-
ers of higher levels, better. The results
of the Þeld experiments were dramatic.
More than 90 percent of the northwest-
ern salamander eggs exposed to ultra-
violet-B radiation died (compared with
45 percent of eggs protected from the
rays). More than 40 percent of the ex-
posed western toad and Cascades frog
eggs died (compared with 10 to 20 per-
cent of the shielded eggs). In contrast,
almost all the eggs of PaciÞc treefrogs
in all three experimental treatments
hatched successfully.

Clearly, amphibian eggs in wild pop-
ulations were dying from exposure to

ultraviolet-B radiation. And this dam-
age to the eggs was very possibly con-
tributing to the decline in adult popula-
tions that had been observed earlier. In-
vestigators do not know whether
northwestern salamanders are disap-
pearing, but if these experiments are
any indication, chances are good that
those creatures, too, are in jeopardy.

By what mechanism does ultraviolet
radiation lead to the destruction of am-
phibian eggs and embryos? Other re-
search by Blaustein and his colleagues
may have uncovered a partial explana-
tion. It turns out that since the late
1980s, increasing numbers of amphib-
ians in Oregon have been sickened by
the fungus Saprolegnia, which is found
naturally in lakes and ponds. The fun-
gus is also known to infect hatchery-
reared Þshes, especially salmon and
trout. Perhaps Þsh that have been re-
leased into lakes and are infected with
Saprolegnia contaminate amphibian
eggs in those waters. Because ultravio-
let rays can impair immune function in
many animals, it seems reasonable to
guess that some amount of egg damage
in amphibians is caused by an ultravio-
let-induced breakdown in the ability of
amphibian embryos to resist infection
by the fungus.

Aside from harming fertilized eggs,
ultraviolet radiation may contribute to
declines in amphibian populations by
reducing the supply of aquatic insects
on which frogs and their relatives feed.
High levels of such radiation have been
known to kill insect larvae as well as
aquatic algae.

The work in Oregon has provided one
potentially important clue to the mys-

tery of amphibian disappearance. But
many questions still remain. How many
eggs can fail to hatch before a popula-
tion itself begins to decline? Does ultra-
violet radiation harm growing tadpoles
that congregate in shallow water? And
are adults that bask in sunlight affect-
ed directly by ultraviolet radiation? The
two of us are now beginning to focus
on these issues.

The Threat of Habitat Destruction

As worrisome as the increase in ul-
traviolet radiation seems to be, it is

not the only potentially signiÞcant
cause of shrinkage of amphibian popu-
lations. In the Monteverde cloud forest
of Costa Rica and in the Australian rain
forests, for example, amphibians typi-
cally live under a dense foliage canopy
and hide their eggs. Yet many of their
numbers are also in decline.

One of us (Wake) has been investi-
gating causes of dwindling amphibian
populations since the 1970s, when the
Þrst hints of a problem began to emerge.
The issue is indeed compelling, for al-
though evidence of falling numbers is
strong in various parts of the world, in
other areas amphibians appear to be
doing well. This puzzling situation has
prompted us and others to examine
closely the possible reasons for the de-
clines we have seen. 

No single explanation Þts every case,
but all seem to be important to one de-
gree or another. Destruction and modi-
Þcation of habitat are probably the most
serious causes of falling amphibian pop-
ulations. Like other animals, amphibians
are threatened when forests are de-
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and human consumption of frogs (right ).
Such consumption was a particular prob-
lem in the U.S. in the early part of this
century, before protective measures be-
gan taking eÝect. Pollution (far right )
of waterways and of the air also threat-
ens amphibians.
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stroyed and wetlands are Þlled in or
paved. Indeed, such activities probably
account for the decrease in a majority
of species threatened today.

In one striking example of this phe-
nomenon, a recent survey in western
North Carolina showed that clear-cut-
ting of national forests leads to the
deaths of enormous numbers of sala-
manders every year. Although most of
the species involved have relatively large
geographic ranges and are not in dan-
ger of extinction, the Þndings have dis-
tressing implications for amphibians
living in tropical America, Africa and
Asia. There many amphibians are more
vulnerable because they have very lim-
ited geographic ranges.

Pollution Plays a Part

Pollutants, too, may have altered am-
phibian populations in some parts

of the world, although data on the ef-
fects of pollution on these creatures are
sparse. Some evidence suggests that
acid rain and snow, fungicides, herbi-
cides, insecticides and industrial chem-
icals may all act by impairing the re-
production and development of am-
phibians. Certain synthetic compounds
can mimic the activity of naturally oc-
curring hormones. Examination of birds,
Þsh and reptiles indicates that these
substances can have drastic consequenc-
es, such as a reduction in sperm count

and the alteration of male genitalia.
DiseasesÑpossibly related to environ-

mental pollutionÑseem to jeopardize
some amphibians as well. Recall, for in-
stance, that eggs of the Cascades frog
and western toad are vulnerable to the
fungus Saprolegnia and that suscepti-
bility to the fungal infection is proba-
bly increased by exposure to excessive
ultraviolet radiation. Further, the late
Arthur N. Bragg, when he was at the
University of Oklahoma, showed that
Saprolegnia can destroy whole popula-
tions of tadpoles, although this discov-
ery has been largely overlooked as a
cause of amphibian deaths.

So far only a few studies have linked
a disease to the extinction of an entire
population of amphibians. Investigators
have found, however, that the bacteri-
um Aeromonas hydrophila may have
triggered the disappearance of several
populations of western toads in Colora-
do. The bacterium is highly contagious
and has been implicated as well in the
death of adult frogs, toads and sala-
manders in several other states.

Some scientists attribute the appar-
ent shrinkage of amphibian popula-
tions to natural ßuctuations in popula-
tion size. Yet certain long-term investi-
gations show a more or less steady
decline in the number of amphibians
over the past 20 to 30 yearsÑan indi-
cation that in some populations other
forces are at work.

Additional causes may explain isolat-
ed cases of dropping numbers of am-
phibians. Some populations may be de-
creasing because they are collected for
human consumption. In France, for in-
stance, the demand for frog legs is tre-
mendous: the French eat 3,000 to
4,000 metric tons of them a year. Some
20,000 frogs must be sacriÞced in order
to supply a single metric ton of legs.
And before the turn of the century, red-
legged frogs (R. aurora) were probably
overharvested as a food source in Ore-
gon and California.

Ironically, eÝorts to boost amphibian
populations in the western U.S. proba-
bly created more problems for the na-
tive amphibians there and provided an
illustration of yet another possible cause
of population declines: the introduction
of nonnative species to an area. 

To make up for decreases in the num-
ber of red-legged frogs, inhabitants of
Oregon and California introduced the
bullfrog (R. catesbeiana). This animal,
with its voracious appetite, competed
with or preyed on native amphibians 
in its new habitat. Noting that the in-
troduced bullfrogs have become quite
abundant in some places where the orig-
inal frog species have declined, many
biologists have recently suggested that
bullfrogs are a major cause of falling
numbers. And at least two ongoing
studies have directly linked the intro-
duction of bullfrogs to the dwindling of
native frog species.

Similarly, introduction of Þsh into an
ecosystem may hurt amphibians, espe-
cially in regions with few species of Þsh,
low numbers of individual Þsh or no
Þsh at all. In the southern Sierra Nevada
Mountains of California, the introduc-
tion of salmon and trout into streams
has been implicated in the demise of
mountain yellow-legged frogs (R. mus-

cosa). These Þsh species directly harm
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Sharp-Snouted Torrent Frog (Taudacty-
lus acutirostris), found in Australia

Cause of decline unknown

Common Toad (Bufo bufo), 
found in Europe

Cause of decline unknown

Tiger Salamander (Ambystoma tigrinum), 
found in North America

Pollution, possibly acid precipitation

Harlequin Frog (Atelopus varius), 
found in Costa Rica

Cause of decline unknown

AMPHIBIAN SPECIES shown here are
among the many with dwindling popu-
lationsÑor are already extinctÑfor rea-
sons that are now being investigated in
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Mountain Yellow-Legged Frog (Rana
muscosa), found in California
Introduction of fish to habitat 
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amphibians by eating eggs, tadpoles and
even adults, but they also have a broader
and potentially more profound result. 

Many separate amphibian populations
are linked to one another by streams
patrolled by few or no Þsh. These links
are important because frogs and their
relatives are extremely vulnerable to
changes in their local habitat, and they
rely on the appearance of occasional
migrants to help them rebuild dimin-
ished communities. The addition of new
Þsh species into an area can block mi-
gration between communities and thus
prevent the reconstitution of endan-
gered populations.

Dangerous Consequences 

The disappearance of amphibians
represents more than just a loss of

esthetically and behaviorally appealing
creatures. These animals are crucial
components of many ecological com-
munities, and they can directly beneÞt
humans. In some ecosystems, amphib-
ians are the most abundant vertebrates,
and so their absence can seriously dis-
rupt the functioning of the rest of the
ecological community. Adult amphib-
ians are hunters of various animals, in-
cluding mosquitoes, ßies, Þsh, birds and
even small mammals. Also, amphibian
larvae serve as a food supply for aquatic
insects, Þsh, mammals and birds. De-
struction of frogs, toads and salaman-
ders thus has repercussions elsewhere
in the food chain.

From the perspective of humans, am-
phibians represent a storehouse of
pharmaceutical products waiting to be
tapped fully. Hundreds of chemical se-
cretions have been isolated from am-
phibian skin, and scientists are just be-
ginning to learn how valuable these
substances may be. Some of these com-
pounds are already used as painkillers

and in treatment of victims of traumas
ranging from burns to heart attacks.
Others are being investigated for their
antibacterial and antiviral properties. As
amphibians disappear, potential cures
for a number of maladies go with them.

The evidence that depletion of the
ozone shield in the stratosphere can
harm the developing embryos of am-
phibians highlights the complexity of
the forces leading to the elimination of
species. Nevertheless, habitat degrada-
tion and destruction clearly remain the
most powerful causes of amphibian dis-
appearance around the world. If habitat
modiÞcation occurs slowly enoughÑas
it did for 3,000 years in western Eu-
ropeÑamphibians can adjust and even

adapt to human-induced alterations.
But many of the changes we have dis-
cussed, such as rises in ultraviolet levels
and in the amounts of pollutants in the
environment, have occurred so rapidly
that species with long generation times
often cannot adapt quickly enough.

There are a lot more species of am-
phibians than scientists studying them.
Of those that are known, many have
been seen only once, at the time of their
discovery. The number of species de-
scribed continues to increase at a rate of
1 to 2 percent a year. If, as we believe,
many of these species are at risk, a
wonderfully diverse group of creatures
is vanishing from the planet at a time
when study of them has just begun.
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Treefrog (Nyctimystes dayi ), 
found in Australia

Cause of decline unknown

Natterjack Toad (Bufo calamita), 
found in Great Britain

Pollution, particularly acid rain

Gastric Brooding Frog (Rheobatrachus
silus), found in Australia (possibly extinct)

Cause of decline unknown

Golden Toad (Bufo periglenes), 
found in Costa Rica (possibly extinct)

Cause of decline unknown

detail. In many cases, the declines re-
main puzzling. For each species, the
causes of trouble implicated are given
next to each picture.
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Western Toad (Bufo boreas), 
found in western North America

Disease related to ultraviolet radiation
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G
lowing comets and brilliant au-
roras are visible reminders that
space in the inner solar system

is far from empty. This region is per-
meated by swiftly ßowing charged par-
ticles emanating from the sun, a con-
tinuous torrent of solar wind that often
blows in sudden gusts. The fetch of
this wind extends well past the orbit of
the earth or the range of visible comets.
The outward rush of particles and the
solar magnetic Þeld carried with them
carve an enormous spherical cavity in
the interstellar medium that reaches
far beyond the orbit of the most dis-
tant planets of the solar system. This
immense region, a bubble of solar dom-
inance within the vastness of space, is
called the heliosphere.

One might imagine that with increas-
ing distance from the sun the helio-
sphere gradually fades to a diÝuse
boundary wherein particles of the solar
wind gently mix with the interstellar

breeze of dust and gas. But this is not
at all the case: near the limits of the out-
er heliosphere lies an abrupt disconti-
nuity at which a myriad of intriguing
physical phenomena are thought likely
to occur. As of yet, however, astrophys-
icists have no direct measurements of
the heliosphereÕs outer margins and so
must infer, theorize or simply specu-
late on its exact nature. We do not even
know with any certainty how far from
the sun this boundary forms. But our
ignorance of the distant reaches of the
heliosphere may last only a few more
years, when space probes Þnally break
through this Þrst barrier toward inter-
stellar space.

Past the orbits of Neptune and Pluto,
on trajectories taking them beyond the
edges of the solar system, drifts a small
ßotilla of spacecraft. This modest scien-
tiÞc armada consists of Pioneer 10 and
11, along with Voyager 1 and 2, all of
which were launched about two decades
ago. If we were to look back at the solar
system from any of these spacecraft
today, the sun would be the brightest
object in view, but it would nonetheless
appear more than 1,000 times dimmer
than as seen from the earth. Even at
these great distances, though, the four
spacecraft remain well within the helio-
sphere. Onboard instruments continue
to register disturbances originating on
the sunÕs surface that propagate out-
ward at about 400 kilometers per sec-
ond. Despite this enormous velocity,
these sudden gusts still take many
months to reach the probes.

The original mission of the Pioneer

and Voyager spacecraftÑto study the
giant planets Jupiter, Saturn, Uranus
and NeptuneÑstands as one of the en-
during triumphs of space exploration.
But the continuing vitality of these four
probes after the celebrated planetary
ßy-bys and our growing awareness of
the complex and dynamic behavior of

the distant solar wind have engendered
an important second mission for these
versatile scientiÞc minions: to study the
most remote parts of the heliosphere
and its interface with the interstellar
medium. The success of this newly es-
tablished mission depends not only on
the technical capabilities of the space-
craft and their earth-based controllers
but also on the nature of the helio-
sphere itself.

The Outer Heliosphere

The general structure of the solar
wind and the heliosphere was Þrst

outlined three decades ago by Eugene
N. Parker of the University of Chicago
in a series of revolutionary theoretical
papers. Observations have since veriÞed
the structure he predicted, at least out
to the position of the farthest space-
craft, Pioneer 10. We now have con-
Þrmed that the solar wind, as it moves
radially outward from the sun, brings
with it the imprint of the solar atmo-
sphere: certain parts of the sun emit
high-speed wind in vast streams that
ßow hundreds of kilometers per second
faster than the typical wind. If the sun
were stationary, those streams would
simply form linear rays, but because it
rotates every 27 days, fast streams orig-
inating near the solar equator can over-
take slower streams emanating from
adjacent areas on the surface. Some-
times this conÞguration lasts for sever-
al solar rotations, setting up regions in
space where the interface between fast
and slow streams of solar plasma be-
comes spiral in shape. These irregulari-
ties rotate with the sun and are known
to space physicists as co-rotating inter-
action regions.

In addition, some parts of the solar
atmosphere can eject irregular puÝs
and gusts that travel as transient distur-
bances in the wind. Occasionally, huge
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Quest for the Limits
of the Heliosphere

Four aging spacecraft are racing to the outer reaches 
of the solar system. Soon they may break through 

the last barriers to interstellar space

by J. R. Jokipii and Frank B. McDonald

J. R. JOKIPII and FRANK B. MCDON-
ALD have been involved in the study of
energetic particles in the heliosphere for
many years. Jokipii has been professor
of planetary sciences and astronomy at
the University of Arizona since 1974 and
has served as an interdisciplinary inves-
tigator on the Ulysses mission. His major
scientiÞc interest is the origin and prop-
agation of energetic particles in space.
McDonald is a senior research scientist
at the University of MarylandÕs Institute
for Physical Science and Technology and
has been a principal investigator on
many National Aeronautics and Space
Administration projects, in particular the
cosmic-ray experiments on the Pioneer
and Voyager spacecraft. He has also been
active in planning other scientiÞc mis-
sions, such as the Interplanetary Moni-
toring Platform and High Energy Astro-
nomical Observatory series as well as
the Compton Gamma Ray Observatory.
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eruptions on the sun produce blast
waves that severely disrupt the solar
windÕs more steady currents.

The many varied interactions of the
solar-wind plasma produce shock waves,
which heat the wind and also generate
energetic particles. Co-rotating interac-
tion regions and their associated shock
waves are a major feature of the solar
wind out to more than 10 astronomical
units. (One astronomical unit, or AU, is
the radius of the earthÕs orbit around
the sun, some 150 million kilometers,
or 93 million miles.) Farther out, such
interaction regions combine, forming

so-called global merged interaction re-
gions, which populate space to the out-
er reaches of the heliosphere.

The Interplanetary Magnetic Field

Embedded within the stream struc-
ture of the heliosphere lies a com-

plex interplanetary magnetic Þeld. The
interplay of the magnetic Þeld and so-
lar wind can be rather complex; some
of this behavior, however, can be readi-
ly visualized in terms of the familiar
concept of magnetic lines of force and
the properties these Þeld lines give to

the solar wind as it expands outward.
By earthly standards the plasma that

constitutes the solar wind might seem
rather insubstantial and formless. Yet
because it is a good electrical conduc-
tor and because the kinetic energy of
the ßow is so much greater than the
energy of the magnetic Þeld, the mag-
netic-Þeld lines in the heliosphere can
be treated as though they move with
the solar wind, being eÝectively Òfroz-
en in.Ó This frozen magnetic ßux lends
the tenuous plasma added pressure
and viscosity. These properties develop
from magnetic forces rather than from
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HELIOSPHERE encompasses that part of space dominated by
the solar wind. Near its outer margins, outßowing solar plas-
ma (red arrows) is deßected by the ßow of interstellar gas at
the heliopause (purple), but only after slowing abruptly at

the spheroidal termination-shock front. A bow shock (white)
may also form in the interstellar gas. Data from Pioneer (yel-
low arrows) and Voyager (orange arrows) should improve
understanding of the heliosphereÕs farthest boundaries. 
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the more familiar molecular interac-
tions found in denser ßuids. So the he-
liosphere contains a tangle of magnet-
ic-Þeld lines, stretched out by the wind
into an enormous spiral whorl, which
until recently had hardly been explored.

Early observations indicated that the
magnetic-Þeld lines alternated between
being directed inward or outward from
the sun at diÝerent solar longitudes.
The Þrst chance to measure the Þeld at
relatively high heliographic latitudes
came in 1974, after Pioneer 11 deßected
its trajectory out of the ecliptic plane us-
ing JupiterÕs large gravitational attrac-
tion to exchange momentum. It came as
a surprise (although Michael Schulz, a
space physicist at Aerospace Corpora-
tion, had predicted it) when Pioneer 11

and Voyager 1 reached the heliograph-
ic latitude of 16 degrees north and dis-
covered that the magnetic Þeld was
nearly always directed outward. Edward
J. Smith of the Jet Propulsion Laborato-
ry in Pasadena, Calif., concluded that
the spacecraft were observing magnetic
Þelds carried by the solar wind and that
at northern solar latitudes this Þeld was
oriented away from the sun.

The Pioneer and Voyager missions
showed in 1976 that the sunÕs magnetic
Þeld was organized such that the Þeld
lines in the northern hemisphere gen-
erally pointed outward from the sun;
those in the opposite hemisphere point-
ed inward. Because the polarity of the

sunÕs Þeld changes every 11 years (at
the time of the sunspot maximum), a
magnetic cycle lasting 22 years results.
So in 1986 the Pioneer 11 and Voyager

1 space probes detected that the north-
ern Þeld was pointed duly inward.

In the heliosphere the transition be-
tween the inward- and outward-directed
magnetic Þelds has the shape of a very
thin, warped surface that is carried out-
ward by the solar wind to form a vast
interplanetary current sheet. Solar rota-
tion twists the sheet so that the wrin-
kles lie along spiral magnetic-Þeld lines
and rotate with the sun. Space probes
near the solar equatorial plane detect
magnetic Þelds that are alternately di-
rected inward and outward as the cur-
rent sheet rotates past them in space.
The sheet is least wrinkled during solar
minima, the periods of fewer sunspots
and lowered activity that occur every
11 years. Its geometry becomes so con-
voluted during solar maxima that the
normal sheetlike structure becomes en-
tirely unrecognizable.

But in whatever conÞguration, the
magnetic-Þeld pattern originating at
the sunÕs surface is carried to the dis-
tant margins of the heliosphere by the
solar wind over about a yearÕs time. Dur-
ing this period, fast plasma streams
continue to merge with slower ones,
spawning regions of enhanced plasma
density and magnetic-Þeld strength.
Out to some great but as yet unknown

distance, the large-scale struc-
ture of the solar wind and the
magnetic Þeld is fundamentally
preserved.

The Termination Shock

As it travels, the solar wind ex-
pands over an increasingly

large volume. Eventually the so-
lar-wind plasma is spread so
thinly that it can no longer push
outward against the small inward
pressure of the local interstellar
medium. The wind does not slow
down gradually at this point, be-
cause its velocity is greater than
that at which disturbances can
move within it. Instead the solar
wind undergoes a sudden, violent
change in speed.

This behavior follows from the
fundamentals of supersonic ßuid
ßow. For the motion to diminish
incrementally, the downstream
material must signal the up-
stream ßuid to slow. These sig-
nals must be carried by sound
waves moving through the medi-
um. But such waves cannot prop-
agate against ßows moving faster
than sound. As a result, the up-

stream ßuid crashes into the ßuid ahead,
setting up a confrontation called a
shock wave. Something similar occurs
in a highway accident when cars be-
hind cannot slow down fast enough to
avoid hitting those ahead. 

Much as with a multicar accident, we
expect the solar-wind termination shock
to be irregular and turbulent. As the so-
lar-wind gas passes through the shock,
its outward velocity should slow to
about one quarter of its original value.
Some of the windÕs kinetic energy is
converted to heat, raising the tempera-
ture of the interstellar gas to more than
a million degrees Celsius. Some kinetic
energy goes into compressing the mag-
netic Þeld: we expect that Þeld strength
should jump to about four times its val-
ue inside the shock. So at this bound-
ary, where the solar wind trades out-
ward velocity for heat and turbulence,
we expect to Þnd a giant, spheroidal
shock front with a complex but still
somewhat mysterious structure.

Evidence from Cosmic Rays

Before spacecraft oÝered direct mea-
surements, astrophysicists relied

mainly on the study of cosmic rays to
deduce something of the nature of the
outer heliosphere. Galactic cosmic rays
are subatomic particles (electrons, pro-
tons, all the heavier nuclei from helium
to uranium, positrons and a small num-
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NEUTRAL CURRENT SHEET forms in the solar wind under the inßuence of the opposite-
ly directed magnetic Þelds above and below the sunÕs magnetic equator. During the solar
cycle, the tilt of the magnetic equatorial plane changes along with rising and falling solar
activity. This tilt, combined with the rotation of the sun, creates a spiral geometry (shown
here in idealized form) as the solar wind carries the trapped magnetic Þeld outward.
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Probes Built to Go the Distance

Deep-space missions present major technical chal-
lenges to spacecraft designers in the areas of weight,

power and communications. The Pioneer missions called
not only for escape from the earth’s gravity but also for
sufficient energy to reach Jupiter with a travel time of two
years or less. The solution was to use a high-energy rock-
et booster and to keep the spacecraft as light as possi-
ble—at launch Pioneer 10 weighed only 250 kilograms.
Reliable sources of electricity were also critical: far from
the sun, the only practical ones are radioisotope thermo-
electric generators (RTGs), which use the decay of ra-
dioactive materials to produce electricity from heat. Each
Pioneer spacecraft has four RTG units, which initially gen-
erated a total of 155 watts. The ultimate lifetime of these
missions will probably be defined by the radioactive de-
cay of the plutonium oxide fuel and the degradation of
the conversion elements within the RTG units.

The Voyager probes were designed in the mid-1970s
using what had been learned from the earlier Pioneer mis-
sions. A more powerful launch vehicle made it possible to
deploy heavier (825 kilograms) and more complex space-

craft: the Voyager design includes significant onboard
computer capability, an experiment platform with preci-
sion pointing and improved RTG units that supplied 470
watts at launch. The sophistication and flexibility of the
Voyager system have been demonstrated by the consider-
able reengineering that was done in flight to prepare Voy-
ager 2 for its late-scheduled encounter with Uranus [see
“Engineering Voyager 2’s Encounter with Uranus,” by
Richard P. Laeser, William I. McLaughlin and Donna M.
Wolff; SCIENTIFIC AMERICAN, November 1986].

Communication with the Pioneer and Voyager probes
demands a large onboard antenna, the dominant fea-

ture. The Pioneer craft support a 2.7-meter parabolic dish
antenna, somewhat smaller than the 3.7-meter dish found
on the Voyager probes. The Pioneer antenna spins about
the spacecraft’s axis, which is kept pointed toward the
earth by the occasional use of small thrusters. The Voy-
ager spacecraft do not spin but are stabilized about all
three axes so that the high-gain antenna can be kept di-
rected toward giant antennae on the earth.

The three sites of the National Aeronautics and Space
Administration’s Deep Space Network (in California, Aus-
tralia and Spain) are among the most critical components
of the Pioneer and Voyager programs. During the 20 years
since the Pioneer 10 mission, the Jet Propulsion Laborato-
ry in Pasadena, Calif., has significantly upgraded this sys-
tem by adding new receivers and increasing antenna size.
But such improvements cannot compensate for the falter-
ing signal levels caused by the ever increasing distance to
the four space probes. For more reliable communication,
the total rate of data transmission from Pioneer 10 has been
slowed to its minimum value of 16 bits a second—about
as fast as one might send messages by Morse code. The
Voyagers’ larger antenna and higher transmission frequen-
cy make possible the use of the more available 34-meter
antenna of the Deep Space Network and allow communi-
cation at 160 bits a second—slower than most computer
modems but still better than the telegraph from Pioneer.
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ber of antiprotons) that travel at close
to the speed of light and appear to pop-
ulate all parts of the universe. Their
ubiquitous presence in the cosmos is
inferred from their ability to produce
high-energy gamma rays and radio
waves (which can be detected on the
earth). Within our galaxy, cosmic rays
commonly originate where the shock-
wave remnants of supernova explosions
are thought to accelerate the particles
to extremely high energies.. In addition,
during periods of heightened activity,
the sun, too, can occasionally produce
signiÞcant numbers of solar ÒcosmicÓ
rays of lower energy.

The heliosphere is constantly bathed
by galactic cosmic rays. These cosmic-
ray particles can diÝuse upwind against
the solar plasma because of their ex-
tremely high speeds and the presence
of irregularities in the Þeld. Because of
their electrical charge, the particles gy-
rate tightly around magnetic-Þeld lines,
and as a result, cosmic rays also tend to
travel out of the heliosphere along with
the frozen-in magnetic ßux. In general,
the solar wind acts to modulate the in-
tensity of cosmic rays impinging on the
earth, making it diÛcult for them to
reach the inner heliosphere. This exclu-

sion is most eÝective at low energies;
highly energetic cosmic rays proceed
largely unaÝected. Because the fraction
excluded varies with solar activity, cos-
mic-ray intensity follows the 11-year
sunspot cycle: it peaks when solar ac-
tivity is at a minimum.

Galactic cosmic rays pass through the
outer heliosphere, and so they can pro-
vide valuable information about this
unexplored region. Much of our under-
standing of the outer reaches of the so-
lar system has been derived by compar-
ing models of how cosmic rays traverse
the heliosphere with observations. For
example, data from the four deep-space
probes have shown that the cosmic-ray
gradientÑÑthe rate at which the intensity
of galactic cosmic rays increases with
heliocentric distanceÑÑis much smaller
than was expected. This Þnding indi-
cates that the heliosphere is larger than
was predicted before the launch of the
Pioneer and Voyager probes.

Anomalous Cosmic Rays

In the early 1970s, as the Pioneer

spacecraft moved toward Jupiter, de-
tectors on a number of spacecraft re-
vealed the existence of an unexpected

low-energy cosmic-ray component. Con-
tinuing study has demonstrated an en-
hancement at low energies for rays con-
sisting of helium, nitrogen, oxygen,
neon, argon and, most recently, hydro-
gen nuclei. This peculiar composition
and energy spectrum deÞne the anom-
alous cosmic-ray component. Observa-
tions from the Pioneer and Voyager

spacecraft have shown that the intensi-
ty of the anomalous cosmic rays in-
creases with distance from the sun.

What is the origin of this mysterious
cosmic-ray component? Work over the
past two decades has painted a com-
pelling picture of how these cosmic rays
are generated, although its accuracy is
not completely proved.

In 1974 Lennard A. Fisk, Benzion Koz-
lovsky and Reuven Ramaty, while at the
National Aeronautics and Space Admin-
istration Goddard Space Flight Center,
suggested that the anomalous compo-
nent originates as neutral atoms in inter-
stellar space. As the heliosphere moves
through the interstellar gas, neutral
atoms, which are not aÝected by mag-
netic Þelds or other forces of the plas-
ma, stream freely into the inner helio-
sphere. Those that pass near the sun are
ionized by solar radiation or by the so-
lar wind itself to become singly charged
ions. Once the neutral atoms become
ions, the magnetic-Þeld lines in the so-
lar wind snare them and convect these
particles outward. Fisk and his col-
leagues speculated that subsequent ac-
celeration to higher energies turns these
ions into the anomalous cosmic rays.

The original basis for this suggestion
was that most of the carbon in the in-
terstellar medium cannot take part in
this process, because carbon is almost
completely ionized in interstellar space
(which explains its very low abundance
in the anomalous component). Recent
observations near the earth by a num-
ber of space missions have demonstrat-
ed that the anomalous oxygen (and pre-
sumably also the other components) is
singly charged. This result supports the
model of Fisk and his co-workers: cos-
mic-ray nuclei from a nearby source
(within the heliosphere) can retain some
electrons, whereas normal cosmic rays
are fully stripped of all their electrons
during their passage through the galaxy.

But how were these newly formed
ions accelerated to the observed cos-
mic-ray energies? During the 1970s, a
number of proposals were put forth.
None, however, successfully predicted
the steady increase in the intensity of
the anomalous cosmic rays registered
by the Pioneer and Voyager probes as
they moved far out into the heliosphere.
Then, in 1981, one of us (Jokipii), along
with Mark E. Pesses and David Eichler,
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TERMINATION SHOCKS are not unique to the heliosphere; one can be seen in wa-
ter running in a kitchen sink. The streaming water initially radiates outward faster
than waves can propagate through it. As a result, the surrounding ßuid cannot send
an inward signal that its motion has slowed. A shock front forms where the fast- and
slow-moving parts of the ßuid abruptly collide. The termination-shock boundary of
the heliosphere, like its water analogue, is likely to be irregular and turbulent.
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both then at the University of Maryland,
suggested that the acceleration of sin-
gly charged ions occurs at the termina-
tion-shock boundary. Plasma shocks
can accelerate charged particles, and
this location seemed a likely site for en-
ergizing the anomalous cosmic raysÑ
it contains the strongest, most long-
lived shock anywhere in the heliosphere.
Detailed computer modeling has since
shown that most observed features of
the anomalous component follow natu-
rally from this notion.

Observations of the Shock Front

Important clues about the nature of
the termination region have been col-

lected by Donald A. Gurnett and Wil-
liam S. Kurth of the University of Iowa.
Since 1983 they have registered low-fre-
quency bursts of radio noise (at two 
to three kilohertz) using detectors on
board both the Voyager spacecraft. The
signals persist for many months and
then gradually drift to higher frequen-
cies. In July 1992 these researchers ob-
served the onset of a particularly strong
radio event and noted that it occurred
more than 400 days after an unusually
intense period of solar activity. This se-
quence followed the same pattern as an-
other large noise burst in 1983. These
remarkable radio signals probably orig-

inate just beyond the termination shock
and, along with the anomalous cosmic
rays, provide tantalizing information
about this vast unexplored frontier.

As the Pioneer and Voyager space
probes speed farther and farther from
the sun, there is an increasing likeli-
hood that they will soon encounter the
termination shock. Estimates based on
what was then known about the inter-
stellar medium had originally put the
termination-shock boundary anywhere
from 75 to 150 AU from the sun, but
data collected so far from the probes
would suggest considerably smaller val-
ues. So it is entirely possible that one or
more of the probes will reach the shock
within the next decade.

NASA scientists have therefore taken
steps to ensure that the proper mea-
surements will be made during passage
through the shock. Indeed, they believe
they may have several opportunities to
observe it, as gusts and turbulence in
the solar wind move the termination
shock in and outÑperhaps leading to
multiple crossings as the front moves
back and forth past the spacecraft. Once
the spacecraft Þnally pass beyond the
shock, the wind will slacken, and, for
the Þrst time, an artifact of humanity
will begin to experience directly the
eÝects of the interstellar plasma. Per-
haps then the true nature of the inter-

stellar medium will Þnally be clariÞed.
Sometime in the 21st century, after

having reported the physical conditions
of the outer heliosphere and possibly
the termination shock itself, the four
spacecraft will continue their journey to
the stars. Pioneer 10 should remain op-
erational until the turn of the century
(at about 70 AU), and Voyager 2 has
enough consumables to last until about
2015 (at about 130 AU). But even after
steerage and communication are lost,
for eons to come these probes will fol-
low a well-charted course through our
galaxy as four small man-made objects
added to the gaseous clouds of inter-
stellar space. They go as the Þrst voy-
agers from planet Earth, like small bot-
tles tossed into an inÞnite sea.
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COSMIC-RAY PARTICLES generally show a smoothly varying
distribution of energies (left ), but certain nuclei are strange-
ly abundant at low energies (darker shading). This anomaly
arises from neutral particles that stream into the heliosphere,

become ionized and convect outward. Particles accelerate to
higher energies by scattering oÝ magnetic irregularities on
both sides of the shock front (right ). Accelerated particles
deßect inward and are detected as anomalous cosmic rays.
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W
hy is an elephant big, dark and
strangely shaped?Ó the ques-
tion goes. ÒBecause if it was

small, white and round, it would be an
aspirin.Ó This answer may ring funny to
human ears, but it could well prove in-
formative to a computer trying to iden-
tify such objects as elephants or aspirin.
Knowledge we commonly take for grant-
ed is not available to machines unless
carefully spelled out. For machines,
learning is not at all simple.

Despite the challenges, machine learn-
ing is one of the fastest-growing tech-
nologies today. The past few years have
witnessed an explosion of applications,
ranging from automated reading of
handwritten zip codes at the post oÛce
to predicting seat demand in the airline
industry. Indeed, the last time you re-
ceived a credit card from a bank, chanc-
es are it was approved by a machine
that learned on its own how to evaluate
credit risk. And the future of machine
learning is on the rise.

Designing a computer program to
handle a particular job almost invariably
demands a thorough understanding of

that task and its solution. Machine learn-
ing therefore has a fundamental appeal.
Instead of devising a specialized pro-
gram, one could merely provide train-
ing examples to a versatile machine that
would learn on its own. 

A self-learning credit-card approval
system would, for instance, use histori-
cal data about ÒgoodÓ and ÒbadÓ cus-
tomers to judge applicants. The ma-
chine does not care about the details of
the problem. All it does is take matched
pairs of inputs ( in this case, personal
information) and outputs (credit behav-
ior) and absorb whatever information
their relation contains. The trained ma-
chine then serves to evaluate new ap-
plicants. This kind of procedure takes
automation one step further than nor-
mally envisaged. It not only applies a
computer to a repetitive task, it auto-
mates the very problem of designing a
system to perform that task.

One can, in principle, apply the meth-
odology of machine learning to a wide
array of problems. If, however, the in-
put-output examples available lack vi-
tal information, the machine may fail
to acquire proÞciency. Fortunately, one
can often append the needed informa-
tion in the form of an intelligent hint.
The hints used in machine learning
range from simple observations to so-
phisticated knowledge. 

In computer-vision applications, for
instance, in which the goal is to recog-
nize objects, there are many invariance
hints. These assert that an object re-
mains the same object when it shifts
position in the range of view or changes
in size. In Þnancial-market applications,
there are many monotonicity hints,
which state that if an input consistently
shifts in one sense or direction, the out-
put must also consistently move just
one way. Each particular application
has its own hints that can aid the learn-
ing process.

If one knows enough about a given
application to oÝer hints, why bother
with machine learning in the Þrst place?
Why not employ this knowledge to de-
sign a specialized machine for the job?
In some instances one can do so, but
the fact of the matter is that usually too
little is known about a problem to spec-
ify a method for its solution according
to a well-deÞned set of rules. 

Applications range between two ex-
tremes: structured problems that are
totally deÞned and require no examples,
and random problems that are com-
pletely undeÞned and depend entirely
on training examples for their solution.
Machine learning using intelligent hints
is the way to handle the vast middle
ground.

Machine-Learning Paradigm

How do machines learn? Many dif-
ferent models for machine learn-

ing have been devised. Typically the im-
plementation used will have a general
structure that is broadly tailored to the
problem, but it will also have many free
parametersÑthese might be thought of
as the knobs and dials for tuning the
machine. The values given to these ad-
justments determine how the machine
will ultimately act; diÝerent settings will
produce completely diÝerent results.

The behavior of a machine can be
viewed mathematically as a function
that associates input values (the specif-
ics of a problem to be solved) with cor-
responding output values (the decision
or action to be made). The goal in ma-
chine learning is to make the machine
emulate the target function, the desired
mapping of inputs to outputs. We can
use training examples from the target
function to guide the selection of values
for the machineÕs free parameters. With
each example, the machine reÞnes its
internal settings so that it matches the
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available from intelligent hints
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CAN YOU SOLVE IT? These objects have been sorted into two
classes, indicated by either a blue or brown border. Which
characteristic distinguishes them? Computers programmed

to learn from examples often face similar puzzles. Providing
the machine with hints can make learning faster and easier.
For a hint to help with this puzzle, turn the page.
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inputs and outputs appropriately. When
the machine reaches a setting that cor-
responds as closely as possible to the
target function, it will have in eÝect
ÒlearnedÓ it. Machine learning is simply
the search for the right positions for
the knobs. Because the search is guid-
ed by the training examples, this para-
digm is called, naturally enough, learn-
ing from examples.

The most widely applied form of such
machine learning is the neural network
[see ÒHow Neural Networks Learn from
Experience,Ó by GeoÝrey E. Hinton; SCI-
ENTIFIC AMERICAN, September 1992].
Neural networks were inspired by the
power of real neurobiological systems.
They consist of many computational
elements interconnected in such a way
that each elementÕs output reßects in-
puts from a number of other elements.
The adjustable parameters of a neural
network are called synaptic weights 
after their biological counterparts, the
synapses that connect nerve cells in
the brain. The ßexibility of neural net-
works and the simplicity of their train-
ing have made them the machine-learn-
ing model of choice for the past 10
years; neural networks now Þnd uses
in a broad range of machine-learning
applications. Although specialized elec-
tronic and even optical networks have
been built [see ÒOptical Neural Comput-
ers,Ó by Yaser S. Abu-Mostafa and De-
metri Psaltis; SCIENTIFIC AMERICAN,
March 1987], in most cases, one imple-
ments a neural network simply as a
program running on a personal com-
puter or workstation.

With all the training required, we
might imagine the need for tedious late-
night sessions at the computer, super-
vising the machine as it learns. Fortu-
nately, responsibility for Þnding the op-
timal adjustments usually falls on a
learning algorithm, a method that re-
duces the process to a series of simple,
repetitive steps that the computer can
perform independently. One of the
most common learning systems in use
today is the back-propagation algorithm
for training neural networks. This tech-
nique was popularized primarily by Da-
vid E. Rumelhart while at the Universi-
ty of California at San Diego. 

Back-propagation uses simple calcu-
lus to decide how to change the param-
eters of the neural network. It takes a
training exampleÑan input and its cor-
responding outputÑand makes small
modiÞcations to the network parame-
ters to minimize the diÝerence between
the current response of the network and
the target response. This step is repeat-
ed over and over, each time nudging the
network a bit closer to the desired eÝect.
After going through all the examples
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VISUAL HINT aids both machines and people in solving the puzzle. Drawing the
axis makes it clear that the top six objects lack the mirror-image symmetry exhibit-
ed by the bottom three. This characteristic distinguishes brown and blue categories. 

INVARIANCE HINTS can help machines recognize that objects do not lose their
identity when viewed in a new way. A machine attempting to identify trees, for in-
stance, would not inherently know that size and position did not matter (top).
Training on ÒvirtualÓ examples of quite different subjectsÑsuch as a face or a
chairÑcould prompt the machine to grasp these principles.
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several times, the network
can replicate the target func-
tion reasonably well.

Let us see how this might
work for credit-card approv-
al. An input-output example
in this case would be the
data supplied by an appli-
cant (such as age, salary and
marital status) and her even-
tual credit performance
(whether the bank proÞted
or lost in extending credit). A
neural network that approves
credit cards would ideally
predict a personÕs later be-
havior just by looking at the
data provided by the individ-
ual. To learn this function,
the network takes thousands
of cases of real peopleÕs ap-
plications and credit behav-
ior, and it keeps modifying
its internal parameters in an
attempt to match its output
with these historical records. 

Some of the variable para-
meters may be concerned
with the salary and would
move the network toward ap-
proving people who earn more. Others
may be concerned with a combination
of age or marital status, favoring par-
ticular combinations of these attributes.
Eventually, a Þnal setting is reached that
makes the network produce the right
response with as many training exam-
ples as possible. Now the network can
be used to grade a fresh application by
extrapolating from its ÒexperienceÓ to
predict how the new customer will be-
have with credit.

Learning with Intelligent Hints

Whether implemented as a neural
network or in some other way, all

machine-learning methods share this
same fundamental premise of learning
from examples. For the machine to
learn successfully, it must be able to
generalize from the limited input-out-
put samples on which it was trained. Do
the training examples convey enough in-
formation for the machine to respond
properly to novel inputs? Perhaps not.
Because the machine does well on the
training examples does not necessarily
imply it will do equally well on some-
thing it has never before encountered.

Remember that a machine knows
nothing about the function it is trying
to learn except what it sees in the train-
ing data. If the data are deÞcientÑ
there may be too few training examples
or too much irrelevant information con-
tained in themÑthe machine will not
generalize properly. Or the examples

may not encompass all the important
information. Suppose, for instance, that
I want to train a machine-vision system
to recognize trees. I may not be able to
specify how to identify a tree in exact
mathematical terms, so I cannot struc-
ture the problem and give the machine
rigid rules to apply. If I simply show the
machine pictures of trees and objects
that are not trees, I am giving it infor-
mation, but I am still not telling it every-
thing I know. For instance, I know that
a tree remains a tree if it is shifted a lit-
tle or rescaled. People intuitively realize
that much, but the machine does notÑ
unless speciÞcally told so. Without
hints, the machine might take a very
long time, if ever, to reach that form of
Òunderstanding.Ó

Even the simplest hint can boost
learning. As in a game of 20 questions,
in which the answers to some elemen-
tary questions can narrow the search
signiÞcantly, a few hints may make the
diÝerence between learning a function
and not learning it at all. To take ad-
vantage of this situation, I introduced a
formalism called learning from hints
some six years ago, and it has since be-
come a feature of many learning sys-
tems. The most notable achievements
of this approach are in automated trad-
ing systems for Þnancial markets and
in systems for handwritten character
recognition.

The credit-card-application problem
can also beneÞt from intelligent hints.
Admittedly, it is diÛcult to deÞne ex-

actly what makes a person a
good credit risk, but one hint
is obvious: if two people are
identical except that one
earns less money than the
other, and the machine ap-
proves credit for the lower-
paid person, it must also ap-
prove credit for the higher-
paid one. This is one of many
possible monotonicity hints.
While the machine is learn-
ing, it should set its free pa-
rameters in such a way that it
matches inputs and outputs
according to the target func-
tion but simultaneously sat-
isÞes such hints.

One application of learning
from hints that my colleagues
and I conducted in our Learn-
ing Systems Group at the Cal-
ifornia Institute of Technolo-
gy is in the area of foreign-
exchange trading. We ran a
machine-learning experiment
to forecast the exchange rates
for the U.S. dollar against four
major foreign currencies. We
wanted to test whether the

resulting trading system would be more
proÞtable when we injected a common-
sense hint into the learning process.
The hint we used reßected a symmetry
that was obvious to us: if a given pat-
tern in the price history implies a cer-
tain movement (up or down) in U.S.
dollars compared with a foreign curren-
cy, the foreign currency should move
the same way if that pattern emerges
in its own price history. The results of
the experiment were quite successful.
In all four markets, the symmetry hint
brought the system a consistent in-
crease in proÞt.

To assure that the improvement in
our neural-network program came from
information contained in the symmetry
hint, we tried to fool the machine with
two alternatives. The Þrst was an unin-
formative hint, giving the machine ran-
dom pieces of information. To our sat-
isfaction, the machine did not beneÞt.
Performance was about the same as
when there was no hint at all. Next we
fed the machine a hint that provided
deliberately erroneous information. Per-
formance then deteriorated rapidly, as
would be expected. The intelligent hint
had truly helped.

Implementing the Hints

The main challenge to using hints in
machine learning is in automating

the process. Hints come in various guis-
es; they range in character from subtle
to glaringly obvious. How can one algo-
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MACHINE LEARNING involves adjusting a systemÕs internal
parameters such that it makes the proper associations be-
tween data inputs and desired outputs. A credit-approval
system, for example, would be trained to link applicantsÕ
personal data with their known credit behavior. In eÝect, the
learning process Òtunes the dialsÓ until the machine can du-
plicate the input-output relations in the training examples.
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rithm orchestrate learning from all the
varied pieces of information encom-
passed by such hints?

First, all the representations of hints
must be standardized to enable the
learning algorithm to deal with them
on equal footing. The clue for the prop-
er way to accomplish this end comes
from the representation of the target
function itself: as input-output exam-
ples. What one is telling the machine is,
ÒWhen we input so and so, you should
output such and such.ÕÕ The identity of
the input-output examples completely
distinguishes one target function from
another. Similarly, if we could represent
each of the desired hints by a set of ex-
amples, it would not matter what type
of hint we wanted to introduce.

To represent the monotonicity hint in
credit-card approval, an example might
take the form of two persons with iden-
tical data except for salary. When the
applications of both are presented to
the machine, its responses may agree
with the hint (by approving or denying
credit to both or by approving only the
higher-salaried applicant), or it may dis-
agree (by approving only the lower-sal-
aried person). The learning algorithm
can adjust the machineÕs parameters to
satisfy the hint, exactly as though it
were incorporating one more example
of the target function. Learning from
hints in this way can therefore piggy-
back other learning mechanisms.

Remarkably, the examples represent-
ing the hint need not be real. The two
applicants with diÝerent salaries could
be hypothetical, or Òvirtual,Ó cases. We
can use virtual examples because we are

not requiring the machine to make the
correct decision about a real person but
rather to act in a way that is consistent
with the hint. This principle can also
apply to the symmetry hint in foreign
exchange; virtual examples can be con-
structed from price patterns that never
occurred in history. For the task of com-
puter vision, we can represent invari-
ance hints using pictures of objects that
are completely unrelated to the real tar-
get function. Our training for this hint
does not require that the machineÕs out-
put be right or wrong, only that it re-
main consistent as the input pattern
shifts or changes in size.

Virtual examples are extremely im-
portant in many applications because
they can add substantial information
to what may be a meager set of train-
ing examples. In foreign-exchange fore-
casting, for instance, the real data are
limited to a small set of recent price
patterns. The ability to supplement this
scant historical data with virtual exam-
ples is thus of great value. The remain-

ing challenge is to Þnd a learning algo-
rithm that can achieve the proper bal-
ance between the hints and the real in-
put-output examples.

The Balancing Act

Alearning algorithm will strive to ad-
just the parameters of the machine

to agree simultaneously with the entire
training set and with all the examples
of each hint. But a perfect solution is
normally impossible, so some compro-
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RECOGNIZING A FACE from any angle becomes easier with a
symmetry hint. A naive machine, knowing nothing about hu-
man faces, would need many views to learn how to master
this task (top). A hint that faces are symmetrical (bottom) al-

lows generalization from a smaller number of angles. Animals
may rely on an innate understanding of such a hint: monkeys
can be taught to recognize a face more reliably if they mem-
orize it Þrst from an oblique angle rather than a frontal view.

FOREIGN-EXCHANGE trading systems
improve with symmetry hints. For in-
stance, if the value of the dollar rises
relative to the deutsche mark when a
certain pattern appears in its price his-
tory, the mark should rise in the same
way when its history shows that pat-
tern. A neural-network program for for-
eign exchange that was provided with
this hint performed more proÞtably
than did machines supplied with either
an uninformative hint, an erroneous
hint or no hint.
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mise must be found. To achieve this
goal, the machine needs to assess how
much agreement exists at each step.
During the training process, some hints
may be learned better than others. But if
the computer can determine which hint
is least well learned, it can pay more at-
tention to it in the next iteration. This
is the concept behind Adaptive Mini-
mization, an algorithm I developed that
schedules diÝerent hints for learning
in a way that achieves a balance among
them and with the training set.

The Adaptive Minimization algorithm
is ÒadaptiveÓ in the sense that it con-
stantly evaluates how well the machine
is satisfying both the hints and training
examples, and it continually modiÞes
the adjustable parameters. The term
ÒminimizationÓ reßects that the algo-
rithm is trying to minimize a quantita-
tive measure of the error between the
current actions of the machine and the
behavior ultimately desired for it.

Although I began work in this area
with many of the basic ideas in mind, I
have to admit that my Þrst breakthrough
came from necessity rather than spon-
taneous insight. I had been invited to
present the hints framework at a scien-
tiÞc meeting, and only the day before
did I Þnd out that the seminar was
scheduled to be 10 minutes longer than
I had anticipated. The thought of facing
my audience with an embarrassingly
short lecture kept me up all night trying
to see if I could expand on the algorith-
mic part of my talk. That evening the
main idea of the Adaptive Minimization
algorithm came to me; the next day I

delivered it in a well-received lecture. I
doubt my audience appreciated just
how recent those results were!

Learning Impediments

There are many challenges still fac-
ing the technology of machine learn-

ing. Perhaps the most severe faults
stem from the tendency of machines to
ÒoverlearnÓ from training examplesÑ
something that can compromise a ma-
chineÕs ability to function correctly.
Overlearning takes place when the ma-
chine memorizes the training examples
at the expense of generalization. You
might encounter a similarly ironic situ-
ation if you travel to Egypt and take a
tour of the Pyramids. Some local guides
provide an elaborate narrative for the
tour, in English, and can answer com-
mon questions about the pharaohs per-
fectly. If you are encouraged by this
performance and further query them,
you will be surprised to Þnd out that
they do not speak English! They have
memorized the necessary English sen-
tences for a tour, but they have not
ÒgeneralizedÓ at all. Machine learning
can suÝer the same fate.

Another common pitfall in more com-
plex machine-learning problems is a re-
quirement for excessive computation
time. As the learning algorithm search-
es for the optimal settings of free pa-
rameters (called the global optimum),
it sometimes gets trapped in a poorer
conÞguration (called a local optimum)
that is better than similar solutions but
still not the best that is theoretically

possible. There is no eÛcient way for
avoiding local optima in general. Some
learning tasks have been shown to be
NP-complete, a technical term that char-
acterizes a class of computational prob-
lems believed to require excessive
amounts of computer time to Þnd the
global optimum. In practice, however,
the problem has not been debilitating.
Satisfactory performance usually re-
quires only that the machine reach a
good local optimum.

Despite the existence of such diÛ-
culties, machine learning has proved it-
self worthy in solving a wide array of
real-world problems. It is a classical
subject rooted in research carried out
many decades ago, but it has been reju-
venated and expanded in recent years.
With the addition of procedures for
learning from hints and other technical
advances yet to come, machine learn-
ing will undoubtedly continue to make
its way into our daily lives.
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W
ithin the Þrst 15 years of this
century, the newborn science
of genetics had begun to give

people their Þrst glimpse of how hered-
ity might work. Studies of such traits as
ßower color in plants and wing shape
in fruit ßies had conÞrmed Gregor Men-
delÕs once obscure 1865 proposal that
physical characteristics are passed from
parents to progeny by discrete units of
inherited material, or genes (the name
these mysterious units were given in
1911). As commonly happens when a
new discipline experiences its Þrst ßush
of success, scientists and others soon
began to apply the understandings of
the budding Þeld more broadly, and
sometimes less carefully, to explain oth-
er phenomenaÑnotably, the behavior
of human beings. Often they claimed
that complex behaviors were directed
by single genes.

Yet even careful researchers have
failed to link speciÞc human behaviors
convincingly to solitary genes or to
small sets of genes. The reason could
lie with methodology. When it comes
to human behavior, there is virtually no
way to disentangle unequivocally the

inßuences of genes from those of cul-
ture and upbringing. On the other hand,
if scientists could somehow manage to
mask the eÝects of environment and
focus solely on the genetic aspects of a
behavior, they might still Þnd the old
assumptions ßawed. Well-controlled in-
vestigations in simpler organisms sug-
gest that a multitude of genes, some
acting quite subtly, probably contribute
to most behaviors.

Early Thinking on Humans

The question of whether human be-
havior is hereditary was initially

asked more than a century ago. Francis
Galton, a pioneer in the use of statistics,
was among the Þrst scientists to take
up this issue. In the 1880s he analyzed
various physical and behavioral traits in
parents and their grown children. Using
his newly invented ÒcoeÛcient of corre-
lation,Ó he argued that behavioral traits
are inherited. By comparing the distri-
bution of traits in diÝerent generations,
he concluded that each characteristic
was the product of multiple donations
from hereditary material.

A rather diÝerent view gained a fol-
lowing in the early 1900s on the heels
of the rediscovery of MendelÕs work,
and it was embraced by such inßuen-
tial geneticists as Charles B. Davenport,
a founder of Cold Spring Harbor Labo-
ratory on Long Island. In the extreme,
these researchers ascribed such ill-de-
Þned characteristics as musical ability,
temperament or Òfeeble-mindednessÓ to
individual genes. In 1921, for instance,
Davenport asserted that Òit appears
probable, from extensive pedigrees that
have been analyzed, that feeble-mind-
edness of the middle and higher grades
is inherited as a simple recessive [trait],
or approximately so.Ó ( In spite of their
divergent views on the mechanisms of
inheritance, both men regrettably drew
similar, dangerous conclusions from
their observations. Galton, who coined
the term Òeugenics,Ó became a strong
advocate of improving the human race
by selective breeding between people
having desirable traits. Davenport ar-
dently supported that practice as well.)

Some of the Þrst experiments de-
signed to assess the impact of genes on
behavior were carried out in the 1920s
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Understanding the Genetic
Construction of Behavior

Studies of courtship and mating in the fruit fly
o›er a window on the ways genes 

influence the execution of complex behaviors

by Ralph J. Greenspan
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on dogs. Those investigations exam-
ined, among other traits, pointing ( in-
dicating the location of prey) and vo-
calizing during hunting.

Dog breeds are as distinctive in their
behavior as they are in appearance. The
early studies crossbred dogs that dif-
fered in some behavioral characteristics
and then mated their oÝspring to one
another. If one or just a few genes con-
trolled a chosen behavioral trait, inves-
tigators would expect to Þnd that the
animals of the Þnal generation divided
into discrete groups in which one group
closely resembled the mother, a second
closely resembled the father and per-
haps one or a few groups behaved in
an intermediate manner. If many genes
were involved, workers would expect to
Þnd no discrete classes and a broad
range of behavior in the oÝspring. The
results were consistent with the last
pattern, indicating that many genes un-
derlay the appearance of each trait.
Similar conclusions came from studies
of maze running by laboratory rats.

Such analyses were informative but
had major limitations. Breeding experi-
ments cannot meaningfully address the
genetic basis of behaviors that are rela-
tively invariant in all members of a spe-
cies. To delve into that problem and
others, scientists needed ways to iden-
tify the speciÞc genes involved in be-
haviors. Unfortunately, they would not
have those techniques until many years
had passed. 

By the 1960s, however, many of the
technical obstacles to the genetic dissec-
tion of behavior in animals had begun
to fall. The structure of DNA had been
deciphered in 1953. Studies of microor-
ganisms had revealed that genes specify
the makeup of proteins. When a gene is
activated, it leads to the synthesis of
the encoded protein. That protein, in
turn, carries out some needed function
in the bodyÑsuch as helping to build
and operate the nervous system (which
itself ultimately shapes behavior). Such
research had also clariÞed the steps by
which genes give rise to proteins and
had laid the foundation for develop-
ment in the 1980s of many useful tools
for isolating individual genes and deter-

mining the functions of their corre-
sponding proteins.

Seymour Benzer of the California In-
stitute of Technology was a leader in
establishing that genes are linear seg-
ments of DNA. In the mid-1960s he also
became one of the Þrst investigators to
go beyond linking genes to physical
traits. Benzer began, in detailed studies
of the fruit ßy Drosophila melanogaster,

to identify genes that aÝect behaviors.
That eÝort is ongoing, particularly in
the laboratory of JeÝrey C. Hall of Bran-
deis University, who was among the
earliest researchers to work with Ben-
zer in this new Þeld. It also continues
in my laboratory at New York Universi-
ty and elsewhere. I got involved in the
mid-1970s, when I became HallÕs Þrst
graduate student at Brandeis.

Spotlight on Fruit Flies

Among the behaviors receiving the 
most attention is the one the ßies

seem to do best: courting. This process
consists of a series of actions, each of
which is accompanied by the exchange
of visual, auditory and chemosensory
signals between males and females. The
male is the more active of the dancers
in this intricate ballet and has therefore
been the focus of much of the research.

The ritual begins with a step called
orientation. The male, who needs no in-
struction in this process, stands facing
the female, about 0.2 millimeter away.
Then he taps her on the abdomen with
a foreleg and follows her if she moves
away. Next, he displays one wing and
ßutters it to execute his form of a Òlove
song.Ó Depending on the femaleÕs level

of interest at this point, he may go back
and repeat his actions. But if all is going
well, he unfurls his proboscis (a tubular
appendage carrying the mouthparts at
the tip) and licks the femaleÕs genitals.
He may then mount her and, if she is
receptive, copulate with her. Fruit ßies
will not mate unless the males have
gone through this entire routine and
the female has become receptive. Rape
is uncommon in the fruit-ßy world.

As a Þrst step to Þnding the genes
that might participate in courtship, Hall,
initially working in BenzerÕs laboratory,
set out to identify the parts of the cen-
tral nervous system that control each
element in the courting routine. He did
so by producing extraordinary ßies,
called genetic mosaics, that carried mix-
tures of male and female cells.

The technique was based on an un-
derstanding of sexual development in
fruit ßies. In ßy embryos, such develop-
ment is controlled by the complement
of X chromosomes within each cell.
Cells that have one X chromosome give
rise to male anatomical structures and
behaviors in the fully formed ßy; cells
that have two X chromosomes lead to
female anatomy and behavior. These
diÝerences arise because single-X (male)
and double-X (female) cells activate
separate, albeit overlapping, sets of so-
called sex-determining genes. Hall knew
that if a ßy carried mainly female cells
but harbored male cells in a particular
site of the brain, any typically male
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MALE FRUIT FLY COURTS a female by
executing a programmed sequence of
steps. In the early stages he orients to-
ward the female (1) and taps her ab-
domen with his foreleg (2). Next, he ex-
tends one wing and vibrates it to pro-
duce a Òlove songÓ (3). Then he licks the
genitals of his partner (4 ), attempts to
mount her (5 ) and, Þnally, mates with
her (6 ). Analyses of this sequence sug-
gest the genetic contributions to behav-
ior are often surprisingly subtle.

4 LICKING 5 ATTEMPTING COPULATION 6 COPULATION
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courtship activities it displayed could
be attributed to a male pattern of gene
expression, or activation, in that site.

Once mosaics were produced, he mon-
itored the animalsÕ attempts at court-
ship. Then he froze the ßies and pain-
stakingly sliced the diminutive creatures
(measuring just 1.5 millimeters long)
into 20 thin sections, noting (with the
help of a clever colorization technique)
the distribution of male and female
cells. The experiments were particularly
nerve-racking in the 1970s because the
method for creating mosaics had an in-
convenient drawback: no two individu-
als ended up with exactly the same
clusters of male and female cells. Each
ßy had to survive a battery of behav-

ioral tests, and all 20 sections had to
be analyzable. The uniqueness of each
animal meant that the experimenter
had no second chance.

After examining many of these mo-
saics, Hall concluded that initiation of
courtship (orienting toward the female,
tapping her abdomen, following, and
extending a wing) required male cells
in one side or the other of a relatively
small region near the top and toward
the back of the ßyÕs brain. This region
integrates signals from the ßyÕs various
sensory systems. In other words, male
cells at that site somehow give rise to a
trigger mechanism for courtship that is
present in males but not in females. Lat-
er steps in courtship, especially those

demanding precise motor coordination,
require male tissue in additional parts
of the nervous system. To perform a
proper courtship song, for example, ßies
must have male cells in the ÒtriggerÓ re-
gion as well as in parts of the thoracic
ganglion, which is the ßyÕs version of a
spinal cord.

More recently my colleagues and I
have also identiÞed the region of the
brain involved in determining sexual
preference in fruit ßies. We did so al-
most inadvertently, after Jean-Fran�ois
Ferveur in my laboratory (now at the
University of Paris in Orsay) created en-
tire strains of mosaic ßies that were
mainly male but that had female cells
in selected areas of the brain. Before
studying the courting behavior of these
insects, we wanted to see whether full-
ßedged males would mistake our mo-
saics for females. The mosaics were not
perceived to be female. To our surprise,
however, a few strains displayed an
odd behavior of their own: they court-
ed males as vigorously as they courted
females.

Examination of the brains in these
unusual insects, undertaken in conjunc-
tion with Klemens F. St�rtkuhl and Rein-
hard F. Stocker of the University of Fri-
bourg, revealed that sexual discernment
was altered when either of two parts of
the central nervous system was female:
the antennal lobe or the mushroom
body of the brain. Both these regions,
the second of which lies close to the
trigger site for courtship, participate in
processing olfactory signals. If either
or both of these centers for analyzing
odors were female, the ßy lost the abil-
ity to distinguish males from females
and became equally interested in both.

Genetic Inßuences on Courtship

The discovery that so many diÝerent
regions of the central nervous sys-

tem are involved in male courtship sug-
gests that a variety of genes also partic-
ipate in the process. Indeed, more than
a dozen have been discovered, mainly
by Hall and his colleagues. For instance,
the fruitless gene inßuences sexual pref-
erence. Mutation in this gene aÝects
male ßies in much the same way as hav-
ing female cells in the antennal lobe or
mushroom body does: it causes males
to court other males as avidly as they
court females. The gene is also needed
in the late stages of courtship; males
carrying a mutant gene never attempt
to copulate with females.

Hence, the picture beginning to
emerge is more consistent with Gal-
tonÕs view than with DavenportÕs. Odd-
ly enough, no one has yet identiÞed any
gene involved in courtship that is dedi-

74 SCIENTIFIC AMERICAN April 1995

Early Views of Human Behavior

In the first decades of this century the opinions
of two men represented opposite poles of

thinking on the question of whether single genes
or many lie at the root of any given behavior. Be-
ginning in the late 1800s Francis Galton, a pio-
neering statistician, argued that human traits, in-
cluding behaviors, are controlled by a multitude
of the hereditary units that later came to be called
genes. Charles B. Davenport, a respected geneti-
cist, subsequently asserted that single genes were
in control. Studies of fruit flies and other animals
indicate Galton’s view was probably the more ac-

curate of the two.
If the names of Gal-

ton and Davenport
are familiar, it is because both are now notorious
for their advocacy of eugenics, which in Galton’s
words involves checking “the birth-rate of the
Unfit” and improving the human race by “further-
ing the productivity of the Fit.” Galton introduced
the term in the 1880s, and Davenport, who es-
tablished a research center in human eugenics at
Cold Spring Harbor Laboratory on Long Island,
pushed the program forward. Davenport is sit-
ting at the right on the bottom step in the photo-
graph below, which depicts a class of students
he trained to carry out eugenics research.
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cated solely to that behavior. Growing
evidence suggests an explanation nei-
ther Galton nor Davenport would have
predicted. It may be that most genes
underlying courtship (and other behav-
iors) serve more than one function in
the body. Identical genes may also be
used for somewhat diÝerent purposes
in males and females.

Consider, for example, one of the
three genes known to participate in the
maleÕs courtship song. It is called peri-

od and has been studied most exten-
sively by Hall and Charalambos P. Kyri-
acou of the University of Leicester.

Hall and Kyriacou decided to exam-
ine period when they discovered, in
1980, that the male song has a distinct
rhythm to it. They already knew, from
research done by BenzerÕs graduate stu-
dent Ronald J. Konopka, that the gene
aÝects the ßyÕs circadian rhythmsÑthe
timed cycles, such as for waking and
sleeping, that are characteristic of all
living things. This property led them to
wonder whether period might also af-
fect the rhythm of the courtship song.

The song performed by ßuttering the
wing is not very musical to our ears,
but it does have a detectable pattern.
As the insect raises and lowers its wing
once, the up-and-down motion produc-
es a characteristic sound, or pulse, that
can be picked up with a recording de-

vice. For approximately 27 seconds, the
male gradually increases the interval be-
tween each successive pulse. Then, over
another 27 or 28 seconds, he gradually
decreases the interval, so that a plot of
the intervals over time yields a smooth
sinusoidal curve.

Hall and Kyriacou found that males
carrying a normal period gene produce
a normal song that makes females more
receptive to their advances. In contrast,
males carrying an inactive gene gener-
ate a song that lacks the usual smooth
rhythm and is apparently less eÝective
at stimulating females: when comput-
er-generated simulations of normal and
rhythmless songs were played for lone
females who were then paired with a
male, the females exposed to the aber-
rant song proved less receptive to the
maleÕs advances. Similarly, less drastic
mutations in the gene allow rhythmici-
ty to be retained but stretch or shrink
the sine curve; in the process, they re-
duce the songÕs power over a female.

The subtlety of periodÕs eÝects on the
overall courtship routine, and on the
song itself, adds credence to the notion
that courtshipÑand other complex be-
haviorÑis regulated by multiple genes
acting together. And the fact that the
period gene participates in setting other
clocks, and is also expressed in many
parts of the central nervous system,

supports the idea that any given gene
may aÝect more than one behavior.

In a fascinating turn of events, Hall,
Kyriacou and Michael Rosbash, also at
Brandeis, have recently pinpointed the
exact part of the gene that controls song
rhythm. A small region in the middle is
devoted to the song, and the balance of
the gene controls other rhythms. That
division of labor was deduced in part
from the fact that a diÝerent species of
fruit ßy, D. simulans, has the same 24-
hour cycle of activity and rest as is
found in D. melanogaster but performs
a song that diÝers in the intervals be-
tween pulses. The period gene in both
species is similar, except for small dif-
ferences in the middle region. What is
more, genetically engineered ßies that
carry a hybrid period gene made by re-
placing the middle region of the D.

melanogaster gene with the correspond-
ing segment of D. simulans will ÒsingÓ
just like D. simulans.

Although sexual preference and
courtship behavior are certainly pro-
grammed in fruit ßies, males and fe-
males have the ability to modulate their
activity in response to one anotherÕs re-
actions. In other words, they can learn.
Just as the ability to carry out courtship
is directed by genes, so, too, is the abili-
ty to learn during the experience. Stud-
ies of this phenomenon lend further
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SITES IN THE CENTRAL NERVOUS SYSTEM (brown) that con-
trol the steps of courtship in male fruit ßies have been
mapped by studying ßies that consist of a mixture of geneti-
cally male and female cells. To perform the initial steps of the
mating routine (orienting, tapping and wing extension) and

to follow peripatetic females, ßies must have male cells in a
small trigger zone (red ) at the back of the brain. They also
need male cells nearby ( pink) to perform licking, in part of
the thoracic ganglion (blue) to produce their song and in
many diÝerent sections of the thoracic ganglion to copulate.
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support to the likelihood that behavior
is regulated by a myriad of interacting
genes, each of which handles diverse
responsibilities in the body.

Learning from Experience

One thing a male can learn during
courtship is not to waste time on 

a female who has already mated and
who, consequently, will not be receptive.
As Hall and Richard W. Siegel of the
University of California at Los Angeles
found, male ßies will court virgin fe-
males tirelessly but will lose interest in
mated females after about 30 minutes
or an hourÑwhen they Þnally become
impressed by the inhibitory phero-
mone, or scent, emitted by mothers-to-
be. Once males give up the chase, they
become uninterested in all females, vir-
gin or not, for a few hours. If there is
discernible evolutionary logic to this be-
havior, it may be that the presence of a
mated female in a group of females is a
sign that most or all of them have al-
ready mated; hence, a maleÕs eÝorts
would be better spent elsewhere.

My explorations of the genetic under-
pinnings of this response began a few
years ago and were undertaken with
Leslie C. GriÛth, who is now at Bran-

deis. We knew from the work of other
investigators that an enzyme called cal-
cium/calmodulin-dependent protein ki-
nase II (CaMKII) can help record the
eÝects of experience in neurons, in the
process inducing molecular changes
that are likely to be essential to learn-
ing. We therefore decided to see wheth-
er male fruit ßies needed this proteinÑ
and thus the corresponding geneÑin
order to respond appropriately to mat-
ed females.

As a Þrst step, GriÛth engineered 
a strain of ßies whose CaMKII protein
could be quieted simply by increasing
the body temperature of the ßies. Sure
enough, when the enzymeÕs activity was
reduced even mildly, males of this strain
behaved oddly. They were as avid as
normal ßies in their courtship of virgin
females, and they lost interest in mated
females after the usual hour or so, but
they seemed to forget their rejection al-
most immediately. If they were placed
with females soon after being with a
mated one, they began their pursuit
anew. When CaMKII was inhibited even
more, the males did not learn at all:
they pursued mated females unabated
for hours. (Even in the world of fruit
ßies, it seems, some men never learn.)

Once we knew that the CaMKII gene,
through its enzyme product, did partic-
ipate in learning during courtship, we
naturally began to wonder how the en-
zyme itself helped to record experience.
All protein kinases act by phosphor-
ylating, or adding phosphate groups to,
other molecules, thereby activating or

inactivating the targets. But what was
the kinaseÕs target in neurons, and what
happened after that target was phos-
phorylated? Such questions ultimately
led us to demonstrate that a second
gene expressed in neuronsÑeagÑis in-
strumental in such learning as well.

Another Learning Gene

The protein product of this gene is a
component of certain membrane-

spanning channels that regulate the
ßow of potassium ions out of neurons.
Opening these channels helps to con-
trol excitability and the release of neu-
rotransmitters, which carry messages
from cell to cell. (The name derives
from the fact, discovered in the 1960s,
that when ßies bearing mutated eag

genes are anesthetized, their legs shake:
in a sign of the times, the discoverers
called the gene ether-a-go-go.)

On the basis of a number of clues
from our own research, from that of our
collaborators Jing Wang and Chun-Fang
Wu of the University of Iowa and from
others, GriÛth and I began to think the
CaMKII enzyme might participate in
learning by modifying the EAG protein
in potassium channels. For instance, Eric
R. Kandel and his colleagues at Colum-
bia University had shown in the marine
mollusk Aplysia that one kind of potas-
sium channel is modiÞed by a kinase
during a simple form of learning. More-
over, we found that mutations of the
EAG protein led to essentially the same
ÒthickheadednessÓ in courting males as
did inhibiting the activity of CaMKII.
Such discoveries implied the two pro-
teins might operate in the same cas-
cade of molecular interactions and that
CaMKII might act on the EAG protein.

To our delight, GriÛth conÞrmed that
the enzyme could indeed modify the
EAG protein, at least in the test tube.
Based on these Þndings and on electri-
cal recordings from synapses in mutant
animals, we now speculate that males
learn to give up on mated females
through activation of the following se-
quence of molecular reactions. 

First, exposure of males to antiaphro-
disiac pheromones while they are court-
ing mated females stimulates sensory
systems that feed into the trigger region
of the brain. As a result of this stimula-
tion, calcium builds up locally in cells
that normally promote sexual arousal
during courtship. The buildup activates
CaMKII, which phosphorylates the EAG
protein in potassium channels carrying
that protein. Such modiÞcation causes
the channels to open, allowing potassi-
um ions to ßow out of the neurons,
thereby quieting the cells and reducing
their ability to release neurotransmit-
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SEAT OF ATTRACTION to females resides in two sites in the male fruit ßyÕs brain
(shown schematically). One is the antennal lobe ( gold, left ); the other is the mush-
room body (green), which lies close to the trigger zone responsible for initiating
courtship. The importance of these regions was discovered when males engineered
to contain female cells in either site began courting males as well as females.
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ters. As the cells become silent, the
males lose interest in mating. Converse-
ly, ßies carrying defects in the genes
for either protein presumably retain
misplaced interest in mated females be-
cause the potassium channels remain
closed in the critical cells, allowing the
neurons to become hyperactive.

The CaMKII and eag genes turn out
to be just two of several known to aÝect
learning and memory in fruit ßies.
Some of the others also participate in
courtshipÑa Þnding that meshes rath-
er well with the view that behaviors
arise from the interactions of vast net-
works of genes, most of which take part
in many diÝerent aspects of an organ-
ismÕs biology.

Lessons for Humans?

Do the lessons from genetic studies
of fruit-ßy behavior bear any rele-

vance to human beings? I think they
doÑwithin limits. There is every reason
to believe that the genetic inßuences on
behavior will be at least as complicated
in people as they are in fruit ßies. Hence,
the notion of many, multipurpose genes

making small contributions is likely to
apply. And many of the gene products
that function in the brains of ßies will
probably turn out to be important in
the human brain. Human counterparts
have already been discovered for a
number of genes originally identiÞed in
the ßy, such as eag. These Þndings
should provide insights into the molec-
ular interactions that enable the central
nervous system to produce behavior.

New technologies hold promise for
detecting the contributions of individu-
al genes to human attributes. The tech-
niques are already being applied to a
variety of complex traits, including mu-

sical abilityÑthough more carefully than
in DavenportÕs day. Such work, and ex-
trapolations from animal research, can
probably help pinpoint some of the
genes that contribute to speciÞc hu-
man behaviors. But any research claim-
ing to explain human activity in purely
genetic terms must be viewed with cau-
tion. SocietyÕs well-founded unwilling-
ness to rear human subjects in perfect-
ly controlled environments makes it
virtually impossible to prove the validi-
ty of such claims.

MALE FLY EXTENDS A WING (photographic sequence at right ) before vibrating it
to produce his song. In the normal song the interval between each beat (highlight-
ed in an acoustic recording at top) increases gradually over about 27 seconds and
then decreases equally gradually; a plot of the intervals resembles a sine curve
(top curve). This rhythmicity has been shown to be controlled by a gene called pe-
riod. Flies carrying a healthy period gene display the usual song. But those with
mildly defective genes produce abnormal rhythms (middle curves), and those har-
boring an inactive gene completely lose their ability to Òcarry a tuneÓ (bottom).

INHIBITION OF CALCIUM/CALMODULIN-DE-
PENDENT PROTEIN KINASE IN DROSOPHILA
DISRUPTS BEHAVIORAL PLASTICITY. L. C.
GriÛth et al. in Neuron, Vol. 10, No. 3,
pages 501Ð509; March 1993.

THE MATING OF A FLY. J. C. Hall in Science,
Vol. 264, pages 1702Ð1714; March 25,
1994.

CALCIUM/CALMODULIN-DEPENDENT PRO-
TEIN KINASE II AND POTASSIUM CHANNEL

SUBUNIT EAG SIMILARLY AFFECT PLASTICI-
TY IN DROSOPHILA. L. C. Griffith et al. in
Proceedings of the National Academy of
Sciences, Vol. 91, No. 21, pages 10044Ð 
10048; October 11, 1994.

GENETIC FEMINIZATION OF BRAIN STRUC-
TURES AND CHANGED SEXUAL ORIENTA-
TION IN MALE DROSOPHILA MELANOGAS-
TER. J.-F. Ferveur et al. in Science, Vol. 267,
pages 902Ð905; February 10, 1995.
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E
ight years ago my colleague Gerard Holzmann
and I were testing a program that can ßip, scale
and juxtapose pictures. I have always had a

strong interest in comparing faces and sometimes
combine portraits to create diÝerent eÝects. I had pre-
viously scanned in many images, including Leonardo
da VinciÕs Mona Lisa and his self-portrait. Both faces
are three-quarter views but turned in opposite direc-
tions. We ßipped the self-portrait and scaled the im-
ages by giving them the same distance between the
centers of the pupils. We then bisected the portraits
and aligned the tips of the noses before juxtaposing
the two halves.

As the composite image scrolled down the screen,
the hairlines appeared to merge. Next, the foreheads
and strong brows came into view, bearing a remark-
able resemblance. Then the eyes came on, the pupils
aligning at the same level. Finally, the cheekbones,
noses and mouths matched
precisely. I gasped. ÒSome-
thing wrong with my pro-
gram?Ó Gerard asked.

Other details conÞrmed the
similarity between the por-
traits. The distances between
the inner corners of the eyes,
one of the most individual
characteristics of a face,
matched to within 2 percent.
The protruding brow, or su-
praorbital ridgeÑfound in
more than 90 percent of
malesÑis quite distinct in
LeonardoÕs portrait as well as
in the Mona Lisa. (Neither of
these features matches those
in an earlier drawing, claimed
to be a preparatory cartoon
for the Mona Lisa. The car-
toon, however, bears a resem-

blance to yet another sketch, revealed by x-ray anal-
ysis to lie underneath the Mona Lisa.)

Near the end of the 15th century Leonardo left Mi-
lan with his initial sketch for the Mona Lisa and con-
tinued to work on it for years. The painting was with
him when he died in 1519. I suggest that in complet-
ing the work in the absence of his sitter, Leonardo
used himself as a model and infused the portrait with
his own features. He used his new shading technique,
called sfumato, to blend and replace parts of the Þrst
modelÕs face with his features. 

With his love of riddles, Leonardo oÝered what may
be one of the most important clues of all. It appears in
the endlessly knotted cloverleaf patterns on the
bodice of the Mona LisaÕs dress. As the art historian
Roy McMullen said, ÒWe can be quite sure that they
are not there by accident.Ó Leonardo was fascinated
with knots and once adapted such a basketry design

to embellish his own name.
The Italian word for the osier
branches used for basketry is
vinco. The connection between
vinci and vinco reveals the
identity of the model for the
Mona LisaÑLeonardo himself.

A few years later another
puzzle posed by LeonardoÕs
works caught my attention.
Scholars have long debated
where one should stand to
view the Last Supper, painted
on one wall of the refectory
of Santa Maria delle Grazie in
Milan. Leonardo had painted
tapestries in the fresco and
bands of designs on the ad-
joining walls of the refectory.
The tapestries and designs do
not line upÑunless one views
the painting from 15 feet

JUXTAPOSED IMAGES of the Mona Lisa and Leonardo
da Vinci (opposite page) reveal the unity of a single
face. When LeonardoÕs self-portrait is ßipped and scaled,
the lips, brows, cheekbones and shape of the head
match those of the Mona Lisa. The similarities suggest
that Leonardo, who worked on the Mona Lisa in the
absence of his original sitter, used himself as a model
and infused the painting with his own features. The
original sitter may have been Isabella, Duchess of Ara-
gon. Leonardo had made a cartoon, or preparatory
drawing, of her in the same composition as the Mona
Lisa. (The Renaissance historian Vasari, on the basis of

rumors, assumed that the model was Mona Lisa Gherar-
dini; hence the paintingÕs name.) The cartoon, however,
does not match up with the Þnished painting, as the
composite above shows. Despite a superÞcial similari-
ty, the eyes, nose and jaws are diÝerent. The cartoon of
Isabella does match a sketch that x-ray analysis has re-
vealed to lie underneath the Mona Lisa. In a computer-
ized transmutation (left ) known as a morph, from
Òmetamorphosis,Ó a forbidding Leonardo transforms
into a smiling Mona Lisa when age lines and beard are
subtracted and the corners of his lips are turned up. The
strong brows and positions of the eyes do not change.

SCIENCE IN PICTURES

The Art HistorianÕs Computer
Riddles posed by ancient works of art fall 

to historical analyses and electronic explorations 

by Lillian Schwartz
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LAST SUPPER (bottom right ) was painted by Leonardo da Vinci
in the refectory of MilanÕs Santa Maria delle Grazie. The 15th-
century fresco shows Christ dining in a room that appears as an
extension of the refectory (computer re-creation, top). Leonar-
do drew designs on the long walls of the room to line up with
the tops of the tapestries in the fresco to create a powerful illu-
sionÑbut only when viewed from a point 15 feet above the

ßoor. Thus, visitors do not perceive the illusion. But the com-
puter re-creation (bottom left ) reveals that anyone who had a
view from a side wall or entered through the original door (vis-
ible in top illustration), which is now walled up, would perceive
the supper as taking place in the refectory: the observerÕs eye
is drawn to ChristÕs hand, to ChristÕs head, along the tops of the
tapestries and Þnally out into the real room.
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above the ßoor. It would seem that Leonardo intended the
fresco to appear as an extension of the refectory. But the il-
lusion does not work.

In the computer, I constructed a three-dimensional room
based on the one in the fresco, in order to view it from
diÝerent locations. Instead of true linear perspective, Leo-
nardo used an accelerated perspective common to theater
settings. In creating the painting, as if setting a stage, Leo-
nardo placed Christ and the apostles up front, tilted the
ßoor and table, designed side walls of uneven lengths and
tapestries of diÝerent sizes and spacing.

There are, I found, other positions in the refectory from
which the lines of the designs continue smoothly into the
lines of the tapestries. To one side of the fresco and 18 feet
in front of it had once been the main door to the refectory,
now walled up. Anyone entering the room and getting a Þrst
glimpse of the painting would perceive the supper as taking
place in the refectory, with ChristÕs extended hand welcom-
ing him in. Viewing the painting from the sides, clearly what
Leonardo intended, also enabled monks seated at their din-
ner tables, which ran along the lengths of the refectoryÕs
side walls, to feel they were partaking of their meals in the
company of Christ. In the computer re-creation, I was also
able to show ChristÕs feet (destroyed by a door later cut
through the fresco but evident from an early copy), which
appear suspended over the ßoor, the form of his Þgure fore-
boding his cruciÞxion.

Recently the scholar Patricia Trutty-Coohill of Western Ken-
tucky University has drawn me back to LeonardoÕs work, this
time to his 700 grotesques. Did he conjure them up or sketch
them from life? These bizarre faces confuse many art histo-

rians because they appear very far from the canon of pro-
portions that Leonardo had established for drawing faces.

Measuring the features and their alignments, I was sur-
prised to Þnd that the grotesques are actually Ònormal.Ó
Leonardo had exercised the only leeway that his rules al-
lowed: to exaggerate chins, noses, mouths and foreheads. As
he stated, Òthe distance from the eyebrow to where the lip
joins the chin . . . to the (posterior) angle of the jaw . . . to the
upper limit of the ear . . . form a perfect square the sides of
which measure half the head.Ó The grotesques seem so life-
like because they have ÒcorrectÓ proportions. Leonardo used
a common Òarmature,Ó as Kenneth Clark suggested.

LILLIAN SCHWARTZ (self-
portrait at right ) is a pio-
neer in computer art and
computer graphics. Her
work is in major art collec-
tions around the world, in-
cluding the Museum of
Modern Art and the Met-
ropolitan Museum of Art in
New York City and the
Georges Pompidou Center
in Paris. A Fellow of the
World Academy of Art and
Science, Schwartz wrote, with Laurens R. Schwartz, The Comput-
er ArtistÕs Handbook (W. W. Norton, 1992). For many years she
has been a consultant in computer graphics at AT&T Bell Labs.

THE RESURRECTION OF CHRIST, a fresco painted by Piero della Fran-
cesca in the 15th century, was plastered over sometime during the 17th
century. Although some of the plaster has since been removed, the
fresco still looks faded (bottom left ). Electronically subtracting the
white coating, the author found that the fresco was painted in warm
colors (bottom right ). When the fresco was magniÞed and brightened,
she also discovered a symbolic tree of thorns (right ) and what appears
to be a cauliflower ear on Christ (far right ), perhaps carried over from
the model Piero used.
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Intrigued by the analytical possibilities of the computer,
the late art historian Eugenio Battisti proposed that I study
the color of the frescoes of another Italian artist, Piero della
Francesca. PieroÕs The Resurrection of Christ, in Sansepolcro,
had once been plastered over. Part of the coating was since
removed, but was the restoration complete? Restorers need-
ed to know what the original colors might have been before
proceeding further.

To study this fresco, I selected a high-performance system
that interprets the hue, brightness and saturation of a color,

one pixel at a time. Electronically subtracting the white of
the plaster coating, I found that The Resurrection is painted
in sunset colors. Battisti pointed out, in addition, that Piero
most likely took advantage of the afternoon sun, pouring in
through a window high up on the west wall in the original
architecture, to accent this palette. The on-screen enhance-
ment also revealed for the Þrst time a symbolic tree of thorns
on one side of the fresco, and one curiosityÑChrist has a
caulißower ear.

Not far from Italy, yet another mystery had been brewing

LEONARDOÕS GROTESQUES (two are shown, a and b), bizarre as
they are, have the same proportions that the painter laid

down for drawing a normal face (c). The brow lines up
with the top of the ear, the ear with the posterior cor-
ner of the jaw, the corner of the jaw with the lower

edge of the lip, and the lip edge with the front of the
brow, forming a square (red line). To draw his gro-
tesques, Leonardo exaggerated the mouth, nose or
chin. If the profiles are scaled and a feature is cut
out along the prescribed lines, it fits perfectly
onto any of the other faces. Thus, one grotesque
acquires an eye from the normal face (d ) and a
normal mouth and chin (e). Or this grotesque
lends his chin to a second grotesque (f ). These

pastiches also lead to lifelike faces.

J. PAUL GETTY MUSEUM, 
“Caricature of Man with Bushy 
Hair,” Leonardo da Vinci
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for centuries. In 1990 I started to compare portraits of
Shakespeare with those of his contemporaries, in the hope
of establishing the bardÕs identity. Soon afterward I was invit-
ed to England to continue this work. Some scholars consider
the most authentic of ShakespeareÕs portraits to be one that
accompanies the First Folio edition of his plays, published in
1623. That engraving, by a young artist named Martin Droes-
hout, was denounced a century and a half later by Thomas
Gainsborough, who declared that he Ònever saw a stupider
face. It is impossible that such a mind and such a rare talent
should shine with such a face.Ó Indeed, the bulbous forehead
on this portrait is anatomically absurd. The double line at
the chin, others argued, represents a mask.

Digitally comparing the features of this drawing with those
of the Earl of Oxford and many other notables, I found my-
self reaching a stalemate. Nothing seemed to match. Feeling
that I had disappointed my hosts, on the last day of my stay
I returned to the National Portrait Gallery. There, gazing out
from a portrait of Queen Elizabeth I, I saw the very same
eyes I had been scrutinizing for weeks.

A detailed comparison on the computer revealed that most
of the lines in the Droeshout engraving and the queenÕs por-
trait by George Gower are the same. The eyes, noses and cur-
vature of the faces match perfectly. But there is an odd shift
in some features. I have a theory for the similarity and for
the shift. In having to invent a face for Shakespeare, Droes-

hout must have based his engraving on a cartoon of the
queenÕs face. Artists frequently resort to such expediencies.
And authorized sketches of the queen, on which all her por-
traits were required to be based, were widely available.

Etching metal is laborious work; perhaps, having Þnished
the left part of the face, Droeshout came back to the engrav-
ing sometime later and inadvertently (or deliberately) shift-
ed the cartoon. The outline to the right, though following the
contour of ElizabethÕs face, became displaced. The head be-
came elongated and bulbous, causing the jaw to appear too
wide for the now more narrow face, an error that Droeshout
tried to correct. Hence, the double jaw lines.

Although the face on ShakespeareÕs plays appears to be
based on the queenÕs cartoon, lively debates continue as to
who wrote ShakespeareÕs works. Even as the computer aids
in solving riddles, it continues to provoke them.
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QUEEN ELIZABETHÕS portrait by George Gower
(a) looks, at Þrst sight, not much like that of
Shakespeare (e) by Martin Droeshout. But many
features of the faces match. In these images,
sections of ShakespeareÕs portrait have been
overlaid with the queenÕs. In (b), the outlines of
the right side of the face merge and the chins
match up, but the width of the eye is dimin-
ished. As (c) shows, when a fragment on the
forehead is aligned on the right, the hairline to
the left matches. A second line (known as the
mystery line) is etched curving up from the
queenÕs chin. Because both jawlines were then
visible, Droeshout shaded the jaw and the ad-
jacent area; he then raised the hairline from the
brow and put the queenÕs forehead in place.
The effect is the strange bulbous forehead we
see on DroeshoutÕs drawing. In (d ), the queenÕs
forehead continues into ShakespeareÕs; the right
jaws line up; the left eye falls into place. These
and other details suggest ShakespeareÕs face
was traced from a pattern of the queenÕs face.
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F
or more than two millennia, math-
ematicians, like most people, were
unsure what to make of the inÞ-

nite. Several paradoxes devised by Greek
and medieval thinkers had convinced
them that the inÞnite could not be pon-
dered with impunity. Then, in the 1870s,
the German mathematician Georg Can-
tor unveiled transÞnite mathematics, a
branch of mathematics that seemingly
resolved all the puzzles the inÞnite had
posed. In his work Cantor showed that
inÞnite numbers existed, that they came
in diÝerent sizes and that they could be
used to measure the extent of inÞnite
sets. But did he really dispel all doubt
about mathematical dealings with in-
Þnity? Most people now believe he did,
but I shall suggest that in fact he may
have reinforced that doubt.

The hostility of mathematicians to-
ward inÞnity began in the Þfth century
B.C., when Zeno of Elea, a student of
Parmenides, formulated the well-known
paradox of Achilles and the tortoise
[see ÒResolving ZenoÕs Paradoxes,Ó by
William I. McLaughlin; SCIENTIFIC AMER-
ICAN, November 1994]. In this conun-
drum the swift demigod challenges the
slow tortoise to a race and grants her a
head start. Before he can overtake her,
he must reach the point at which she
began, by which time she will have ad-
vanced a little. Achilles must now make
up the new distance separating them,
but by the time he does so, she will have
advanced again. And so on, ad inÞni-
tum. It seems that Achilles can never
overtake the tortoise. In like manner

Zeno argued that it is impossible to
complete a racecourse. To do so, it is
necessary to reach the halfway point,
then the three-quarters point, then the
seven-eighths point, and so on. Zeno
concluded not only that motion is im-
possible but that we do best not to
think in terms of the inÞnite.

The mathematician Eudoxus, similar-
ly wary of the inÞnite, developed the so-
called method of exhaustion to circum-
vent it in certain geometric contexts. Ar-
chimedes exploited that method some
100 years later to Þnd the exact area of
a circle. How did he proceed? In the
box on page 114, I present not his actu-
al derivation but a corruption of it. Part
of ArchimedesÕ own procedure was to
consider the formula for the area of a
polygon with n equal sidesÑcall it PnÑ
inscribed inside a circle C. According
to the distortion of his argument, this
formula can be applied to the circle it-
self, which is just a polygon with inÞn-
itely many, inÞnitely small sides.

The perversion of ArchimedesÕ argu-
ment has some intuitive appeal, but it
would not have satisÞed Archimedes.
We cannot uncritically make use of the
inÞnite as though it were just some un-
usually big integer. Part of what is go-
ing on here is that the larger n is, the
more nearly Pn matches C. But it is also
true that the larger n is, the more nearly
Pn approximates a circle with a bulgeÑ
call it C*. The key point intuitively is
that C, unlike its deformed counterpart
C*, is the limit of the polygonsÑor what
they are tending toward.

Still, it is very hard to see any way of
capturing this intuition without, once
again, thinking of C as an ÒinÞnigon.Ó
Archimedes provided a way. He pin-
pointed the crucial diÝerence between
C and C* by proving the following point:
no matter how small an area you con-
sider, call it ε (the Greek letter epsilon),

there exists an integer n that is large
enough for the area of Pn to be within ε
of the area of C. The same is not true
of C*. This fact, combined with a simi-
lar result for circumscribed polygons
and supplemented with a reÞned ver-
sion of the logic contained in that argu-
ment, Þnally enabled Archimedes to
show, without ever invoking the inÞnite,
that the area of a circle equals πr 2.

The Actual and Potential InÞnite

Although Archimedes successfully 
ducked the inÞnite in this particu-

lar exercise, the Pythagoreans (a reli-
gious society founded by Pythagoras)
happened on a case in which the inÞnite
was truly inescapable. This Þnd shat-
tered their belief in two fundamental
cosmological principles: Peras (the lim-
it), which subsumed all that was good,
and Apeiron (the unlimited or inÞnite),
which encompassed all that was bad.
They had insisted that the whole of cre-
ation could be understood in terms of,
and indeed was ultimately constituted
by, the positive integers, each of which
is Þnite. This reduction was made pos-
sible, they maintained, by the fact that
Peras was ever subjugating Apeiron.

Pythagoras had discovered, however,
that the square of the hypotenuse (the
longest side) of a right-angled triangle
is equal to the sum of the squares of
the other two sides. Given this theo-
rem, the ratio of a squareÕs diagonal to
each side is  2 to 1, since 12+ 12 = 
( 2)2. Were Peras impervious, this ratio
should be expressible in the form p to
q, where p and q are both positive inte-
gers. Yet this is impossible. Imagine
two positive integers, p and q, such
that the ratio of p to q, or p divided by
q, is equivalent to 2. We can assume
that p and q have no common factor
greater than 1 (we could, if necessary,
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A Brief History of InÞnity
The infinite has always been a slippery concept. Even the 

commonly accepted mathematical view, developed by Georg Cantor, 
may not have truly placed infinity on a rigorous foundation

by A. W. Moore

UNLIMITED EXPANSE is conveyed by the baked ßoor of CaliforniaÕs Death Valley.
To grasp the inÞnite, mathematicians have confronted several paradoxes, conclud-
ing that inÞnities come in diÝerent types and that some are bigger than others. G
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divide by that factor). Now, p2 is twice
q2. So p2 is even, which means that p it-
self is even. Hence, q must be odd, oth-
erwise 2 would be a common factor.
But consider: if p is even, there must be
a positive integer r that is exactly half

of p. Therefore, (2r )2 equals 2q2, or 2r2

equals q2, which means that q2 is even,
and so q itself is also even, contrary to
what was proved above.

For the Pythagoreans, this result was
nothing short of catastrophic. (Accord-

ing to legend, one of them was ship-
wrecked at sea for revealing the discov-
ery to their enemies.) They had come
on an ÒirrationalÓ number. In doing so,
they had seen the limitations of the pos-
itive integers, and they had been forced
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to acknowledge the presence of the in-
Þnite in their very midst. Indeed, a mod-
ern mathematician would say that   2 
is a kind of ÒinÞnite object.Ó Not only is
its decimal expansion inÞnite, but this
expansion never adopts a recurring
Þnite pattern.

In the fourth century B.C. Aristotle
recognized a more general problem.
On the one hand, we are under pres-
sure to acknowledge the inÞnite. Quite
apart from what we may have to say
about  2, time appears to continue in-
deÞnitely, numbers seem to go on end-
lessly, and space, time and matter seem
to be forever divisible. On the other
hand, we are under pressure from vari-
ous sources, including ZenoÕs paradox-
es, to repudiate the inÞnite.

AristotleÕs solution to this dilemma
was masterful. He distinguished be-
tween two diÝerent kinds of inÞnity.
The actual inÞnite is that whose inÞni-
tude exists at some point in time. In
contrast, the potential inÞnite is that
whose inÞnitude is spread over time.
All the objections to the inÞnite, Aris-
totle insisted, are objections to the ac-
tual inÞnite. The potential inÞnite, on
the other hand, is a fundamental fea-
ture of reality. It deserves recognition

in any process that can never end, in-
cluding counting, the division of mat-
ter and the passage of time itself. This
distinction between the two types of
inÞnity provided a solution to ZenoÕs
paradoxes. Traversing a region of space
does not involve moving across an ac-
tual inÞnity of subregions, which would
be impossible. But it does mean cross-
ing a potential inÞnity of subregions, in
the sense that there can be no end to
the process of dividing the space. This
conclusion, fortunately, is harmless.

AristotleÕs parting of the actual and
the potential inÞnite long stood as or-
thodoxy. Nevertheless, scholars usually
interpreted his reference to time as a
metaphor for something deeper and
more abstract. Existing Òin timeÓ or ex-
isting Òall at onceÓ assumed much
broader meanings. To take exception to
the actual inÞnite was to object to the
very idea that some entity could have a
property that surpassed all Þnite mea-
sure. It was also to deny that the inÞnite
was itself a legitimate object of study.

Some 2,000 years later the inÞnite,
both actual and potential, exercised
mathematicians once more as they de-
veloped the calculus. Early work on the
calculus, ushered in by Isaac Newton

and Gottfried Wilhelm Leibniz in the
late 17th century, fell far short of Greek
standards of rigor. Indeed, mathemati-
cians had made extensive, uncritical use
of inÞnitesimals, items taken to be too
small for measure. Sometimes these
quantities were considered equal to
zero. For example, when they were ad-
ded to another number, the value of the
original number remained the same. At
other times, they were taken to be dif-
ferent from zero and used in division.
Guillaume Fran�ois Antoine de lÕH�pi-
tal wrote: ÒA curve may be regarded as
the totality of an inÞnity of straight
segments, each inÞnitely small: or . . . as
a polygon with an inÞnite number of
sides.Ó Only in the 19th century did
French mathematician Augustin-Louis
Cauchy and German mathematician
Karl Weierstrass resuscitate the meth-
od of exhaustion and give the calculus
a secure foundation.

The InÞnite and Equinumerosity

As a result of CauchyÕs and Weier-
strassÕs work, most mathematicians

felt less threatened by ZenoÕs paradox-
es. Of more concern by then was a fam-
ily of paradoxes born in the Middle Ages
dealing with equinumerosity. These
puzzles derive from the principle that
if it is possible to pair oÝ all the mem-
bers of one set with all those of anoth-
er, the two sets must have equally many
members. For example, in a nonpolyga-
mous society there must be just as
many husbands as wives. This principle
looks incontestable. Applied to inÞnite
sets, however, it seems to ßout a basic
notion Þrst articulated by Euclid: the
whole is always greater than any of its
parts. For instance, it is possible to pair
oÝ all the positive integers with those
that are even: 1 with 2, 2 with 4, 3 with
6 and so onÑdespite the fact that pos-
itive integers also include odd numbers.

The medievals proÝered many simi-
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Archimedes and the Area of a Circle

How did Archimedes use the method of exhaustion to
find the area of a circle? Here is the corruption of his

argument. Imagine a circle C that has a radius r. For each
integer n greater than 2, we can construct a regular poly-
gon with n sides and inscribe it inside C. This n-sided poly-
gon—call it Pn—can be divided
into n congruent triangles. Label
the base of each triangle bn and
its height hn. Then the area of
each triangle is 1/2 bnhn. Thus,
the area of Pn as a whole is n (1/2
bnhn ), or 1/2 nbnhn. But C itself is
a polygon with infinitely many, in-
finitely small sides. In other

words, C results when we extend the original definition of
Pn and allow n to be infinite. In this case, nbn is the circum-
ference of C, which equals 2πr (which follows from the
definition of π), and hn is the radius r. So the area of C is
1/2(2πrr ), or simply πr2.

P4 P6 P8 P12

1 2

4
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9

4  . . .  n  . . . 

16  . . .  n2 . . .1

SETS ARE THE SAME SIZE if all their
members can be paired with one anoth-
er. But this principle seems to be violat-
ed in inÞnite sets. All the squared inte-
gers can be matched with every single
positive integer (above), even though
the set of squares seems smaller. Simi-
larly, all the points on the smaller
sphere can be paired oÝ with those on
the larger one (left ).JA
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lar examples, some of which were geo-
metric. In the 13th century the Scottish
mathematician John Duns Scotus puz-
zled over the case of two concentric
circles: all the points on the shorter cir-
cumference of the smaller circle can be
paired oÝ with all the points on the
longer circumference of the bigger cir-
cle. The same result applies to two
spheres [see bottom illustration on oppo-

site page]. Some 350 years later Galileo
discussed a variation of the pairing ex-
ample of the even integers, based in-
stead on squared integers. Particularly
striking is the fact that as increasingly
larger segments of the sequence of pos-
itive integers are considered, the propor-
tion of these integers that are squares
tends toward zero. Nevertheless, the
pairing still proceeds indeÞnitely.

It is certainly tempting, in view of
these diÛculties, to eschew inÞnite sets
entirely. More generally, it is tempting
to deny, as did Aristotle, that inÞnitely
many things can be gathered together
all at once. Eventually, though, Cantor
challenged the Aristotelian view. In
work of great brilliance he took the
paradoxes in his stride and formulated
a coherent, systematic and precise the-
ory of the actual inÞnite, ready for any
skeptical gaze. Cantor accepted the
Òpairing oÝÓ principle and its converse,
namely, that no two sets are equinu-
merous unless their members can be
paired oÝ. Accordingly, he accepted that
there are just as many even positive in-
tegers as there are positive integers al-
together (and likewise in the other
paradoxical cases).

Let us for the sake of argument, and
contemporary mathematical convention
for that matter, follow suit. If this prin-
ciple means that the whole is no great-
er than its parts, so be it. We can in fact
use this idea to deÞne the inÞnite, at
least in its application to sets: a set is
inÞnite if it is no bigger than one of its
parts. More precisely, a set is inÞnite if
it has as many members as does one of
its proper subsets.

What remains an open question, once
things have been clariÞed in this way, is
whether all inÞnite sets are equinumer-
ous. Much of the impact of CantorÕs
work came in his demonstration that
they are not. There are diÝerent inÞnite
sizes. This proposition results from
what is known as CantorÕs theorem: no
set, and in particular no inÞnite set, has
as many members as it has subsets. In
other words, no set is as big as the set
of its subsets. Why not? Because if a set
were, it would be possible to pair oÝ all
its members with all its subsets. Some
members would then be paired oÝ with
subsets that contained them, others
not. So what of the set of those mem-

bers that were not included in the set
with which they had been paired? No
member could be paired oÝ with this
subset without contradiction.

The argument can be recast in a dia-
gram [see illustration above]. For conve-
nience, I will focus on the set of positive
integers. I can represent any subset of
the set of positive integers by an inÞ-
nite sequence of yeses and noes, regis-
tering whether successive positive inte-
gers do or do not belong to the set. For
example, the set of even integers can be
represented by the sequence <no, yes,
no, yes, no.. . >, corresponding to 1, 2, 3,
4, 5, and so forth. We can do the same
for the set of odd integers <yes, no, yes,
no, yes. . . >, the set of prime numbers
<no, yes, yes, no, yes. . . > and the set of
squares <yes, no, no, yes, no. . . >. Gen-
erally, then, any assignment of diÝerent
subsets to individual positive integers
(such as the purely arbitrary example
illustrated) can be represented as an
inÞnite square of yeses and noes.

To show that at least one subset is
nowhere on this list of subsets, we
make a new subset by moving down
the ÒsquareÕs diagonal,Ó replacing each
yes with a no, and vice versa. In the
case illustrated, we write < yes, yes, no,
no.. . >. What results represents the sub-
set in question. For by construction it
diÝers from the Þrst subset listed with
respect to whether 1 belongs to it, from
the second with respect to whether 2
belongs to it, from the third with re-
spect to whether 3 belongs to it, and so
on. There is a pleasant historical quirk
here: just as studying a diagonal had
led the Pythagoreans to acknowledge
an inÞnitude beyond the grasp of the
positive integers, the same was true in
a diÝerent way in CantorÕs case.

Cantor later devised inÞnite cardi-

nalsÑnumbers that can be used to mea-
sure the size of inÞnite sets. He invent-
ed a kind of arithmetic for them as well.
Having deÞned his terms, he explored
what happens when one inÞnite cardi-
nal is added to another, when it is mul-
tiplied by another, when it is raised to
a power, and so forth. His work showed
mathematical craftsmanship of the high-
est caliber. But even in his own terms,
diÛculties remained. The continuum
problem is perhaps the best known of
these troubles. The set of positive inte-
gers, we have seen, is smaller than the
set of sets of positive integers. But how
much smaller? SpeciÞcally, are there
any sets of intermediate size?

CantorÕs Continuum Hypothesis

CantorÕs own hypothesis, his famous
Òcontinuum hypothesis,Ó was that

there are not. But he never successfully
proved this idea, nor did he disprove
it. Subsequent work has shown that the
situation is far graver than he had imag-
ined. Using all the accepted methods of
modern mathematics, the issue cannot
be settled. This problem raises philo-
sophical questions about the determi-
nacy of CantorÕs conception. Asking
whether the continuum hypothesis is
true may be like asking whether Ham-
let was left-handed. It may be that not
enough is known to form an answer. If
so, then we should rethink how well
CantorÕs work tames the actual inÞnite.

Of even more signiÞcance are ques-
tions surrounding the set of all sets.
Given CantorÕs theorem, this collection
must be smaller than the set of sets of
sets. But wait! Sets of sets are them-
selves sets, so it follows that the set of
sets must be smaller than one of its
own proper subsets. That, however, is
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CANTORÕS THEOREMÑthat no set has as many members as it has subsetsÑis
proved by diagonalization, which creates an extra subset. Each subset of the set of
positive integers is represented as a series of yeses and noes. A yes indicates that
the integer belongs to the subset; a no that it does not. Replacing each yes with a
no, and vice versa, down the diagonal (shaded area) creates another subset.
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impossible. The whole can be the same
size as the part, but it cannot be small-
er. How did Cantor escape this trap?
With wonderful pertinacity, he denied
that there is any such thing as the set
of sets. His reason lay in the following
picture of what sets are like. There are
things that are not sets, then there are
sets of all these things, then there are
sets of all those things, and so on,
without end. Each set belongs to some
further set, but there never comes a set
to which every set belongs.

CantorÕs reasoning might seem some-
what ad hoc. But an argument of the
sort is required, as revealed by Bertrand
RussellÕs memorable paradox, discov-
ered in 1901. This paradox concerns
the set of all sets that do not belong to
themselves. Call this set R. The set of
mice, for example, is a member of R; it
does not belong to itself because it is 
a set, not a mouse. RussellÕs paradox
turns on whether R can belong to itself.
If it does, by deÞnition it does not be-
long to R. If it does not, it satisÞes the
condition for membership to R and so
does belong to it. In any view of sets,
there is something dubious about R. In
CantorÕs view, according to which no
set belongs to itself, R, if it existed,
would be the set of all sets. This argu-
ment makes CantorÕs picture, and the
rejection of R that goes with it, appear
more reasonable.

But is the picture not strikingly Aris-
totelian? Notice the temporal metaphor.
Sets are depicted as coming into being

ÒafterÓ their membersÑin such a way
that there are always more to come.
Their collective inÞnitude, as opposed
to the inÞnitude of any one of them, is
potential, not actual. Moreover, is it not
this collective inÞnitude that has best
claim to the title? People do ordinarily
deÞne the inÞnite as that which is end-
less, unlimited, unsurveyable and im-
measurable. Few would admit that the
technical deÞnition of an inÞnite set ex-
presses their intuitive understanding of
the concept. But given CantorÕs picture,
endlessness, unlimitedness, unsurveya-
bility and immeasurability more prop-
erly apply to the entire hierarchy than
to any of the particular sets within it.

In some ways, then, Cantor showed
that the set of positive integers, for ex-
ample, is ÒreallyÓ Þnite and that what is
ÒreallyÓ inÞnite is something way be-
yond that. (He himself was not averse
to talking in these terms.) Ironically, his
work seems to have lent considerable
substance to the Aristotelian orthodoxy
that ÒrealÓ inÞnitude can never be actual.

Some scholars have objected to my
suggestion that, in CantorÕs conception,
the set of positive integers is ÒreallyÓ Þ-
nite. They complain that this assertion
is at variance not only with standard
mathematical terminology but also, con-
trary to what I seem to be suggesting,
with what most people would say.

Well, certainly most people would say
the set of positive integers is ÒreallyÓ
inÞnite. But, then again, most people
are unaware of CantorÕs results. They

would also deny that one inÞnite set
can be bigger than another. My point is
not about what most people would say
but rather about how they understand
their termsÑand how that understand-
ing is best able, for any given purpose,
to absorb the shock of CantorÕs results.
Nothing here is forced on us. We could
say some inÞnite sets are bigger than
others. We could say the set of positive
integers is only Þnite. We could hold
back from saying either and deny that
the set of positive integers exists.

If the task at hand is to articulate
certain standard mathematical results,
I would not advocate using anything
other than standard mathematical ter-
minology. But I would urge mathemati-
cians and other scientists to use more
caution than usual when assessing how
CantorÕs results bear on traditional con-
ceptions of inÞnity. The truly inÞnite, it
seems, remains well beyond our grasp.
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The diagonalization used in establishing Cantor’s theo-
rem also lies at the heart of Austrian mathematician

Kurt Gödel’s celebrated 1931 theorem. Seeing how offers
a particularly perspicuous view of Gödel’s result.

Gödel’s theorem deals with formal systems of arith-
metic. By arithmetic I mean the theory of positive integers
and the basic operations that apply to
them, such as addition and multiplica-
tion. The theorem states that no sin-
gle system of laws (axioms and rules)
can be strong enough to prove all true
statements of arithmetic without at
the same time being so strong that it
“proves” false ones, too. Equivalently,
there is no single algorithm for distin-
guishing true arithmetical statements
from false ones. Two definitions and
two lemmas, or propositions, are need-
ed to prove Gödel’s theorem. Proof of
the lemmas is not possible within
these confines, although each is fairly
plausible.

Definition 1: A set of positive inte-
gers is arithmetically definable if it

can be defined using standard arithmetical terminology.
Examples are the set of squares, the set of primes and the
set of positive integers less than, say, 821.

Definition 2: A set of positive integers is decidable if
there is an algorithm for determining whether any given
positive integer belongs to the set. The same three sets

above serve as examples.
Lemma 1: There is an algorithmic

way of pairing off positive integers
with arithmetically definable sets.

Lemma 2: Every decidable set is
arithmetically definable.

Given lemma 1, diagonalization
yields a set of positive integers that is
not arithmetically definable. Call this
set D. Now suppose, contrary to Gö-
del’s theorem, there is an algorithm for
distinguishing between true arithmeti-
cal statements and false ones. Then D,
by virtue of its construction, is decid-
able. But given lemma 2, this proposi-
tion contradicts the fact that D is not
arithmetically definable. So Gödel’s
theorem must hold after all. Q.E.D.

Diagonalization and G�delÕs Theorem
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R
emains of the worldÕs Þrst cities
are the most noteworthy fea-
tures of the landscape in south-

ern Iraq, and for nearly two centuries
archaeologists have probed them and
puzzled over their artifacts. Built up
over the course of Þve and a half mil-
lennia of intermittent occupation, these
tellsÑmounds of building rubble and
associated artifactsÑcan be as large as
a mile in diameter; some rise more than
100 feet above the plain. Babylon, Ur,
Uruk, Nippur and Kish have yielded
abundant evidence of the material cul-
ture of Mesopotamian society. Thanks

to their citizensÕ relatively imperishable
writing mediumÑclay tabletsÑthey
have also provided detailed textual tes-
timony on political, intellectual, reli-
gious and social institutions.

Nevertheless, the physical and social
organization of these most ancient cit-
ies is still poorly understood, for a vari-
ety of reasons. Paradoxically, the very
richness of evidence has led to igno-
rance. The tells are so massive that even
the best-Þnanced Þeld parties can exca-
vate only tiny fractions of each city.
More important, the arrangements of
buildings that archaeologists uncover

generally do not represent a city that ac-
tually existed at one particular time.
The ancient inhabitants built on earlier
structures in some cases and swept
them away or modiÞed them in others.
One might imagine a similar problem
facing archaeologists trying to under-
stand London a few thousand years
hence: they would be confronted by the
mixed remains of modern skyscrapers,
Victorian buildings, Norman castles and
even a Roman garrison; reconstructing
the city as it looked during any given
period would be almost impossible.

Urban sociologists have long known

The Tapestry of Power
in a Mesopotamian City

Mashkan-shapir was for a brief time one of the most important 
cities in the civilized world. Its remains challenge traditional 

notions of power distribution in early urban society

by Elizabeth C. Stone and Paul Zimansky
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MASHKAN-SHAPIR at the height of its power in about 2000
B.C.E. was the second capital of the Mesopotamian kingdom
centered at Larsa. Politics, trade, manufacturing and reli-
gious ceremonies all took place within its walls in a society
that, the authors argue, appears to have been based more on
consultation than on coercion. Changes in local alliances led
to Mashkan-shapirÕs abandonment about 200 years later,
and it has since vanished almost entirely (inset ).

that the plans of contemporary cities
reßect patterns of social organization.
Our own survey of non-Mesopotamian
early cities shows that similar conclu-
sions can be drawn about early urban
sites. Where power is highly focused
and based on coercion, centers of ad-
ministration, religion, manufacture and
trade cluster together, surrounded by
residences of the elite. In contrast, soci-
eties in which diverse groups share con-
trol and in which decision making takes
place at various levels of the social hier-
archy show little or no evidence of such
concentration. The intimate ties be-
tween elites and the rest of the popula-
tion in these decentralized cities are
mirrored by a mixture of rich and poor
houses in each residential district.

Where are humankindÕs Þrst cities to
be placed in this spectrum? Archaeolo-
gists have tended to emphasize central-
ization, but a close look at their reason-
ing, combined with our recent Þndings
at a site called Mashkan-shapir, indicate
that this view needs revision. Early ex-
cavations in Mesopotamia focused on
seats of wealth and powerÑpalaces and
templesÑand led researchers to take a
similarly narrow view in reconstructing
the society that built them. Yet concen-
tration on the physical remains of high
status obscured the fact that Mesopota-
mian texts do not identify clearly diÝer-
entiated social classes. Instead they re-
cord the importance of general assem-
blies in decision making.

There may also be a more subtle bias
at work. Historians recognize that indus-
trialism and capitalism have so trans-
formed the world that there are no mod-
ern analogues for ancient cities. Rather
than considering a wide range of poten-
tial urban organizations, however, some
scholars have perhaps too readily pos-
ited a uniÞed model for a Òpreindustrial
cityÓ based on a few, well-studied (and
centralized) examples. In devising this
model they have rarely looked further
aÞeld than ancient Greece and some-
times no further than medieval Europe.

As a result, researchers have in eÝect
taken for granted that cities in Mesopo-
tamia were shaped by the same forces
as were later European ones, among
them a stable agricultural base and a
Þxed value for any given plot of land. In
fact, the economic base in this region
was anything but geographically sta-
bleÑas indicated by the importance of
nomadic herding. Even cultivated land
was impermanent: annual ßoods, high
evaporation rates and rapid poisonous
salinization of land under cultivation
led to a constantly shifting mosaic of
rich irrigated Þelds and orchards, des-
erts and marshes, in which wealth or
power had little to do with permanent
control of a particular parcel. Detailed
descriptions of many preindustrial ur-
ban civilizationsÑin West Africa, the
Islamic Middle East and the New World
at the time of the conquistadorsÑshow
considerable variability in organization;

they also suggest a link between the
permanence of agricultural land and the
degree of social and political centraliza-
tion. There is thus no reason to assume
a priori that Mesopotamian cities were
especially centralized.

An Untouched Site

The archaeological project that led
to the discovery of Mashkan-shapir

came about when we decided to attack
the question of urban organization by
seeking out a site that had been occu-
pied only during a single period. The
ruins of such a short-lived city would
provide a snapshot of urban layout; by
analyzing that physical organization,
we would be able to draw some conclu-
sions about whether it arose through
coercion by priests and kings or by con-
sensus among diverse segments of so-
ciety. We were looking for a site that
was of urban scale but otherwise quite

ELIZABETH C. STONE and PAUL ZI-
MANSKY have collaborated for more
than 20 years on the study of ancient
cities in the Middle East. Stone, who re-
ceived her Ph.D. in 1979 from the Univer-
sity of Chicago, is professor of anthro-
pology at the State University of New
York at Stony Brook. Zimansky received
his Ph.D. in 1980 from the University of
Chicago and is now associate professor
of archaeology at Boston University.
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diÝerent from the great cities that had
been investigated beforeÑoccupied for
a short time and left relatively undis-
turbed since its abandonment.

Looking through data collected by
other archaeologists on the overall dis-
tribution of ancient settlements in Iraq,
we chose a site that Robert McC. Adams,
then at the University of Chicago, had
found in the mid-1970s. He had given
it a number but no name.

Our initial visit in January 1987 took
place under less than ideal circum-
stancesÑit coincided with the Þrst day
of IranÕs ÒÞnal oÝensiveÓ against Iraq
during the Iran-Iraq war. Nevertheless,
we could see that the site was littered
with traces of occupation. Walls, pot-
tery, graves, even ancient canals were
all clearly visible across an area more
than half a mile in diameter. Most of
the shards dated to the Þrst quarter of
the second millennium B.C.E. Both the
quantity and quality of the remains
made it clear that the only recent visi-
tors to this place, Bedouin and their
camels, had left it largely undisturbed. 

The site stayed nameless for another
two years while we made arrangements
to return. Then, in 1989, shortly after
we began our survey, we chanced on a
chunk of baked clay near the remains of
a gate in the city wall. The chunk bore a
cuneiform inscription. In short order we
brushed clean 150 similar fragments,
which together turned out to carry mul-
tiple copies of an inscription commem-
orating the wallÕs construction. On the
third piece we examined were three
clearly legible signs of the four that are
used to write ÒMashkan-shapirÓ: the

name of what was once, albeit brießy,
one of the most important cities in the
world.

Mashkan-shapir Þrst appears in the
historical record as a small sheep-rear-
ing village on the fringe of the Mesopo-
tamian heartland in the latter part of
the third millennium B.C.E. It probably
would have remained obscure had it
not been for the political intricacies of
the early second millennium. Shortly
before 2000 B.C.E., an empire centered
at Ur, which had controlled the entire al-
luvial plain, collapsed. For the next two
centuries, several cities vied for hege-
mony, foremost among them Isin and
Larsa. Larsa was probably more power-
ful, but Isin was farther upstream on
the Euphrates River and so could im-
pede its rivalÕs access to essential com-
modities, such as wood, metal and
stone, coming down the river from the
northwest. Larsa countered by moving
to control the eastern part of the valley
and to secure access to the Tigris River.
As LarsaÕs northern outpost, Mashkan-
shapir quickly grew to urban size, even-
tually serving as a second capital for
the kingdom.

The city retained its role after Isin was
defeated, because the rise of Babylon
under HammurabiÕs rule in the early
18th century B.C.E. created similar com-
petition for control of access to goods.
Soon enough, however, HammurabiÕs
conquests, which reunited most of
southern Mesopotamia, made Mashkan-
shapirÕs strategic position irrelevant.
The city was abandoned around 1720
B.C.E., and the watercourses that had
sustained it fell into disrepair. Mash-

kan-shapir disappeared into the desert.
There is ample historical testimony

as to what kind of a place Mashkan-sha-
pir was during its brief ßowering. As a
second capital to Larsa, it was a politi-
cal city where much diplomatic activity
was conducted. It was also a gateway to
the trade route up the Tigris. Finally, it
housed a primary sanctuary to Nergal,
god of death, among the most powerful
deities in the Mesopotamian pantheon.
Because administration, religion and
trade were the major activities in other
large Mesopotamian cities, the organi-
zation of Mashkan-shapir has strong
implications for that of other sites.

DiÛculties in the Field

Opportunities for work at the site
have been constrained both by the

time required to raise funds for extend-
ed Þeldwork and by the political vicis-
situdes of the region. We undertook the
initial exploration in two three-week
campaigns in 1987 and 1989. From Jan-
uary through May 1990 we were able to
work continuously at the site thanks to
the support of the National Science
Foundation, the National Endowment for
the Humanities, the National Geograph-
ic Society and the American Schools of
Oriental Research. We conducted a thor-
ough surface survey and aerial recon-
naissance to map the main features of
the site, supplemented by modest exca-
vations to determine the relation be-
tween surface traces and subsurface
remains. We also made use of satellite
imagery to understand local geology.

Shortly after we Þnished the Þrst
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ANCIENT MESOPOTAMIA covered the
region between the Tigris and Euphra-
tes rivers in what is now Iraq (map, left ).
Mashkan-shapir (center ) rose to promi-
nence because of its strategic position
near the Tigris; it controlled trade in
many goods that came down the water-
way from the north. A satellite photo-
graph (right ) shows the location of the
city (green), its canals and the Tigris at
the time Mashkan-shapir ßourished.

IRAQ
BAGHDAD

IA
N

 W
O

R
P

O
LE

ISIN

MASHKAN-
SHAPIR

NIPPUR

LARSA

UR

BABYLON TIGRIS

EUPHRATES

MODERN RIVER

ANCIENT WATERCOURSE

IA
N

 W
O

R
P

O
LE

Copyright 1995 Scientific American, Inc.



phase of the project and returned to the
U.S., IraqÕs invasion of Kuwait brought
an end to archaeological work by for-
eigners. We hope that someday we can
return and apply the insight we now
have to make excavations at locations
that will be most informative about the
operation of this ancient city.

Survey by Kite and Foot

Mapping Mashkan-shapir was not
easy. The cityÕs remains hardly

form a tell in the traditional sense. The
site has been seriously eroded by wind,
which has reduced the latest buildings
to foundations and left heavier artifacts
exposed on the surface. Only in a few
places do the contours of the site rise
more than two meters above the plain.

As a result, larger architectural pat-
terns, such as the path of the city wall,
were diÛcult to make out from ground
level. Indeed, Mashkan-shapirÕs wall is
visible only from the air for much of its
circumference, and in some places it has
vanished entirely. Aerial reconnaissance
was essential to our work. We took ad-
vantage of the siteÕs strong winds to loft
a camera-bearing kite. The elevation of
the kite changed with wind velocity,
and so the area included in each image
varied considerably. We did our best to
make up for these irregularities by tak-
ing many pictures and having a great
deal of redundancy in our coverage.

The 1,600 aerial photographs we took
would have been of little use in map-
ping were it not for software designed
to facilitate analysis of satellite images
and to create maps for city planners

and geographers. We had marked the
corners of the squares in our survey
grid, each measuring 50 meters on a
side, with crosses that would be visible
in the photographs, thus making it pos-
sible to orient the images and compen-
sate for geometric distortions caused
by the swinging of the camera. Digi-
tized versions of the images were cor-
rected, recomposed at a uniform scale
and assembled in a mosaic detailed
enough to identify the position of each
individual brick on the siteÕs surface.

We combined aerial reconnaissance
with a pedestrian survey based on the
same 50-meter grid. A member of our
team walked over each grid square in a
pattern designed to ensure that noth-
ing was missed, marking key features
and artifacts with surveyorÕs ßags. We
indicated scattered fragments of bricks,
potsherds, copper or ceramic slag, kiln
fragments and bitumen on our map in
terms of concentrations rather than in-
dividual pieces because there were far
too many to count. From sampling in
limited areas we estimate that at least
30 million pieces of pottery larger than
a Þngernail lay on the surface.

During the course of the survey, we
also mapped graves, platforms of baked
brick and mud brick, edges of canals
and traces of the city wall. And we lo-
cated more than 1,200 individual arti-
facts: tools, weapons, jewelry, pieces of
statuary, plaques, Þgurines, small mod-
els and whole pots. The variable distri-
bution of artifacts bore testimony to
the complexity of this short-lived city.

For a broader view of the geography
around Mashkan-shapir, we turned to

an image taken by a French SPOT re-
mote-sensing satellite in May 1988. The
image reveals an ancient bed of the Ti-
gris near the site, which explains why
the city was built more than 20 miles
from the nearest modern watercourse.
The picture also shows the outlines of
a series of canals originating in the riv-
er and bisecting the city.

A City of Canals

From these Þndings we were able to
discern a great deal about life in

Mashkan-shapir. Like all Mesopotamian
cities of its era, it was surrounded by a
mud-brick wall interrupted by a num-
ber of gates. We identiÞed three gates.
Two were for road traÛc; they were lo-
cated near major canals presumably be-
cause then, as now, roads ran along the
waterways that served as vital lines of
communication. The pylons of the third
gate are on either side of a canal; per-
haps it served to regulate either the ßow
of water or of water traÛc.

Surprisingly, the city wall was not al-
ways built close to the edge of dense
settlement. An area between the settle-
ment and the wall remained empty, ex-
cept for six isolated buildings that seem
to have been storehouses. Many Meso-
potamian texts suggest that commodi-
ty exchange took place near city gates,
and so this space may have served as
some kind of market. Another appar-
ently unoccupied area, near a canal,
may have been a garden. We know that
some Mesopotamian cities incorporat-
ed such gardens because a map of Nip-
pur, scratched on a tablet dated a few
centuries later, shows a large garden
planted on one corner of the city.

The city proper was laid out in Þve
districts, separated by canals. A quad-
rilateral region in the middle was sur-
rounded by four larger areas to the
north, south, east and west [see illustra-
tion on next page]. The biggest districts,
to the north and east, were themselves
divided by canals. Broad harbors occu-
pied two of the canal junctions; they
must have been centers for commerce. 

Many of the cityÕs buildings were
lined up along the waterways, making
the canals an integral part of the urban
fabric. Mashkan-shapir is not the only
Mesopotamian city known to have been
arranged in this manner, but the extent
of canals elsewhere has been obscured
by the great height of the deposits that
have Þlled them in. Streets, which were
also covered by debris at other sites,
are just barely visible at Mashkan-sha-
pir. Some follow the lines of canals; oth-
ers cut across districts. On one such
street, the baked-brick traces of a bridge
(or perhaps two quays) can be seen
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where the street crosses a canal. Exca-
vations at other Mesopotamian cities
have shown that the main streets were
supplemented by a network of alleys
that gave access to individual houses.

Form Follows Function

The aerial photographs reveal addi-
tional demarcations. One wall sur-

rounded a segment of the western dis-
trict, and another wall cut across the
southern part of the central one. Both
are similar to an internal wall at Ur,
which marked the sacred space sur-
rounding the cityÕs primary temples.

How were the political, religious, eco-

nomic and social functions of Mash-
kan-shapir laid out within the physical
structure deÞned by streets, canals and
internal walls? From the ruins, we can
tell where various activities took place.

The primary temple at Mashkan-sha-
pirÑthat of Nergal, god of deathÑwould
have been the visual focal point of the
city. Raised up on a platform or ziggu-
rat, it could be seen for miles, and,
much like a medieval cathedral, it was
a symbol of power. The remains of the
baked-brick and mud-brick platforms
that seem to have supported the most
important sanctuaries lie in the south-
ern region, which was cut oÝ by a canal.
The religious character of these plat-

forms was made clear by the discovery
of 70 fragments of life-size terra-cotta
statues of humans, lions, dogs and hors-
es. Statues of lions frequently adorned
the entrances of even minor temples in
Mashkan-shapirÕs time, but archaeolo-
gists have found the more complex hu-
man and animal statues only at major
cities such as Isin. 

Across the canal in the central dis-
trict was another area with religious
overtones, identiÞable by another plat-
formÑthe only one so far discovered
outside the religious quarter. This re-
gion contains traces of numerous buri-
als and a concentration of such grave
goods as jewelry and weapons. The area

122 SCIENTIFIC AMERICAN April 1995

URBAN AREA about a kilometer square was separated into
Þve regions by canals. Remnants of religious and administra-
tive activities were found at the periphery. Workshops for
the making of stone, copper and ceramic objects were scat-

tered rather than being concentrated in a single district; cop-
persmiths plied their trade along the main street of the cen-
tral district. This relatively even distribution implies a city in
which diÝerent classes lived for the most part side by side.
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is also cut oÝ from the rest of the set-
tlement by a wall. Most graves at other
Mesopotamian sites (and many at Mash-
kan-shapir) appear in domestic areas,
and so this cemetery suggests that one
segment of the societyÑperhaps that
associated with the religious or admin-
istrative centerÑhad a separate burial
ground, probably with an attached
temple.

A third distinctive region within the
city was the walled-oÝ enclosure in the
west, which we believe was an adminis-
trative center. It contained a series of
very regularly built structures, quite un-
like the more haphazard construction
of private houses. Although the struc-
tures clearly do not constitute a palace
such as the one at Mari, which dates to
the same era, they may have performed
some of the same administrative func-
tions. Like palaces elsewhere, this en-
clave at Mashkan-shapir is at the pe-
riphery of the city. Furthermore, during
the 1990 season we excavated numer-
ous unbaked clay sealings from the
buildings in this enclosure. These piec-
es of clay, bearing the impression of
carved stone seals, were attached to
ropes that closed doors or were embed-
ded in the material that closed storage
jars, much as a wax seal might be placed
on a letter. They have no place in do-
mestic contexts. 

The enclosure contained an oddity as
wellÑa concentration of model chari-
ots decorated with representations of
the major gods of the city, Nergal and
Shamash, the sun god. It is diÛcult 
to say for certain what function these
small, two-wheeled vehicles served.
Their prevalence in an oÛcial space
rules out the possibility that they were
toys. One possible interpretation is that
they served to represent these gods in
such legal issues as oath taking.

No Focus of Power

Our survey has identiÞed no other
areas of specialized architecture at

Mashkan-shapir. Everywhere else the
artifacts may be characterized as do-
mesticÑÞgurines, small tools and weap-
ons, commonplace jewelry (such as
shell rings) and the traces of houses
and burials.

The major roads and canals probably
divided this large urban space into dis-
crete residential neighborhoods, but if
so they were not segregated by wealth
or status. Stone bowls and metal ob-
jects (made of imported material and
representing signiÞcant investments of
labor) were scattered quite evenly. Had
they been more prevalent in one area
than another, an argument could be
made for elite residential districts. Cyl-

inder sealsÑancient badges of oÛce and
items of considerable value in them-
selvesÑwere also evenly dispersed.

Similarly, we found that manufactur-
ing took place throughout the city.
There appears to have been a slight con-
centration of ÒsmokestackÓ industry,
such as copper smelting and pottery
making on the southeastern, leeward
side of the city, but artisans appear to
have undertaken their work in houses
surrounded by other residences. No sin-
gle section of the site could be called a
manufacturing district. CoppersmithsÑ
their workshops marked by concentra-
tions of copper slagÑplied their trade
along the main street of the central dis-
trict, for example, but we found most
decorative stones and their associated
grinders in the southeast. There were
two centers of ceramic production
(marked by ceramic slag and kiln frag-
ments), one in the north and one in the
east. Both were clustered around the
smaller canals that ran through these
areas. In short, the spatial arrangement

of manufacturing yields the same most-
ly decentralized picture as the arrange-
ment of houses and artifacts.

Our survey of Mashkan-shapir does
not appear to support a highly central-
ized model for Mesopotamian citiesÑ
or for their social organization. It is
true that we identiÞed clear foci of reli-
gion and administration. But they were
sequestered in the southern part of the
site. Indeed, they were separated from
each other and from the rest of the city
by major canals. Moreover, these po-
tential power centers were far from the
regions where commerce took placeÑ
the harbors and the known city gates.
The production of goods seems to have
been in the hands of artisans who lived
within broader residential neighbor-
hoods that housed both commoners
and members of the elite.

The overall organization of Mashkan-
shapir suggests that textual sources
have not misled us about the broad in-
volvement of Mesopotamian city dwell-
ers in shaping their local power rela-
tionships. This conclusion, in turn, may
reßect on earlier social structures: if
citizens lived in a relatively uncentral-
ized system during the Old Babylonian
period, when Mashkan-shapir was thriv-
ing, it appears highly unlikely that local
authority was more Þrmly in the hands
of a small elite in earlier periods. As a
result, the grounds for seeking the ori-
gins of civilization in processes of con-
quest and coercion seem, at the very
least, far from compelling.
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ARTIFACTS recovered at Mashkan-sha-
pir are evidence of the diversity of life
there. The cylinder seal (a), made of im-
ported carnelian, may have been used
to seal oÛcial documents. Fragments of
model chariots (b) may have played a
role in oath taking. The copper harpoon
(c) was used to catch Þsh in canals and
rivers; the terra-cotta lion plaque (d )
served as decoration in a building.
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D
uring the past century, preventive medicine has rev-
olutionized how most Americans live and die. Immu-
nizations now protect against diseases that only a

few generations ago crippled or killed scores of children ev-
ery year. Public health initiatives mandating cleaner air and
food, improved water and sewage systems, and safer home
and work environments have shielded the population from
infection and injury. Education programs hymn the merits
of good nutrition, proper hygiene and regular exercise.

As a direct consequence, the leading causes of death in the
U.S. are now those conditions that most often come with age
and wearÑheart disease, chronic breathing disorders and
cancer. And even those pose less threat than they once did,
thanks to a host of diagnostic tests, medications and surgi-
cal procedures. Some experts now estimate that modern
medicine can forestall 70 percent of all illnesses.

Not surprisingly, then, when lawmakers began seriously
discussing health care reform two years ago, most pushed
for the inclusion of preventive medical services in insurance
beneÞts packages. They reasoned that once paid for, preven-
tive medicine would reach more people and thereby improve
the nationÕs well-being. Many further asserted that the in-
creased use of prevention would help cut medical spending.
The logic was simple: if fewer people got sick, fewer would
require medical care, and society would pay fewer bills. Here
lay a terriÞc bargainÑgreater health for less money.

But in fact, a burgeoning collection of studies shows that
disease prevention is rarely a steal. In a recent review of the
available data, the OÛce of Technology Assessment (OTA)
reported that of all the preventive services they evaluated,
only three paid for themselves in the end: prenatal care for
poor women, tests in newborns for some congenital disor-
ders (such as phenylketonuria and hypothyroidism) and
most childhood immunizations. In contrast, unless limited
to high-risk individuals, screening for cancer costs more
than does therapy. Moreover, only when restricted
to select groups do adult immunizations and
procedures to detect sexually transmitted
diseases prove cost-saving. And screening
for high blood pressure generally costs
more than does treating heart
attack and stroke victims.

Indeed, preventing disease often is more expensive than
treating it. In absolute terms, even commonplace illnesses
have a fairly low incidence in the general population. Vacci-
nations and screening tests must be given to many people to
avert even one case of some sicknesses. Providing a $10 test
to 10,000 people, then, entails the same expense as adminis-
tering a $100,000 treatment to one person. Further, preven-
tive measures are not perfect. Some small percentage of any
group receiving an immunization or screening test will de-
velop the disease anyway. And guarded against any one ail-
ment, these people systematically become more likely to
succumb to another. ÒEven if we were to be successful with
the prevention of all diseases,Ó notes Faith T. Fitzgerald of
the University of California at Davis, Òwe would bear a popu-
lation of older people undergoing biological decay, who could
live longer and cost more while they were dying.Ó

The fact that we all eventually die is no reason not to side-
step pain and suffering whenever possible, whatever the
price. If the goals of health care reform are to be met, how-
ever, policymakers cannot afford to take gambles. The na-
tion already lacks the resources needed to provide care for
its sick and dying. And investing in prevention indis-
criminately will further deplete those funds.
Analyses that stack the eÝectiveness of
care up against its cost are prov-
ing useful for weeding
out those preventive
services that buy
more hype

TRENDS IN HEALTH CARE

The Price of Prevention
by Kristin Leutwyler, staÝ writer

BLOOD PRESSURE SCREENING would
seem to be prevention that pays for it-
self. The test is cheap, and treating
high blood pressure helps many peo-
ple avoid heart attacks, strokes and
other expensive conditions. But in fact,
the cost-eÝectiveness of hypertension
screening varies considerably. It costs
far less to add a healthy year of life by
screening 60-year-olds than by screen-
ing younger individuals. So, too, moni-
toring any age group buys less health
for the females than for the males,
who are more often hypertensive.
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Policymakers frequently suggest that preventive medicine pays for 
itself. In fact, studies now show that this claim is rarely true. 

Still, prevention is often a worthy health investment

and hope than health. ÒOn the
whole, cost-eÝectiveness studies have im-

proved, and they show us two things,Ó says
Harold C. Sox, Jr., of Dartmouth-Hitchcock Med-
ical Center, who also chairs the U.S. Preventive
Services Task Force. ÒThey give us better proof
that we can make a diÝerence with prevention
but that we have to work hard to achieve that
diÝerence.Ó

Figuring the Odds

Hard work is nothing new to prevention
proponents. It is often exceedingly diÛcult

to determine how well any one measure works or how much
it is really needed. In the realm of therapeutics, a patient
generally requires immediate care, and his or her recovery
gives some indication of whether a doctorÕs treatment suc-
ceeded. Prevention, on the other hand, applies to large num-
bers of ostensibly healthy people. No preventive action
comes free from possible side eÝects. Hence, a physicianÕs
obligation to guarantee greater beneÞt than harm, or pri-
mum non nocere, becomes more stringent. For this reason,
the medical community has come to hold prevention to a
higher standard of proof than therapeutics. The increasing
pressure to reduce medical spending has only upped the
ante. ÒYou had better not do something that is really expen-
sive and has potential harm as well as beneÞt unless youÕre
pretty darn certain it will make a diÝerence,Ó Sox says.

That diÝerence is usually fairly clear for primary preven-
tion, which encompasses counseling and immunizations.
Such measures are generally inexpensive, and so whatever
health they buy is a relative bargain. Indeed, workplace pro-
grams that encourage employees to exercise, eat properly
and quit smoking, among other things, have been found to
reduce a companyÕs medical bills on average by some 20
percent, notes James F. Fries of Stanford University and the
Health Project Consortium, a group of experts that annually
reviews health-promotion eÝorts.

Similarly, the value of immunization is usually high. It
comes into question only when the incidence of a disease
drops so low that the odds of infection rival the risk that se-
rious side eÝects will result from the vaccination. In the
1950s, for example, routine vaccinations had rid the U.S. of
smallpox. A national survey published in 1967 estimated that
the 14 million vaccinations given every year caused seven or

eight deaths
and hundreds of com-
plications, among them permanent
brain damage. At the same time, no travelers
had imported smallpox into the U.S. from elsewhere
for nearly two decades. Some health oÛcials proposed
during the late 1960s that vaccinations should be withheld
from the general public. As it happened, the U.S. discontin-
ued routine smallpox vaccinations in 1971, four years after
the World Health Organization had launched a campaign to
eradicate the disease altogether. The WHO initiative suc-
ceeded in part because the vaccinations eÝectively lowered
the risk of infection in the population. 

ÒPrimary prevention directly changes the probability that
someone will develop a disease,Ó notes David M. Eddy of
Kaiser Permanente Southern California. ÒIn contrast, most
screening tests, often called secondary prevention, have no
eÝect on the chances that someone will get a disease.Ó The
worth of such a test therefore depends on countless fac-
tors, including the false positive and false negative rates, the
populations tested and the natural course of the disease.
Also, unlike most primary preventive services, many screen-
ing tests must be repeated because certain diseases can
arise at any time. ÒIntermittent screening is far and away the
most complicated of all medical technology to analyze,Ó Eddy
notes. ÒAt what age do you start screening, how often do
you screen and when do you stop screening? The answers
to all these questions depend on individual risk factors.Ó

The current stew over cholesterol testing and treatment
stems from such quandaries. ÒMost people whose cholester-
ol I lower will not beneÞt, because chances are they would
not have suÝered a heart attack anyway,Ó says Robert H.
Brook of the University of California at Los Angeles and
Rand. Several clinical randomized trials have demonstrated
that treatment lessens the incidence of heart disease among
middle-aged men, but to date, no studies have considered
whether anyone younger or older stands to gain. Moreover,
some medical researchers speculate that the drugs used to
treat high cholesterol can do harm. ÒUntil that concern gets
cleared up, it would be best to avoid using cholesterol-low-
ering drugs in people who are at little risk of developing
heart disease in the Þrst place,Ó Sox says.

In addition, the OTA report noted that even for high-risk
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groups, cholesterol-lowering programs
appear to have no signiÞcant impact on
overall mortality. In several studies the
successfully treated men showed high-
er rates of death from violence, acci-
dents, trauma, suicide and cancer than
did untreated men. Perhaps they lived
longer than they would have without
treatment and therefore encountered
unforeseen health hazards. Or maybe
those men in the study who ate fatty
foods were also more likely to smoke,
drink or drive recklessly. Currently it 
is impossible to know whether a man
who spends money and time to lower
his cholesterol level has done anything
to prolong his life, although he may be
less likely to die from heart disease.

The preventive beneÞts of screening
for prostate cancer are even less well

documented: the evidence collected so
far does not prove that there are any.
Yet many more men now seek screening
than did a decade ago, when prostate-
speciÞc antigen (PSA) tests Þrst became
available. The test detects elevated PSA
levels in the blood, which indicate that
tumors may be present in the prostate.
But many other conditions also raise
PSA levels, and so the false positive rate
is high. Thus, although the measure is
quick and easy, it is not terribly reliable.
ÒI have patients now, highly educated
men, who, by God, want PSA screening
tests,Ó Fitzgerald says. ÒI tell them that
the false positive risk is higher than the
risk that they have prostate cancer, but
they say they think the test is going to
make them feel better.Ó

In the short run, maybe a negative re-

sult would have that eÝect. But suppose
it is positiveÑwhat then? Even if the re-
sult is correct, many of the microscopic
tumors that the test can detect may
never pose any problems. And starting
treatment may not stop those tumors
that would have progressed anyway.
ÒThere is no good evidence that the ear-
ly detection of prostate cancer prolongs
a manÕs life,Ó Sox says. If anything, the
sooner a man is diagnosed, the longer
he might worry about his fate. Further-
more, the early detection of any cancer
triggers a series of follow-up measures,
from biopsies and prophylactic surgery
to drug and radiation therapiesÑnone
of which come cheap.

ÒIf you are going to send millions of
healthy, happy people marching oÝ for
screening tests, taking time oÝ from
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Public health experts justify large investments
in prenatal care on the grounds that such pre-

vention produces savings. They reason that doc-
tor visits and screening tests during pregnancy re-
duce the number of low-weight births and thereby
cut the costs of postnatal care. As evidence, they
cite an array of analyses that estimate for every dol-
lar spent on prenatal care anywhere from $1.70 to
$3.38 is saved. Indeed, the Office of Technology
Assessment concluded that prenatal care for poor
women ultimately paid for itself.

Nevertheless, Frederick A. Connell of the Uni-
versity of Washington and Jane Huntington of the
Group Health Cooperative argue that the cost-sav-
ings claims for prenatal care are not convincing.
“Although there are many good arguments why
expectant mothers should receive prenatal care,”
Huntington says, “the cost-savings argument is
not one of them.” Connell and Huntington target-
ed three areas in which the available cost-savings analyses of prenatal care had most often erred:

• JUDGING THE IMPACT OF PRENATAL CARE 

For ethical reasons, researchers could not randomly assign women to control groups receiving no prenatal care. In
most studies the control groups therefore consisted of self-selected women whose health habits might have differed
from those who sought prenatal care. Consequently, factors other than lack of prenatal care may have caused some ba-
bies to be born at low weights. In fact, recent analyses have not been able to demonstrate that prenatal care lowers the
incidence of low birth weight.

• ESTIMATING THE COSTS OF PRENATAL CARE

The price of prenatal care in the studies Connell and Huntington considered ranged from $380 to $1,042 per preg-
nancy. These studies assumed that routine prenatal care effectively prevented low-weight births. But more comprehen-
sive monitoring and social support services, which undoubtedly cost more, may often be necessary to achieve the goal
of preventing low-weight births, especially among low-income women. Moreover, these women often need assistance
simply to see a doctor in the first place. None of the analyses took this expense into account.

• CALCULATING THE SAVINGS

The estimated amounts saved by prenatal care in the selected studies ranged from $347 to $13,616 per pregnancy.
But Connell and Huntington argue that one cannot predict savings based simply on the costs of caring for an “average”
low-birth-weight baby. Very small infants are extremely expensive, whereas moderately low-weight babies may require
only a few extra days in the hospital after delivery. Although the greatest savings can be achieved by avoiding the small-
est birth weights, these occurrences are in fact the hardest to prevent. 

Prenatal CareÑA Questionable Bargain?
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work or play, looking for parking spac-
es and being subjected to the chance of
false positive test results, you ought to
have reason to believe they will come
out ahead,Ó Eddy adds. 

Hedging Bets

Sometimes even mounds of data give
little proof of some preventive mea-

sureÕs impact. Consider breast cancer,
the second leading cause of cancer
deaths among American women. It con-
sumes more health care dollars than
any other cancerÑ$6.5 billion in 1990
alone. The results from several major
trials consistently credit mammography
with averting 30 percent of breast can-
cer deaths among women aged 50 to 70.
Yet most also demonstrate that younger
women gain very little. Even if a woman
younger than 50 years discovers she has
breast cancer through screening, the
odds that she might die from the dis-
ease remain more or less the same.

ÒMore or lessÓ is the hitch. The rela-
tive risk of mortality has in fact de-
creased slightly in those investigations
that have followed 40-something wom-
en a little longer. Nevertheless, there is
no way to be certain that this apparent
drop amounts to anything more than
chance. A group at the University of Cal-
ifornia at San Francisco recently com-
bined the numbers from several major
randomized controlled trials and found
that mortality among screened women
decreased only after 10 to 12 years.

Perhaps women in their forties who
are followed for 10 to 12 years are then
simply women in their Þfties and six-
ties, who do beneÞt from mammogra-
phy, explains Karla M. Kerlikowske of
U.C.S.F. At that age, their breasts con-
tain more fat and less dense breast tis-
sue, so mammogram machines can im-
age small tumors hidden in them more
easily. Perhaps had only the best tech-
nicians and radiologistsÑarmed with
the latest equipmentÑparticipated in
the trials, they would have detected
more breast cancers in younger wom-
en. Perhaps no matter what screening
techniques were used, early detection
would do little to lower mortality rates
among women who acquire breast can-
cer in their forties because their tumors
readily metastasize to other sites. The
point is that the evidence to justify
screening women younger than 50 for
breast cancer using mammography is
weak at best.

Making such distinctions is critical in
developing economically rational health
care policies. Sometimes the diÝerence
between screening liberally or selective-
ly adds up to small change; other times
not. In 1990 the OTA concluded that
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saving one year of life among women
aged 65 and older by screening them
for cervical cancer becomes seven times
more expensive if the tests are done
every year rather than every three. In
the case of breast cancer, screening
women in their forties costs six times
more to save a year of life than does
screening women in their Þfties, ac-
cording to calculations done recently at
Rand.

ÒOrganizations responsible for pay-
ing for these tests must understandably
have a very diÝerent perspective from
advocacy groups that bear no responsi-
bility for costs. The American Cancer
Society can glibly recommend that wom-
en in their forties have regular mammo-
grams because it has no Þxed budget
and doesnÕt have to worry about other
worthwhile activities that will not be
possible if resources are pulled away,Ó
Eddy states. ÒThe cost-eÝectiveness of a
screening test changes dramatically de-
pending on how you deÞne itÑby age,
frequency, the risks involved and many
other things. The trick is to Þnd from
innumerable options those that are
most cost-eÝective.Ó

The Rand study set about designing
a beneÞt package for the detection and
early treatment of breast cancer based
on a meta-analysis of the cost-eÝective-
ness of mammography, primary sur-
gery, adjuvant chemotherapy and fol-
low-up care. Costs were summed and

comparisons made for a hypothetical
health care organization of 500,000
people, in which 360 new breast cancer
cases would crop up annually. The team
concluded that it made most sense to
cover mammograms only for women
between the ages of 50 and 69.

Like most other researchers, the Rand
group reported that mammography had
no statistically signiÞcant eÝect on mor-
tality from breast cancer among women
younger than 50. Similarly, mammog-
raphy barely changed overall mortality
among women older than 69. The Rand
authors also noted that chemotherapy
reduced overall mortality among wom-
en younger than 50 by some 25 percent.
Hence, they concluded that more young-
er lives could be saved by treating breast

cancer with chemotherapy after it had
manifested than by trying to catch it
beforehand using regular mammogra-
phy. ÒAs chemotherapy improves, the
utility of mammography decreases,Ó
Brook says.

Granted, most women would rather
head oÝ breast cancer before chemo-
therapy is necessary. But most health
organizations would rather pay for
something that keeps the most women
alive. ÒWhen youÕre designing a beneÞts
package and you have limited resourc-
es, you have to make these kinds of de-
cisions,Ó Brook comments. ÒIf a woman
is 45 and wants a mammogram and to
pay for it herself, thatÕs Þne. I have no
problems with how people want to
spend their money. At the same time,
we already ration care in this country
on the basis of access, insurance and
knowledge. IÕd rather try to do it on the
basis of scientiÞc evidence.Ó

Cashing Out

To be certain, quantifying the out-
comes of medical practice is not yet

an exact science. Cost-eÝectiveness anal-
ysis, which compares the outcome of
some procedureÑtypically the number
of years of life it might saveÑto its
price may be the least mature branch
of the Þeld. ÒCost-eÝectiveness studies
are subject to criticism for two reasons,Ó
Sox says. ÒFirst, many use diÝerent
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Ò. . .we already ration

care in this country on

the basis of access, in-

surance and knowledge.

IÕd rather try to do it 

on the basis of 

scientiÞc evidence.Ó

Inconsistent Analyses of Health Costs

strange results,” Russell notes. “For example, it will appear as though it is always
better to wait to spend health care dollars.”

Furthermore, many analyses overlook certain costs. To illustrate, Russell de-
scribes a 1968 survey of measles vaccinations in her book, Is Prevention Better
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MILLIONS OF DOLLARS

Determining the cost-effectiveness of a
medical service—the number of years

of life it saves and at what price—is ex-
ceedingly complex. Researchers currently
tackle the problem by a variety of meth-
ods. Some studies involve randomized,
controlled trials, whereas others are based
on case findings alone. Some analysts tally
only the years of life saved through a par-
ticular procedure; others also consider the
quality of those years and devalue any that
are marred by side effects.

Finding a way to carry the costs and sav-
ings associated with prevention on an ac-
counting ledger is also a challenge. “If you
don’t spend some amount of money on
health today, you could invest it, and you
would have more at some point in the fu-
ture,” explains Louise B. Russell of Rutgers
University, “so we take that into account.”
Yet no one discount rate has been adopted
by all analysts. Moreover, future health
benefits are not always discounted at the
same rate. “If you do not discount future
health benefits and costs equally, you get LA
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methodologiesÑthatÕs Þxable. But also,
we know how to Þgure the medical care
costs of adding an extra year of life
through screening. Yet we have not Þg-
ured out how to place a dollar value on
that beneÞt.Ó For comparing interven-
tions aimed at the same goalÑsay, re-
ducing breast cancer mortalityÑthis
does not pose too much of a problem:
because the desired outcome is held
constant, investing in one option over
another makes sense, provided it re-
turns higher gains.

Trying to comparison shop between
very diÝerent medical services, on the
other hand, proves treacherous. Is it bet-
ter, for example, to spend $2 million on
prenatal care instead of bone marrow
transplants, given that the unborn in-
fants will on average have a much bet-
ter chance for survival than the leuke-
mia patients? Most people would Þnd
such a proposition morally repugnant.
Yet health oÛcials in Oregon made a
similar choice eight years ago. An 11-
member commission ranked the cost-
eÝectiveness of 695 conditions and
treatments. The state legislature then
allocated enough funds to cover the
top 565 items on the list. Bone marrow
transplants were cut.

Such comparisons are problematic in
part because not everyone agrees on
how much years of life are worth, Sox
says. ÒMost people consider paying
$100,000 to save one additional year of

life too much but consider $25,000 per
year of life saved reasonable,Ó he notes.
ÒThe diÛculty is that we have no logical,
rational basis for setting those bound-
aries.Ó Moreover, diÝerent people draw
diÝerent boundaries. An older person
suÝering from some chronic condition
might not value another year as much
as would a young, healthy person. 

To address these highly conten-
tious issues, the OÛce of Disease
Prevention and Health Promotion
has established a panel to stan-
dardize the design and use of cost-
eÝectiveness analysis. ÒOne of the
main goals is to be able to look
across a lot of diÝerent interventions,
some of which have their primary ef-
fects on the quality of life rather than
the length of life,Ó says Louise B. Russell
of Rutgers University, co-chair of the
panel. ÒUnits such as quality-adjusted
life years (QALYs)Ñinstead of just years
of life savedÑcombine those into one
summary measure.Ó

In essence, this unit discounts the
value of an added year to reßect any
undesired side eÝects. An extra year of
perfect health would be worth one full
QALY. But one plagued by arthritic
pain might be valued at 80 percent of a
QALY, and a year on a ventilator, only
67 percent. To determine the right num-
bers, several researchers have surveyed
the public about how much diÝerent
conditions detract from the quality of
their life. But the concept needs work.
ÒHow you capture quality isnÕt stan-
dardized at the moment,Ó comments
Marthe R. Gold of the OÛce of Disease
Prevention and Health Promotion. ÒCost-
eÝectiveness is still enough of a devel-
oping science that at best it can serve
as a decision-making toolÑbut not as
the justiÞcation for the decision.Ó

Financial issues aside, the crux of the
debate is about the burden of proof.
ÒThe traditional school of thought [on
prevention] was, when in doubt, do it,Ó
Eddy remarks. ÒThe burden had always
been to show that something had no
beneÞt.Ó When medical recommenda-
tions involve only individual doctors
and patientsÑas they normally have
for the past two millennia or moreÑit
is generally worth taking the chance
that some precaution might help one
person. Massive screening programs,
though, necessarily demand a diÝerent
take. ÒIf you screen women in their for-
ties for breast cancer, you are aÝecting
the lives of some 18 million healthy
people,Ó Eddy says.

Such large prescriptions are forcing
physicians to serve a dualistic role, Fitz-
gerald comments. ÒThey must care for
individual patients who are sick and at

the same time
look out for the

commonweal. Yet those
two interests are diametri-

cally opposed.Ó Indeed, the sickÑespe-
cially those who might have avoided
their conditionÑare increasingly viewed
as a burden on society. In this sense, the
expansion of preventive care has re-
vised our cultural definitions of health.
ÒOur paradigm now is that good health
is normal,Ó she remarks, Òbut that sim-
ply isnÕt true from all the historical and
empirical evidence available.Ó

Perhaps the success of preventive
medicine has raised societyÕs expecta-
tions too high. Fitzgerald points out
that the inßuenza pandemic starting in
1917 killed more people in the world
in 16 months than HIV has killed since
its identiÞcation. At that time, epidem-
icsÑsimilar to cases of alcoholism, lung
cancer or obesityÑwere sad but regular
occurrences. Now that medicine enables
us sometimes to avoid such conditions
and a growing list of other horrors,
too, Americans are less content to ac-
cept that the list is not complete.

ÒOur cultural deÞnition of disease
has become one in which it is the result
of some personal lapse or the lapse of
some external agency,Ó Fitzgerald re-
marks. That belief, however, is unreal-
istic. No matter how appealing the
idea, prevention alone can eliminate
neither medical inßation nor mortality.
It does hold great potential to limit
suÝering and pain, and for that reason,
worthwhile services should be equally
available to all citizens. But prolonging
life comes at a price. The test for soci-
ety will be how high a price it is willing
to pay.
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Than Cure? [see table ]. The investigation
had concluded that routine vaccinations
consumed $31 million during the preceding
five years. At the same time, however, the
nation had saved $201 million because few-
er children were left brain-damaged by the
disease. 

The outlay for treating the vaccine’s side
effects was not included, however—an over-
sight that very likely sold short the total
cost of vaccinations. The study also proba-
bly overestimated the costs associated with
the institutionalization of sick children by
failing to subtract many expenses—such as
food and clothing—that the children would
have incurred living at home. All told, the
savings from measles vaccinations were no
doubt somewhat less than $170 million,
Russell concludes. 

Until standard methods for calculating
cost-effectiveness ratios are developed, it
will remain extremely difficult for health care
providers to compare disparate studies of
the same procedure or like analyses of very
different interventions.
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A
lthough computers have found 
their way into home and laborato-
ry during the past three decades,

they have only recently entered the stu-
dio. Increases in computing speed and
greater sophistication of software have
helped artists to restore as well as to
analyze works of art [see ÒThe Art His-
torianÕs Computer,Ó by Lillian Schwartz,
page 106]. Although nonprofessionals

may not have access to the complex
multispectral image-analysis equipment
used by specialists, the falling cost of
personal computers and image-manip-
ulation software is bringing electronic
art-restoration techniques within the
reach of many amateurs.

This trend is a welcome one because
most households with young members
possess many original works of art but

do not have the facilities for protecting
them from physical decay. Indeed, typ-
ical display sites expose paintings and
drawings to diverse dangers. A mixed-
media work left hanging on the refrig-
erator, for example, may be exposed to
excessive sunlight, wide swings in tem-
perature and humidity, grease vapors,
food spatters or even sibling vandalism
[see illustration below]. Furthermore,
few domestic artworks are created on
acid-free, archival paper; this shortcom-
ing renders them especially vulnerable
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ELECTRONIC ART RESTORATION starts with removal of
stains, rips, vandalism and other damage (aÐc). After the cor-

rection of background color shifts (still visible in d), the result-
ing image (e) is essentially pristine.
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to a wide range of environmental insults.
Removing damage requires a range

of image-manipulation techniques. First,
correct the image background: yellow-
ing and uniform deposits of dust, dirt
and grease can be removed by shifting
color and brightness so that the origi-
nal tone returns. (You may want to ob-
tain a fresh sample of the paper or oth-
er medium for comparison.) Wax-based
pigments tend to be lightfast, but water-
colors and markers fade, so their tints
will need to be corrected as well. Each
point in the digitized painting is repre-
sented in terms of the primary colors
cyan, magenta, yellow and black (or
red, green and blue), and so it is simple
to calculate these values for the back-
ground colors, deÞne a mathematical
function that will map each color to its
corrected value and then instruct the
image-manipulation program to apply
this function.

Most of the rest of the
repair workÑerasing stains
and signs of physical dam-
ageÑis simply a matter of
replacing the lost colors in

the aÝected patches with their counter-
parts from surrounding areas. Fortu-
nately, most young artists do not em-
ploy a complex palette, so the choice
will be limited. (Certain artists working
with wax-based pigments, however, may
have utilized all 64 colors.) If the dam-
age spans the boundary between two
colors, you may have to re-create the
demarcation by hand; many image-ma-
nipulation programs oÝer ÒsplinesÓ and
other tools for generating smooth lines.
In cases where the loss is particularly
extensive, restorers may also have to
re-create tonal gradations or patterns.

Sculptures and installation pieces,
which are also highly vulnerable, may
beneÞt from three-dimensional render-
ing programs that can recover the orig-
inal form. For example, humidity chang-
es may cause parts of a pasta bas-relief
to detach from their backing. Careful
measurement of the glue marks, com-

bined with Þnite-element models of the
appropriate macaroni shapes, will per-
mit a virtual reconstruction. (The full
capabilities of such programs, howev-
er, are beyond the current discussion.)

Extensive restoration requires taking
into account the artistÕs original intent,
which may be elicited by direct consul-
tation (ÒIs that a tree?Ó) or deduced by
comparison with similar works in the
corpus. At this stage, you may be able
to remedy not only adverse environ-
mental impacts but also shortcomings
in the available media as well: blunt-
tipped markers, crayons or pencils un-
able to produce the Þne lines that the
artist intended or perhaps the absence
of a particular color from the palette.

Ultimately, the reworking of such art
may reveal images that a young artist
may have envisioned but was unable to
put into form. Obstacles to complete
realization of the artistic impulse can
include a lack not only of tools but also
of hand-eye coordination and of tech-
nical training. All these diÛculties can
be remedied by the electronic restorer.

In the bottom illustration, for exam-
ple, the artist did not have access to a
range of earth tones and grays in mak-
ing the original drawing. Because she
would have used them had they been
available, the work was corrected to
compensate. I recognized that the bold,
sweeping strokes of green were obvi-
ously meant to evoke the swaying of
tall grass in an open Þeld. To bring out
this intention, I made a series of addi-
tional reÞnements: modifying the grass
to add Þner lines and more subtle shad-
ing than a felt-tip marker could pro-
duce, removing pentimenti (lines she
had crossed out and replaced else-
where) and Þnally altering the propor-
tions and the composition to achieve a
more realistic eÝect. Executing these
corrections on the Þgure produced the
scene the artist would have painted had
she the proper tools, motor coordina-
tion and artistic experience [see top il-

lustration in pair at left ].
Considerable controversy attends

such restorations. Nevertheless, I be-
lieve careful study of the artistÕs cor-
pus, combined with analysis of the
school in whose tradition she is work-
ingÑbe it Impressionist, Expressionist,
Hudson River, Pre-Raphaelite, Neo-Prim-
itive or ElementaryÑmay yield both aes-
thetic dividends and a deeper under-
standing of the many inßuences that
shape juvenile art.

RICARDO CHIAVÕINGLESE is an ad-
junct lecturer in the Interpretive Tech-

nology Program at the Freon Institute

in New York City.
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HIDDEN BEAUTY can be
brought out in juvenile art-
works by alterations that re-
place the original marker,
crayon or brushstrokes (bot-
tom) with what the young
artist almost certainly would
have intended (top).

A
N

D
R

E
W

 W
Y

E
T

H
, “

C
hr

is
tin

a’
s 

W
or

ld
.” 

T
he

 M
us

eu
m

 o
f M

od
er

n 
A

rt
JA

M
IE

 S
. F

E
IG

E
N

B
A

U
M

Copyright 1995 Scientific American, Inc.



SCIENTIFIC AMERICAN April 1995       135

BOOK REVIEWS by Daniel L. Schacter

Memory Wars

MAKING MONSTERS: FALSE MEMORIES,
PSYCHOTHERAPY, AND SEXUAL HYSTE-
RIA, by Richard Ofshe and Ethan Wat-
ters. Charles ScribnerÕs Sons, 1994
($23). THE MYTH OF REPRESSED MEMO-
RY: FALSE MEMORIES AND ALLEGATIONS

OF SEXUAL ABUSE, by Elizabeth F. Lof-
tus and Katherine Ketcham. St. MartinÕs
Press, 1994 ($22.95). VICTIMS OF MEM-
ORY: INCEST ACCUSATIONS AND SHAT-
TERED LIVES, by Mark Pendergrast. Up-
per Access Books, 1995 ($24.95).

A
debate is ragingÑin courtrooms, 
in journals and in the popular 
pressÑabout the validity of re-

covered memories of long-past events.
Because these memories often involve
sexual abuse and other horrible experi-
ences, the dispute has stimulated broad
interest in what is known about how
the mind records events. Fascination
with the workings of memory is noth-
ing new, of course. Aristotle oÝered a
wide-ranging discourse on memory
more than 2,000 years ago, and numer-
ous philosophers since have pondered
the mindÕs capacity to travel backward
in time. But, as recent events reaÛrm,
science has long had a hard time grap-
pling with that remarkable ability.

Serious research into the nature of
memory did not begin until 1885, when
the German psychologist Hermann Eb-
binghaus applied scientiÞc method to
the analysis of memory. The past de-
cade has been particularly exciting, as
scientists from a number of disciplines
have begun to develop a thorough un-
derstanding of memory. The new anal-
yses range from detailed models of how
experiences are recorded to broader
theories about the brain systems in-
volved in various forms of memory.

Those of us studying human memo-
ry feel optimistic that we are Þnally at
the threshold of understanding some of
the deepest enigmas of the mind. Yet
this exploration has also developed a
dark side. During the past half a dozen
years, there has been an explosion of
cases in which adult men and womenÑ
most frequently, young women under-
going psychotherapyÑhave seemingly
remembered childhood sexual abuse
that they had forgotten for years or
even decades. Those memories include
everything from single episodes of in-
appropriate touching to years of rape

and torture; parents or other close fam-
ily members are typically recalled as the
perpetrators. Patients frequently be-
come overwhelmingly convinced of the
reality of their recovered memories; the
accused often deny the memories with
equal fervor.

Are these memories accurate recollec-
tions of terrible traumas or phantoms
of events that never happened? Have
therapists developed eÝective new mem-
ory-retrieval techniques, or have they
employed misguided procedures that
actually help to create the memories?
And are the patients who recover mem-
ories of sexual abuse being empowered
to speak out, or are they being diverted
from the problems that brought them to
therapy in the Þrst place? 

These questions have sparked pas-
sionate, sometimes acrimonious dis-
putes. Memory researchers have been
astonished to Þnd their world of exper-
iments, theories and laboratory para-
digms intertwined with high-proÞle is-
sues of incest, new-age psychotherapy
and even satanic cults. 

The books discussed in this review
delve into the recovered-memories de-
bate from diverse perspectives. Richard
Ofshe (Making Monsters, co-authored
with writer Ethan Watters) is a social
psychologist who has studied and pub-

lished about social inßuences and cults.
Elizabeth Loftus (The Myth of Repressed

Memory, co-authored with writer Kath-
erine Ketcham) is a memory researcher
who has made numerous pioneering
contributions to the cognitive study of
memory distortion and suggestibility.
And Mark Pendergrast (Victims of Mem-

ory) is a writer and journalist who is
himself an accused parent. Despite their
disparate backgrounds, the authors
share a critical view of what they refer
to as recovered-memory therapy.

Ofshe and Watters adopt the most
confrontational approach. The scathing
tone of Making Monsters surfaces in
the Þrst paragraph of its preface: ÒOur
goal is to prove beyond doubt that dev-
astating mistakes are being made with-
in certain therapy settings.. . . This work
is intended as an expos� of a pseudo-
scientiÞc enterprise that is damaging
the lives of people in need.Ó Ofshe and
Watters lay the blame squarely at the
feet of incompetent, even morally rep-
rehensible therapists. ÒIf, for no defen-
sible reason,Ó they write, Òsome thera-
pists are causing the same emotional
and psychological trauma as an actual
rape or sexual assault, then they, like
those who physically victimize people,
deserve moral condemnation.Ó

These are serious charges. In support
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of their case, Ofshe and Watters begin
with a cursory review of experiments
showing that suggestive inßuences can
alter a memory and that people can
have vivid recollections of events that
never happened.

No laboratory studies have ever at-
tempted to demonstrate the possibility
of implanting false memories of sexual
trauma. Indeed, it seems safe to assume
that such studies never will, because it
would be unethical for a researcher to
attempt to do so. Ofshe and Watters
consider perhaps the closest analogue,
an experiment published in 1991 by
the late Canadian researcher Nich-
olas Spanos in which he hypno-
tized his subjects, ÒregressedÓ
them to Òpast livesÓ and suggest-
ed to some that they could have
been abused in a past life. Spanos
found that those who received this
suggestion were later more likely
to ÒrememberÓ being abused than
those who had not.

The authors of Making Mon-

sters also examine the controver-
sial memory-retrieval techniques
(including hypnosis and visualiza-
tion) advocated by some recovery
therapists. Ofshe and Watters dis-
cuss the mounting evidence that
hypnosis oÝers a potent method
for inducing compelling but inac-
curate pseudomemories. They also
eÝectively criticize therapy tech-
niques that involve visualizing or
imagining abusive incidents as a
Þrst step toward remembering
them. Ofshe and Watters argue
that a therapist who believes in
the reality of forgotten abuse can
help validate imagined experi-
ences as bona Þde memories.

Therapists sometimes infer that
forgotten abuse has occurred based
on symptoms that advocates of recov-
ered memory consider telltale signs of
abuseÑattributes ranging from low self-
esteem and depression to avoidance of
mirrors and the desire to change oneÕs
name. As Ofshe and Watters assert,
there is little evidence to link such be-
haviors to a history of actual abuse.
Moreover, many of the alleged signs of
abuse are observed in people who were
almost certainly not abused.

Ofshe and Watters also draw on
wrenching case studies of patients who
have recovered memories in therapy,
some of whom later retracted those
memories. We will probably never know
what truly happened in these situations,
so their usefulness as scientiÞc data is
questionable. Ofshe and Watters exam-
ine the most extreme cases, in which
patients recount memories of extended,
horriÞc abuse only after coming under

the inßuence of a therapist who uses
suggestive techniques to hunt for re-
pressed memories. Such recovered
memories, the authors judge, are most
likely spurious.

They make this point most convinc-
ingly when discussing recovered mem-
ories of satanic ritual abuse, which they
characterize as Òthe AchillesÕ heel of the
recovered memory movement.Ó Many
therapists have reported on patients
who have clearly recalled savage acts
carried out by satanic cults: rapes, mur-
ders, cannibalization of fetuses and re-

lated atrocities. Yet in most instances,
no memories of ritual brutality existed
prior to therapy, and no one has pro-
duced hard evidence of such acts. Of-
she and Watters note that investiga-
tions by the Federal Bureau of Investi-
gation of more than 300 cases have
failed to turn up any proof.

The lack of empirical support does
not necessarily mean that no satanic
cults exist or that no ritual abuse has
ever occurred. But Ofshe and WattersÕs
central claimÑthat recovered memories
of ritualistic horrors are very likely to
have been created during therapyÑis
convincing. They also link therapist-in-
duced pseudomemories with the recent
explosion in diagnoses of multiple-per-
sonality disorder, which was once
thought to be exceedingly rare. The au-
thors claim that such personalities are
often fabricated in therapy and discuss

a case in which a therapist supposedly
discovered that a patient was suÝering
from multiple personalities and re-
pressed memories of satanic-ritual
abuse. Once the patient ended therapy,
she retracted her memories and aban-
doned her personalities.

In an attack on the underpinnings of
recovered-memory therapy, Ofshe and
Watters attempt to discredit the notion
that there is a special mechanism, which
they label Òrobust repression,Ó that
could cause someone to forget com-
pletely about years of repeated sexual
trauma. The authors distinguish ro-

bust repression from the weaker
mental repression (which some
psychologists refer to as suppres-
sion) that occurs when people con-
sciously avoid thinking about un-
pleasant experiences. The idea that
people sometimes deliberately put
aside painful recollections is not
controversial. Such conscious
avoidance could decrease the like-
lihood that someone would later
remember the unpleasant experi-
ence, because it would not beneÞt
from the postevent rehearsalÑ
thinking and talking about the
pastÑthat ordinarily strengthens
memories. But the mere lack of re-
hearsal probably cannot produce
profound amnesia for traumatic
events that happen repeatedly for
years. A more potent mechanism
is required; this is where the con-
cept of robust repression comes in.

Ofshe and Watters eÝectively
criticize the concepts of robust re-
pression advanced by several ad-
vocates of recovered memory. The
authors refer to a review article by
David Holmes of the University of

Kansas that concludes that there is
no good experimental evidence for

repression. The laboratory studies con-
sidered by Holmes necessarily use rela-
tively sterile manipulations, however. It
is diÛcult to convince even a laborato-
ry researcher such as myself that these
studies bear more than a remote rela-
tion to real emotional traumas.

There is also some information no-
tably missing from Making Monsters.

Ofshe and Watters do not discuss the
extensive literature on psychogenic am-
nesia, whereby traumatic events tem-
porarily blot out certain memories,
ranging from single episodes to an in-
dividualÕs entire personal past. In addi-
tion, because the authors focus on ex-
treme cases that involve forgetting years
of ongoing trauma, they say little about
the possibility that a person could for-
get and recover memories of a single
abusive episode or a few such episodes.
They touch on this important question
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only in an appendix. Moreover, Ofshe
and Watters do not seriously address
forgotten memories of abuse that may
be recovered outside of therapy.

Ofshe and Watters apply their con-
clusions broadly, indicting the entire
Òrecovered memory movementÓ of
faulty reasoning and hazardous prac-
tices. The judgment is justiÞed when
applied speciÞcally to the material in
the book. The authorsÕ grand generaliz-
ation is unconvincing, however, because
they never deÞne exactly who is part of
the recovered-memory movement, nor
do they provide much evidence that
their conclusions deserve such wide ap-
plication. Even if some recovery thera-
pists have engaged in dangerous prac-
tices, it is possible that genuine cases
of forgetting and recalling sexual abuse
do exist.

Loftus and KetchamÕs book, in con-
trast, is entirely devoid of the contemp-
tuous tone adopted by Ofshe and Wat-
ters. The Myth of Repressed Memory is
written in LoftusÕs Þrst-person voice and
frequently takes on an autobiographical
quality as she relates her experiences as
an expert witness, memory researcher
and participant in recovered-memory
debates. Her outspoken views on the
malleability of memory have made Lof-
tus something of a lightning rod in
these disputes. At a memory sympo-
sium held in Boston last year, a group
of incest survivors picketed her appear-
ance. Yet in The Myth of Repressed Mem-

ory, Loftus comes across as genuinely
interested in trying to understand the
other side of the issue.

In a revealing interlude Loftus re-
counts a meeting with Ellen Bass, co-au-
thor of the controversial ÒbibleÓ of the
recovery movement, The Courage to

Heal. This book has been disparaged by
virtually every critic of recovered mem-
ory for its sweeping and unsubstantiat-
ed claims (such as an extraordinary ad-
monition to those who have no memo-
ry of abuse: ÒIf you think you were
abused and your life shows the symp-
toms, then you were.Ó) Nevertheless,
LoftusÕs account of her conversation
with Bass reßects a good-faith attempt
on both sides to consider the perspec-
tive of the other. Although the exchange
ends at something of an impasse, it il-
lustrates the kind of dialogue that is
needed to resolve the controversies sur-
rounding recovered memories.

Loftus also uses her encounter with
Bass to make a crucial point. Loftus
states that she does not dispute the va-
lidity of abuse memories that have nev-
er been lost, nor does she rule out the
possibility that people can forget and
later reclaim some memories of abuse.
She is concerned primarily with the lack

of scientiÞc evidence that extensive, se-
vere sexual trauma can be pushed into
the unconscious through a special mech-
anism of memory repression. Clinical
and laboratory research indicate that
emotionally traumatic experiences tend
to be well remembered.

Loftus does brießy consider the phe-
nomenon of psychogenic amnesia, de-
scribing a case that my colleagues and I
reported some years ago, which involved
a young man who temporarily forgot
almost all his personal past after a trau-
matic experience. She correctly points
out several diÝerences between this
kind of amnesia and the kind of forget-
ting implicated in cases of recovered
memoryÑdiÝerences that limit the ex-

tent to which one can serve as a model
for another. In a disappointing omis-
sion, however, Loftus fails to discuss
the studies speciÞcally concerning loss
of memory of sexual abuse, even though
she lists several in her bibliography and
has published such a study herself.

The Myth of Repressed Memories is
most eÝective when it delves into sub-
stantive topics in depth. For example,
Loftus gives a detailed critique of the
memory-retrieval techniques advocat-
ed in a popular book by recovery thera-
pist Renee Fredrickson. These tech-
niques include hypnosis and visualiza-
tion, as well as methods for contacting
Òbody memoriesÓ (memories that are
alleged to have been stored in body tis-
sue) and procedures such as a Òquick
list,Ó in which patients jot down what-
ever comes to mind when pondering
possible abuse without attempting to
assess the accuracy of the retrieved
thoughts. Loftus notes that there is no
scientiÞc documentation of the eÛcacy
of these techniques but good reason to
believe that they pose a danger because

they encourage patients to blur the line
between imagination and memory. In-
deed, I was so surprised that a therapist
would advocate such techniques that I
checked the original source to deter-
mine whether Loftus had portrayed
FredricksonÕs approach fairly; she had.

I would have welcomed more such
thorough treatments of the key issues
in the recovered-memories debate. Al-
though the autobiographical material
in The Myth of Repressed Memories and
LoftusÕs moving descriptions of fami-
lies shattered by recovered memories
make for gripping reading, they tend to
crowd out the kind of rigorous analy-
ses of central disputes that are so sore-
ly needed in this mineÞeld.

Personal experience lies at the very
core of the third book, Mark Pender-
grastÕs Victims of Memory. Pendergrast
attempts to integrate an insiderÕs ac-
count of the recovered-memories con-
troversy with a scholarly analysis of it.
He begins the task with two daunting
strikes against him: he has been accused
of unspeciÞed abuse by his two daugh-
tersÑcharges he deniesÑand he is a
journalist who has no credentials in psy-
chology or psychiatry. He is therefore
readily perceived as someone who has
an ax to grind and little else to oÝer. In
an impressive display of scholarship
and sheer determination, Pendergrast
has surmounted these obstacles to write
a comprehensive treatment of the re-
covered-memories controversy.

Victims of Memory covers much of
the same territory as do the other two
books and oÝers many of the same ar-
guments, but Pendergrast oÝers a
broader portrayal of the social and cul-
tural contexts of the recovered-memo-
ries phenomenon. His treatment is also
distinguished by some welcome histor-
ical perspective. For instance, he de-
scribes the evolving role of therapeutic
suggestion in the genesis of multiple-
personality disorder, and he exhibits
throughout a ßair for digging out rele-
vant quotes from pioneering psycholo-
gists and psychiatrists.

Pendergrast demonstrates a laudable
ability to lay out all sides of the argu-
ment. He analyzes evidence for and
against repression, carefully acknowl-
edging the limitations of laboratory re-
search but oÝering a thoughtful exami-
nation of studies concerning the forget-
ting of sexual abuse. He also considers
several cases in which memories of
abuse resurfaced without therapy. Cit-
ing the literature on psychogenic amne-
sia, Pendergrast concedes that people
can sometimes forget traumatic experi-
ences. But he rightly points out that ev-
idence from such cases must be treated
cautiously because in some instances
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amnesia may be feigned deliberately.
Much of Victims of Memory is devot-

ed to interviews with incest survivors,
therapists, retractors and accused par-
ents. Although it is diÛcult to draw gen-
eral conclusions from a small and se-
lected sample, Pendergrast allows the
reader to see the issues from a variety
of perspectives. Despite the authorÕs
personal situationÑhis daughtersÕ alle-
gations originated in therapyÑPender-
grast renders a sympathetic portrayal of
recovery therapists as well-intentioned
but misinformed players in a drama
that has veered out of control.

In the end, however, PendergrastÕs
critique of recovered-memory therapy
is no less damning than that of Ofshe
and Watters. He extends his discussion
of suggestion-induced false recollec-
tions to include bizarre but fascinating
cases in which people ÒrememberÓ be-
ing abducted by aliens, which demon-
strate the power of hypnosis to induce
intense but inaccurate memories.

Pendergrast also links the way that
therapists interpret patientsÕ symptoms
with contemporary research on implicit
memoryÑthat is, nonconscious eÝects
of experience on subsequent behavior
and cognition. Some therapists have
cited this research (which is a major fo-
cus of my own work) as justiÞcation
for interpreting their patientsÕ fears,
dislikes or attractions as unconscious
ÒmemoriesÓ of abuse. Although such
an interpretation could possibly be val-
id in some cases, inferring the existence
of implicit memories is a complex pro-
cess, so alternative explanations need
to be scrupulously considered. As Pen-
dergrast notes, the fact that implicit
memory has been established in con-
trolled experiments Òdoes not mean
that a woman who hates bananas is
necessarily reacting subconsciously to
a memory of her fatherÕs erect penis, as
many trauma therapists believe.Ó

Pendergrast occasionally misses his
targets. In a section entitled ÒScientists
as True Believers,Ó he critiques an article
co-authored by the eminent neurobiol-
ogist Eric R. Kandel that considered
possible neurobiological bases for re-
pressed memories. Kandel acknowl-
edged, however, that false memories
can be created and is hardly a Òtrue be-
lieverÓ in recovered-memory therapy.
Fortunately, Pendergrast is rarely so
sloppy. The book concludes with a mov-
ing letter to his daughters (he no long-
er knows where they live or what their
names are); the reader cannot help but
hope that reconciliation is still possible.

Where does all this leave us in at-
tempting to make sense of an impor-
tant and painful issue? Perhaps the key
point is that the standard depiction of

this debateÑproponents of recovered
memory versus advocates of false mem-
ory, winner take allÑis simplistic and
needlessly divisive. Understanding the
current situation requires distinguishing
among several intertwined questions.

First, there is the question of whether
false recollections can originate in ther-
apy. Extensive laboratory research indi-
cates that suggestion and other factors
can lead to memory distortion. A start-
ling number of patients ÒrecoverÓ mem-
ories of satanic-ritual abuse despite an
absence of evidence for such abuse.
Hypnotically based therapy has helped
induce recollections of exceedingly im-
probable events (such as past lives and
alien abductions). And a growing num-
ber of people have retracted their recov-
ered memories. Taken together, these
considerations lead inexorably to the
conclusion that some recovery thera-
pists have helped createÑprobably un-

wittinglyÑpseudomemories of sexual
abuse that never occurred. The phe-
nomenon may be too widespread to at-
tribute to a few bad-apple therapists,
but it is unjustiÞed to indict the entire
Þeld of psychotherapy for the excesses
of some practitioners.

At the same time, I cannot emphasize
too strongly that the foregoing conclu-
sions do not imply that all recovered
memories are inaccurate. A proper eval-
uation of recovered memory phenome-
na will require further inquiry into the
evidence for robust repression, which
currently lacks credible scientiÞc sup-
port. Studies of psychogenic amnesia,
though inconclusive, indicate that trau-
matic experiences can sometimes lead
to extensive forgetting; researchers
need to analyze more fully the condi-
tions that produce memory loss.

Whether or not robust repression ex-
ists, there is the related question of
whether individual incidents of abuse
can be forgottenÑand it seems clear
that they can. Such forgetting could re-
sult from ordinary processes of memo-
ry decay or interference and might be
exacerbated by conscious avoidance of
the trauma and consequent lack of re-
hearsal. Another question is whether
such forgotten incidents can later be
recalled accurately. Although there is
little well-documented evidence from
clinical research for recovery of accu-
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rate memories of abuse, several credi-
ble cases have been reported.

Further clariÞcation of the recovered-
memory controversy will require sys-
tematic study of memory processes.
Some investigators have claimed that
traumatic memory operates in a funda-
mentally diÝerent manner than does
nontraumatic memory, yet there is lit-
tle experimental support for this asser-
tion. Basic psychological research is
just beginning to uncover the memory
mechanisms that underlie intense false
recollections. There are solid indications
that a phenomenon known as source
amnesia (in which a person forgets the
source or context in which a memory
originated) renders people vulnerable
to memory distortions. When people
cannot remember the source of a mem-
ory, they are apt to confuse whether it
reßects an actual event, a fantasy or
something that was said or suggested.
The role of source amnesia in therapeu-
tically induced false recollections re-
mains to be explored.

The stakes here extend far beyond
improved understanding of the mind.
Research and eÝective communication
are needed to minimize the possibility
that people who were not abused will
come to the psychologically devastat-
ing conclusion that they were. It is also
imperative to avoid false accusations
that can fracture lives and shatter fam-
ilies. And a better awareness of the
workings of memory will bolster the
credibility of the memories reported by
survivors of sexual abuse.

One unacceptable outcome of the
present situation is that the memories
of genuine incest survivors may be
called into question. The only way to
avoid this travesty is to encourage all
participants to adhere to rigorous stan-
dards of scientiÞc inference and logic.
Neglect of science has contributed to
the present diÛculties. In an interview
with Ellen Bass, Ofshe and Watters
asked the co-author of The Courage to

Heal if she could cite any scientiÞc sup-
port for her ideas. She responded can-
didly: ÒLook, if we waited for scientiÞc
knowledge to catch up, we could just
forget the whole thing. My ideas are
not based on any scientiÞc theories.Ó 

The events of the past several years
suggest that the price of not waiting for
scientiÞc knowledge may be disastrous-
ly high. It is imperative that all involved
in this debate work hard to ensure that
the standards of science, not rhetoric
or pseudoscience, constitute the frame-
work for future discussion.

DANIEL L. SCHACTER is professor of

psychology at Harvard University. 
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I
have, of course, never read The Bell

Curve. I doubt that anyone has ac-
tually read it except possibly its au-

thors, Richard J. Herrnstein and Charles
Murray, and I am not entirely sure about
them either. No matter. The important
thing is that I have read about The Bell

Curve. To have read it would have made
the writing of this guide quite impossi-
ble. It would have confused matters ir-
reparably. But now to the task at hand.

I begin with a simple, almost self-evi-
dent principle that for the sake of clari-
ty I call BernsteinÕs First Law.

BernsteinÕs First Law: All tests mea-

sure something.

A case in point: I was once tested on
my ability to crawl under a limbo stick
after having drunk a jigger of Jamaican
rum. I found that I could do it if the
stick was set at my actual height.

Conclusion: IQ tests measure some-

thing. The problem is what to call it.
There has been a terrible fuss because

the thing the tests measure has been
called Intelligence Quota. Therefore,
having a small one qualiÞes a person as
a moronÑsomething that is regarded as
undesirable in some parts of our soci-
ety. I propose to solve this problem by
renaming it Quot. No stigma is attached
to having a large or small Quot, any
more than one is stigmatized by having
a large or small telephone number.

The real question is how to pronounce
Quot. Here I can be helpful. The word
comes from James JoyceÕs Finnegans

Wake. Recall the sentence, ÒThree quots
from Mister Motz.Ó Herman Motz was
the owner of a liquor store in Zurich
where Joyce shopped. Joyce had trouble
with his rrrÕsÑhence his pronunciation
of Òquart.Ó This problem much amused
Motz, whose little joke seeped into Fin-
negans Wake. In short, ÒQuotsÓ rhymes
with ÒMotz.Ó

Does Quot size correlate to any other
recognizable genetic feature? This is an
important matter. It is so important that
I give the evidence for a correlation be-
tween Quots and hats in my Þrst graph,
graph #1. I believe this diagram, which
I have painstakingly sketched by hand,
is about as accurate as the ones in The

Bell Curve. 

Note that beret wearers have almost
perfect bell-curved Quots. That is be-
cause most of them are French.

I next turn to the delicate question,
ÒShould you be told the size of your
Quot?Ó The simple answer is no. If you
have a large Quot and are so informed,
it will give you a swelled head. And no-
body wants to be confronted with the
heartbreak of a small Quot. When I was
about 11 years old, I was told that my
Quot was substantially smaller than
my sisterÕs. This information did me no
good. I blamed my parents. I asked them
what their Quots were, and they told
me that it was none of my business.

If you Þnd that you or your loved
ones have small Quots, is there any-
thing you can do about it? Yes! That is
the really good news I bring you. En-

larging your Quot is all a matter of
proper nutrition. This is spelled out in
the second graph, graph #2. The term
ÒQIQÓ stands for Quot Improvement
Quota. For the sake of economy, I have
measured QIQs in the same units I used
to measure hat size.

This graph is a treasure trove of in-
formation. For example, it explains why
patrons of health food stores often
seem a little slow. A good hot pastrami
sandwich would do wonders.

Finally, I would like to present a third
graph, graph #3, showing the result of
a recent scientiÞc experiment in which
I was myself the subject. It takes ad-
vantage of the latest high-tech Quot
meters. These devices, which can be in-
conspicuously disguised as Walkmans,
earmuÝs or cellular telephones, con-
stantly monitor your Quot. The results
speak for themselves.

It is clear from the graph that the pe-
riod around 10:30 A.M. is a very dicey
one. Forewarned is forearmed.

Readers of this guide have no need

to buy The Bell Curve. I have saved you
$30! My advice is to redirect this mon-
ey toward a good Quot-enhancing din-
ner. DonÕt forget the three basic food
groups: vanilla, chocolate and butter
pecan.

JEREMY BERNSTEIN wears many

hats, one of which is professor of phys-
ics at the Stevens Institute of Technolo-

gy in Hoboken, N.J. The inspiration for

this essay came while he was munching

on a hoagie.

ESSAY by Jeremy Bernstein

The Poor PersonÕs Guide to The Bell Curve
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