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Contrary to popular stereotypes, few low-income sin-
gle mothers are teenagers or second-generation wel-
fare recipients. Recent welfare reforms could force a
majority of poor housed mothers and their children
into homelessness, despite their efforts to find work.

FROM THE EDITORS

8

LETTERS TO THE EDITORS

10

50, 100 AND 150 YEARS AGO

16

NEWS 
AND

ANALYSIS

IN FOCUS
Life on Mars: How does 

the evidence hold up?

20

SCIENCE AND THE CITIZEN
Earth’s wrong-way core.. . . 

Tasmanian tiger hunt. . . . Hurricanes
may be gone with the wind.

24

CYBER VIEW
Networking in Europe.

40

TECHNOLOGY AND BUSINESS
Programming computers 

genetically. . . . Defense work 
helps cancer researchers.

44

PROFILE
Wayne B. Jonas redirects the Office 

of Alternative Medicine.

52

Microbes Deep inside the Earth
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Biologists once viewed our planet as an ecosystem
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and John C. Buckner

Ten Days under the Sea
Peter J. Edmunds

Six and a half kilometers off Key Largo, Florida, Aquarius, the world’s only re-
maining underwater habitat devoted to science, is helping to expand knowledge of
coral and coral reefs. The author, a marine biologist who led a recent 10-day mis-
sion based in the Aquarius, shares his recollections of living and working under-
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Why do some material surfaces scrape past one
another, whereas others slip effortlessly? As studies
of friction at the atomic level are showing, surface
texture often has little to do with it. Some objects
become less slippery when wet, and a rough object
can sometimes slide more easily than a smooth one.

Neural links have not yet replaced the computer
keyboard, but engineers have devised ways to send
commands with muscle impulses, eye movements
and brain waves. These new methods could bene-
fit everyone, especially the physically impaired.
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When Victorian England put the celebrated spiri-
tualist “Dr.” Henry Slade on trial for fraud, natu-
ralists crusaded to debunk him and other medi-
ums. To their chagrin, however, the evolution the-
orist Alfred Russel Wallace was a believer.

Charles Darwin and 

Associates, Ghostbusters
Richard Milner

The Exxon Valdez catastrophe, which soiled Alas-
ka’s Prince William Sound in 1989, was the most
studied oil spill in history. But because of how they
framed their inquiries, investigators have learned
less than they could about how nature heals itself.

Trends in Ecology
Sounding Out Science
Marguerite Holloway, staff writer

Unsettled by discoveries about the limits of mathe-
matical proofs, philosophers have wondered wheth-
er science can aspire to explain how the universe
works. The author proposes that science unshack-
led from mathematics might be able to tackle even
the ultimate questions.

Confronting Science’s Logical Limits
John L. Casti

Friction at the Atomic Scale
Jacqueline Krim
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The news has just broken about the tentative but tantalizing ev-

idence for life on Mars as I write this, and the scientific com-

munity is therefore still ping-ponging between giddiness and

wary skepticism. NASA’s announcements of its discoveries are intriguing,

exciting, but ambiguous. The Martian meteorite recovered from the ice

fields of Antarctica does not contain anything so clear-cut as a piece of

H. G. Wells’s tripod death machines, or a six-legged monster out of

Edgar Rice Burroughs, or a crystalline artwork from Ray Bradbury’s

The Martian Chronicles. Just polycyclic aromatic hydrocarbons and

submicron-size rods that might be the

fossilized remains of alien bacteria. For

a thorough evaluation of the findings,

see “In Focus” on page 20.

Even if something did inhabit Mars

billions of years ago, there is no reason

to think it must still be around. The

Viking landers of the 1970s did not

find convincing evidence in their bio-

logical surveys. But those tests literally

just scraped the surface of Mars. En-

thusiasts have wondered whether we

might find more if we burrowed deeper into the Martian soil and

crust—and recent work on Earth adds reasons to think so.

J
ames K. Fredrickson and Tullis C. Onstott explain why in their arti-

cle, beginning on page 68. Drilling experiments have confirmed what

had long been a matter of speculation, that microorganisms survive

at considerable depths inside Earth’s crust, sometimes living inside solid

formations of granite. Like the communities of organisms that live

around hydrothermal vents on the ocean floor, these subterranean mi-

crobes have substituted volcanic fires for solar ones as an energy source.

Some cells are still tied to the surface world by a dependence on nutri-

ents filtering through the strata above, but others can obtain essential el-

ements directly from the surrounding rock. As the authors note, organ-

isms on Mars might have acquired the same or similar tricks to live

comfortably underground, even as that world’s atmosphere and water

all but disappeared.

Next month Scientific American will publish a further article, one that

explores where and how water once flowed on Mars, information that

might signpost the most promising places to dig for living or fossil or-

ganisms. If more work confirms that Mars did or does harbor life, re-

searchers will have to look more closely, too, at whether other bodies in

our solar system might be havens for it. Some moons around the outer

planets are superficially forbidding, but they are aboil with interesting

chemistry—who knows whether their interiors might offer sanctuary to

life-forms coming in out of the cold? Maybe our solar system will turn

out to be crowded with citizens.

JOHN RENNIE, Editor in Chief
editors@sciam.com

Microbes from Mars? Maybe
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SPACE STATION UNDER SCRUTINY

In the article on the International Space

Station [“Science in the Sky,” June],

Tim Beardsley and the editors at Scien-
tific American would have done well to

resist the temptation to play the “my

research is more important (read: wor-

thy of funding) than yours” game.

Congressional science funding is not a

zero-sum game in which killing one

program results in a windfall for anoth-

er. Our fortunes rise and fall together.

JAMES F. BUCHLI
Boeing Defense & Space Group

Houston, Tex.

Buchli is a former shuttle astronaut.

The current cyberspace generation is

attuned to more abstract forms of ex-

ploration than following the doings of

a few humans on the space station. Hy-

perlinks to Martian landscapes or im-

ages of extrasolar planets generated by

sensors on telescopes, probes or rovers

seem a lot more compelling than exper-

iments detailing long-term human per-

formance in space. I suspect citizens of

the next century will vote with their

browsers to fund the unmanned designs

Daniel S. Goldin has commissioned.

TOMAS VALIS
Toronto, Ontario

I read with concern Beardsley’s article

because it presented a one-sided perspec-

tive of the economics of space station

science and technology. For example, his

comments on the Space Vacuum Epi-

taxy Center imply a futility in our ef-

forts to utilize the space station that is

simply unfounded. Beardsley writes that

“no facility for orbital molecular-beam

epitaxy could operate within 50 miles of

the space station,” yet we have success-

fully operated the Wake Shield Facility

for molecular-beam epitaxy as close as

15 miles from the space shuttle. 

He also indicates incorrectly that we

have “not persuaded any business to

fund epitaxy research in space” and that

the Centers for the Commercial Devel-

opment of Space (CCDS) “are being

bankrolled by NASA.” Epitaxy research

at the Space Vacuum Epitaxy Research

Center has received funds from industry

of more than $2.3 million over the past

seven years. And in the 1994 fiscal year,

other funding going to the CCDS to-

taled more than $48 million, compared

with the $18.6 million allocated by

NASA—a far cry from “bankrolling.”

ALEX IGNATIEV
Director, Space Vacuum Epitaxy Center

University of Houston

Beardsley replies:
The assessment that no manufactur-

ing facility for molecular-beam epitaxy

could operate within 50 miles of the

space station was offered to me by a

technical staff member of the Space

Vacuum Epitaxy Center. The staff mem-

ber explained that experiments 15 miles

from the shuttle have failed to produce

epitaxial material suitable for manufac-

turing and that semiconductor com-

panies have so far declined to initiate

substantial space epitaxy development 

efforts. This source also stated that in-

dustry has restricted itself mainly to con-

tributions of materials and staff time. 

Regarding the subsidy that NASA pro-

vides to the CCDS, a National Research

Council report recently described the

arrangement as “fundamentally flawed”

and recommended auctioning commer-

cial facilities on the space station to the

highest bidder. The subsidy from NASA—

and government funds for science proj-

ects in general—are valid topics for pub-

lic debate and should not be left unex-

amined for fear that all research grants

might evaporate under scrutiny.

OLYMPIC GOLD

J
ust one look at the fancy bicycle fea-

tured on the cover of your June is-

sue and pictured in Jay T. Kearney’s

article, “Training the Olympic Athlete,”

indicates just how unsuccessful regula-

tion to encourage pure athletic perfor-

mance over technological (and finan-

cial) prowess has been. International

cycling rules specify that “bicycles shall

be of the type that is or could be pur-

chased by anyone practicing cycling as

a sport.” But this “anyone” should be

prepared to spend at least $20,000 if he

or she wants a Superbike II.

BORIS STAROSTA
Charlottesville, Va.

DAMAGE ASSESSMENT

“Confronting the Nuclear Legacy:
Ten Years of the Chornobyl Era,” by
Yuri M. Shcherbak [April], prompted
considerable mail from readers ques-
tioning the author’s assessment of the
number of casualties caused by the
Chornobyl nuclear power plant explo-
sion. The commentary that follows is
adapted from an article that first ap-
peared in Swiat Nauki, the Polish edi-
tion of Scientific American.

Ambassador Shcherbak’s article is one

of many recent publications pre-

senting the Chornobyl catastrophe in

black colors. The paper has clear anti-

technology motivations, describing the

Chornobyl accident as an example of

an “ever growing threat of technology

run amok.” I do not wish to correct all

the errors and distortions in Shcherbak’s

paper, but I will rather present the num-

ber of injuries and deaths as a result of

the accident as estimated by the interna-

tional community of radiation protec-

tion experts. I will base my comments

on reports of the United Nations Scien-

tific Committee on the Effects of Atomic

Radiation (UNSCEAR)—the most dis-

tinguished international scientific body

on the matters of ionizing radiation—as

well as a recent report from the Organi-

zation for Economic Cooperation and

Development and the proceedings of

Chornobyl symposiums held recently.

An assessment of the impact on hu-

man health caused by the meltdown at

Chornobyl should be limited to the ef-

fects of ionizing radiation and heat, as

well as mechanical injuries, excluding

losses caused by psychological factors

such as hysteria. (Symptoms of psycho-

somatic origin resulted from the stress

of the evacuation of hundreds of thou-

sands of people, leading to disruption of

community, family networks and tradi-

tional ways of life.) During the first few

hours of the catastrophe, 237 people—

employees of the nuclear power station

and rescue workers—were irradiated

with doses of radiation ranging from

2,000 to 16,000 millisieverts. For com-

parison, the global average of natural

lifetime radiation exposure is 168 milli-

sieverts, although in some countries the

Letters to the Editors
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Letters to the Editors

average dose is much higher. For exam-

ple, in some districts of Norway, the life-

time dose is 1,500 millisieverts, in India,

2,000 millisieverts and in Iran, 3,000

millisieverts. The 237 people at Chor-

nobyl were hospitalized with suspected

acute radiation sickness (ARS). Doctors

confirmed this diagnosis in 134 cases.

During the first three months after the

accident, 28 patients died of ARS. An-

other two died from mechanical or ther-

mal injuries, and one person died from

coronary thrombosis. Over the past 10

years, out of the original 134 people di-

agnosed with ARS, 14 died, but proba-

bly because of other causes. And among

the general public, three children died

of thyroid cancer related to exposure to

radioactive iodine released during the

accident. Thus, the total number of peo-

ple who died from radiation or injuries

stemming from the heat or the explo-

sion stands at 48.

Between 1986 and 1989 the 270,000

residents of the contaminated areas near

Chornobyl received radiation dosages

ranging from five to about 250 millisie-

verts, with the average dose falling at

approximately 40 millisieverts. Among

the 135,000 people evacuated in the

first few weeks after the event, the aver-

age exposure was 15 millisieverts. The

800,000 “liquidators” (who buried the

most dangerous wastes and constructed

the building now surrounding the reac-

tor) received on average 170 millisie-

verts in 1986 and 15 millisieverts in

1989. A small number of these people

received more than the emergency dose

limit, which was set at 250 millisieverts.

How dangerous were these levels?

Among residents of Hiroshima and Na-

gasaki, malignant tumors were not ob-

served in people who received radiation

doses to the whole body of less than 200

millisieverts. Furthermore, mortality

from leukemia in these cities was lower

among people who were exposed to few-

er than 100 millisieverts than in nonex-

posed people. Thus, many experts did

not expect an increase in cancer rates

after Chornobyl, and subsequent studies

carried out by teams in Ukraine, Belarus

and Russia confirmed this prediction.

In regions contaminated with Chorno-

byl debris, the rising cancer rate is iden-

tical to the increase observed in other

regions of Ukraine and can be explained

by the growing elderly population.

Irradiation of thyroid glands in chil-

dren is a different story. Because high

doses of radioactive iodine can become

concentrated in the small mass of the

gland, researchers expected a significant

increase in the rate of thyroid cancer six

to eight years after the catastrophe; in-

stead the increase showed up after only

four years. But whether the increase was

the result exclusively of radiation from

Chornobyl or of other agents as well is

still a matter of discussion. In any event,

until the end of 1995, a total of 682

children with thyroid cancer had been

identified in Ukraine, Belarus and Rus-

sia. As previously noted, three of these

patients died.

Economic losses in Belarus alone are

expected to reach $55 billion in 1995,

soaring to $190 billion by 2010. Most

of these expenses—$86 billion—will be

spent on pensions, rents and other com-

pensations for millions of people who

will receive doses of radiation lower

than the natural levels present in many

regions of the world. In terms of eco-

nomic devastation, the accident at Chor-

nobyl qualifies as an enormous indus-

trial catastrophe. But in terms of human

fatalities, it cannot be regarded as a ma-

jor one. After 10 years, fatalities total

48, a number that pales in comparison

to fatalities from other industrial acci-

dents—the 6,954 who died in the 10

years after the chemical accident in Bho-

pal, India, to name just one example.

ZBIGNIEW JAWOROWSKI
Central Laboratory 

for Radiological Protection

Warsaw, Poland

Shcherbak replies:
In my numerous meetings with peo-

ple who, like Jaworowski, call them-

selves the “international community of

radiation protection experts,” I could

not but be surprised by their open cyni-

cism. From the very beginning, they de-

nied any tragic consequences of the ca-

tastrophe and hid information about

radiation levels in certain areas. These

people did not want to notice the growth

in children’s thyroid cancer and, follow-

ing the mendacious Communist regime

propaganda, proclaimed those who

physically and mentally suffered from

the disaster as experiencing hysteria.

Dozens of highly qualified experts

from the former U.S.S.R.—medical doc-

tors, radiobiologists, geneticists, nucle-

ar physicists and others—have convinc-

ingly shown that the disaster at Chorno-

byl had an unprecedented and ominous

character. I never belonged to the “ca-

tastrophists” who thought that Chorno-

byl would cause millions of deaths. As

any unbiased reader could see, I was

very cautious with figures in my article,

avoiding ungrounded conclusions and

using only verified data. But at the same

time, I consider it absolutely immoral to

ignore the medical importance of this

event.

Finally, I have a proposal for Jawor-

owski: if he believes the Chornobyl ca-

tastrophe “cannot be regarded as a ma-

jor one,” I could ask Ukrainian officials

to find a nice-looking home within the

area contaminated by strontium, ce-

sium and plutonium where he could

settle down with his family. There he

could demonstrate that one need not

describe the Chornobyl disaster in

black colors but in rosy ones.

Letters selected for publication may
be edited for length and clarity. 

ERRATUM

Because of a printing error, the first

full sentence on page 31 of the August

issue [“Cyber View,” by John Brown-

ing] is incomplete. It should read:

“And at the office, new network-sup-

plied computing services might be

made to provide bursts of specialized

processing power—for example, the

number crunching that is needed to

run a simulation.”
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OCTOBER 1946

Fuel costs are such a relatively small figure in the overall

expense of generating electricity that atomic power plants

would reduce residential electric bills only slightly, according

to a recent Westinghouse estimate. The investment required

for central generating stations and distribution stations, and

equipment maintenance, far outweighs the fuel bill.”

“Some unusual set-ups are being used to give an accelerated

but accurate measure of the way materials perform as parts

of an entire unit. A refrigerator door, for example, may have

a fine appearance and work well for a few times, but this is

no assurance that it will function satisfactorily over a period

of years. Therefore, in place of waiting for a housewife to

open and close the refrigerator door to death, a machine was

made which performs that operation continually—verging on

the slamming side for good measure—24 hours a day to fail-

ure. An equivalent door life of 15 years is compressed to

about 12 days by the robot door-slammer.”

“‘Teacher, I can’t see the board’ used to be a familiar cry at

the Bowditch School in Salem, Massachusetts, before the es-

tablishment of Room 4 as an experiment in schoolroom

lighting. Keys to better seeing include triangular fluorescent

luminaires that produce an asymmetric light distribution,

with the greatest illumination facing the blackboard, and

when louvers on windows can not adequately control sky

glare, the fluorescent lamps are switched on or off by a ‘mon-

itor’ pupil according to the indications of a simplified light

meter fastened to his desk.”

OCTOBER 1896

Cycling, which was yesterday the fad of the few, is today

the pastime of the many. Unfortunately, this progress

has been attended with numberless casualties. One tempta-

tion to many cyclists is to see how speedily they

can sacrifice their lives on hilly ground. The

moment the brow of a hill is reached the

reckless cyclist seems impelled to

take his feet from the pedals and to

allow the machine to descend

with all the rapidity which gravi-

ty gives it. A good brake affixed

to the back wheel would con-

siderably reduce the number of

accidents from this cause; but,

unfortunately, there is an idea

that a brake adds an inconve-

nient weight to the machine.”

“Leydenia gemmipara Schau-

dinn is the name given to a par-

asitic amoeboid rhizopod which

Berlin professors have recently found in the fluid taken from

patients suffering from cancer of the stomach, and which

they think may possibly be the cause of the disease.”

“A new variety of window glass invented by Richard Szig-

mondy, of Vienna, has the peculiar virtue of non-conductivi-

ty for heat rays. A pane of this glass a quarter inch thick ab-

sorbs 87 to 100 per cent of the heat striking it, in contrast to

plate glass, which absorbs only about 5 per cent. If Szigmon-

dy’s glass is opaque to heat rays, it will keep a house cool in

summer, but tend to make it warmer in winter.”

OCTOBER 1846

Animal magnetism, with all its boasted advantages in ren-

dering people insensible to pain, appears likely to be su-

perseded by a discovery of Dr. William T. G. Morton, of

Boston. It is no other than a gas or vapor, by the inhaling of a

small quantity of which, the patient becomes immediately un-

conscious, and insensible to pain, thus giving an opportunity

for the most difficult and otherwise painful surgical opera-

tions, without inconvenience.” [See illustration on page 124.]

“Jean-Baptiste Fourier, a French philosopher, established

that there are three states in which material bodies exist and

proved that when a solid body or a liquid (such as molten

iron) becomes incandescent, the light which it emits is polar-

ized; and that the light of incandescent gases, such as flame,

is unpolarized. Now M. François Arago has, with most

beautiful sagacity, established that the light from the sun is

not polarized; the conclusion is inevitable, that the surface of

the sun is covered by an atmosphere of flame.” [Editors’
note: Plasma, the fourth state of matter, was not recognized
until 1952. The surface of the sun does give off unpolarized
light but is actually composed of plasma.]

“Our engraving represents a recent invention,

the Fire Shield, having for its object the pro-

tection of firemen from the excessive

heat of the flames, while engaged in

their gallant calling. The head is

more sensitive to heat than any

other part of the body, often

compelling firemen to stand

aloof, when, could their faces

have protection, the flames

might be approached much

nearer; resulting, perhaps, in

the rescue of valuable property.

For this purpose a stiff leather

mask has been constructed,

with pieces of clear mica for

eye-glasses and a small tube

near the mouth for inhalation.”

50, 100 and 150 Years Ago

5 0 ,  1 0 0  A N D  1 5 0  Y E A R S  A G O
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NEW HINT OF LIFE IN

SPACE IS FOUND: Mete-

orites Yield Fossilized,

One-Cell Organisms Unlike Any Known

on the Earth,” shouted a headline in

the New York Times. “Something Out

There,” Newsweek chimed in. Respect-

ed scientists told crowds of reporters

that their work, published in a presti-

gious journal, revealed complex hydro-

carbons and what looked like fossilized

bacteria buried deep within a mete-

orite. This, they claimed, was “the first

physical evidence for the existence of

forms of life beyond our planet.”

That was 1961, and the meteorite in question was not the

one from Mars that has made recent headlines but another

that had fallen a century earlier in Orgueil, France. Under

closer scrutiny, the astonishing evidence was eventually

thrown out of the court of scientific opinion. The organic

chemicals and “fossils” turned out to be ragweed pollen and

furnace ash.

So it is with understandable skepticism that scientists are

greeting the bold assertions, made by David S. McKay of the

National Aeronautics and Space Administration Johnson

Space Center and eight colleagues, that the peculiar features

they found in meteorite ALH84001 are best explained by the

existence of primitive life on early Mars. Despite public en-

thusiasm about the conclusions, published in Science, many

leading researchers who study meteorites and ancient life

have weighed the evidence and found it unconvincing. “There

are nonbiological interpretations of McKay’s data that are

much more likely,” concludes Derek Sears, editor of the jour-

nal Meteoritics and Planetary Science.

On August 7 the nightly news recounted ALH84001’s im-

pressive résumé: born 4.5 billion years ago in Mars’s depths;

splashed by a huge impact into interplanetary space to drift

for 16 million years; captured in Earth’s gravity and dragged 
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showed no signs of life when tested by the Viking lander—but conditions 

may have been much more favorable billions of years ago.
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into Antarctic snow; buried in ice for 10 to 20 millenia until
1984, when meteorite hunters picked it up and made it fa-
mous. That much nearly everyone agrees on; the controversy
centers on the rock’s less glamorous inside story.

McKay and his collaborators build the case for life on four
lines of evidence. The first are blobs, no bigger than periods,
that dot the walls of the cracks and crevices perforating the
meteorite’s shiny crust. These multilayered formations, called
carbonate rosettes, tend to have cores rich in manganese, sur-
rounded by a layer of iron carbonate and then by an iron
sulfide rind. Bacteria in ponds can produce similar rosettes as
they metabolize minerals. But “that is a perfectly reasonable
sequence to find in a changing chemical environment as well,”
counters Kenneth H. Nealson, a biologist at the University of
Wisconsin.

The second line of evidence centers on the discovery of or-
ganic compounds called polycyclic aromatic hydrocarbons,
or PAHs, in and around the carbonate. Richard N. Zare, a
Stanford University chemist and co-author of the Science pa-
per, reports that the rock contains an unusual mixture of cer-
tain lightweight PAHs. “In conjunction with all the other
data, it seems most likely to
me that they all came from
the breakdown products of
something that was once
alive,” he says.

Critics suggest other pos-
sible explanations, howev-
er. “Hydrothermal synthesis
could take inorganic carbon
and water and make aro-
matic organics; you would
get the same ones they re-
port,” points out Bernd Si-
moneit, a chemist at Oregon
State University. “And look
at the Murchison meteorite, thought to come from the aster-
oid belt,” adds Everett Shock of Washington University.
“Hundreds of organic compounds have been identified in it,
including amino acids and compounds closer to the things
organisms actually use. It has carbonate minerals in it, too—

and real solid evidence of water—yet there isn’t anybody say-
ing that there is life in the asteroid belt.”

Training high-power electron microscopes on ALH84001,
McKay’s group found its third and most cogent bit of evi-
dence: tiny, teardrop-shaped crystals of magnetite and iron
sulfide are embedded in places where the carbonate is dis-
solved, presumably by some sort of acid. The authors note
that certain bacteria manufacture broadly similar magnetite
and iron sulfide crystals. Joseph Kirschvink, a biomineralo-
gist at the California Institute of Technology, agrees that the
mineral formations are intriguing. “If it is not biology, I am
at a loss to explain what the hell is going on,” he says. “I
don’t know of anything else that can make crystals like that.”
Shock remains unconvinced. “There are other ways to get
those shapes. And in any case,” he continues, “shape is one
of the worst things you can use in geology to define things.”

The final thread of evidence has drawn the sharpest attacks.
Examining bits of ALH84001 under an electron microscope,
McKay’s team found elongated and egg-shaped structures
within the carbonate; the researchers interpreted these as fos-
silized nanoorganisms. Many scientists are unconvinced that
such organisms ever existed on Earth, let alone elsewhere.

There is also a real danger of an observer effect at work.
“The problem,” says NASA exobiologist Jack Farmer, “is

that at that scale of just tens of nanometers, minerals can
grow into shapes that are virtually impossible to distinguish
from nanofossils.” But Everett K. Gibson, Jr., another of Mc-
Kay’s co-authors, responds that “we eliminated that possibil-
ity for most of our examples by noting the lack of crystal
growth faces” and other mineralogical features. 

Some critics also find the small size of the “fossils” hard to
square with the other evidence. “These structures contain one
one-thousandth the volume of the smallest terrestrial bacte-
ria,” points out Carl R. Woese of the University of Illinois,
who studies the chemistry of ancient life. “They really press
the lower limit,” he says, of how tiny a living unit can be.
Moreover, the putative Martian bacteria are hardly larger
than the mineral crystals they are supposed to have produced. 

If not life, then what can account for this odd collection of
features? One possibility is a hydrothermal process. “Imag-
ine hot fluids flowing through the crust,” suggests John F.
Kerridge of the University of California at San Diego. “The
crystallization of magnetite, iron sulfides and carbonate with

a change in the chemistry
over time is perfectly reason-
able. If anywhere in the sub-
surface of Mars there are
PAHs, then they would be
carried by this fluid and de-
posited where the fluids crys-
tallize. I think the nanostruc-
tures are most likely an un-
usual surface texture resulting
from the way in which the
carbonate crystallized.”

Then there is the specter of
contamination. Jeffrey Bada
of the Scripps Institution of

Oceanography in La Jolla, Calif., notes that PAHs have been
found in glacial ice, albeit at very low concentrations; when
he analyzed a different Martian meteorite, he found that ter-
restrial amino acids had worked their way into the rock.
McKay and his colleagues tried to avoid being fooled by con-
taminants by running the same tests on several Antarctic me-
teorites. They showed, among other things, that nothing was
living inside ALH84001 at the time it was analyzed, that
most (but not all) of the carbonates harbored isotopes associ-
ated with Mars and that PAHs were more concentrated in-
side the rock than on its surface. “These arguments are flaky
and simplistic,” Sears rebuts. “Weathering is a sloppy process.
Things leach in, then leach out; they do not do the obvious.”

The search for better answers is already under way. Re-
searchers in many disciplines are scrambling to obtain pieces
of ALH84001 and the 11 other meteorites identified as Mar-
tian. Zare says he wants to search for amino acids and to
compare the carbon 13 in the PAHs with that of Mars—

work that some feel he should have done before going public
with his results. McKay has talked about obtaining electron
micrographs of thin sections of the nanofossils, but such ef-
forts will push the limits of present technology.

If the results hold up, some suspect it may be just the tip of
the iceberg. “My impression is that bacterial life exists on plan-
ets around one in 10 stars, maybe more,” speculates Stanley
Miller of U.C.S.D. “I would view life on Mars not as a surprise
but as a new frontier.” —W. Wayt Gibbs and Corey S. Powell
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On August 7, Thomas Ko-
cherry of the National Fish-
workers’ Forum (NFF) in

India began an indefinite hunger strike;
three days later fisherfolk around the
nation followed with a blockade of har-
bors. The protesters were demanding the

revocation of licenses granted to for-
eign vessels for fishing within the Indian
maritime zone. The enormous capacity
of these ships, they claimed, threatened
the livelihood of more than eight mil-
lion traditional fishermen.

This skirmish is only the latest in a
decades-long war between the govern-
ment and the fishermen of India. In
1970 the Ministry of Food Processing
Industries subsidized the purchase of
180 high-tech trawlers to exploit waters
deeper than 50 meters. These vessels
dragged weighted, fine-mesh nets across
the seafloor in search of shrimp, collect-
ing entire ecosystems. The ravaged sea-

bed lost its ability to nurture fish, and
at least 350,000 tons of nontarget spe-
cies, or “trash fish,” were tossed out an-
nually. By 1990 the shrimp grounds were
overfished and most of the trawlers idle.
Although the richer inshore waters were
reserved for small boats, Harekrishna
K. Debnath of the NFF asserts that the
trawlers routinely encroached within 50
meters. The traditional sector saw its
catch drop precipitously.

In 1991, when a wind of liberaliza-
tion blew across India, the ministry in-
vited the owners of foreign fleets to team
up with Indian partners in joint ven-
tures. Noting that the total catch in
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F I E L D  N O T E S

Building a Better T-Bone

Istep out of my rental vehicle and get a lungful of the end
product of bovine digestion. There are flies buzzing around

and cattle as far as the eye can see, which is very, very far
on the flat Texas Panhandle. I’m about 20 kilometers south-
west of Amarillo, in the Randall County Feedyard, surround-
ed by about 60,000 cattle. There are Black Anguses, Brah-
mins, Limousines, Herefords, Charolais, Simmentals, Hol-
steins and countless intermixtures. Pretty soon, they’ll all
be steaks. But besides meat,
the carcasses of these ani-
mals will yield a wealth of
data perhaps only a cattle
breeder could love.

Such information is the
stock-in-trade of Theodore H.
(Ted) Montgomery, who di-
rects the Beef Carcass Re-
search Center at nearby West
Texas A&M University, as well
as the associated Cattlemen’s
Carcass Data Service, a unit
of the National Cattlemen’s
Beef Association. Montgomery is an ample, affable, plain-
spoken man, notwithstanding his Ph.D. and other creden-
tials. (His first words to me are “You look like a Yankee from
New York City.”)

Montgomery notes that rigorous data collection already
enables those who raise chickens and pigs to exert consid-
erable control over the efficiency and consistency of meat
production by tinkering with breeding, feeding and veteri-
nary treatments. Beef cattle, however, lead a less sheltered
and controlled existence, with several different owners over
their (typically) 14- to 24-month lifetime. Such factors work
against consistency—making one sirloin tender and another
tough, even in the same supermarket on the same day.

Data collection can begin with the birth of a calf, when
cowhands give the animal an ear tag and note the animal’s
sex, parentage, birthweight and any difficulties with the

birth. Later, they record the weaning weight—how big the
calf is when it stops nursing—which is a good indicator of
how efficiently the animal converts food to edible tissue. In-
formation is also collected on inoculations and illnesses.
(The cattle industry being somewhat behind the technologi-
cal vanguard, the information may be scribbled on a piece of
feed sack before making its way to the computer.) The data
could be useful in tracing any major maladies—such as the
“mad cow” disease that has affected British cattle recently.

The “bottom-line” data, as Montgomery calls them, are
recorded after the animal is slaughtered. They are used to
compute the yield grade and the quality grade; the former

comes from measurements of
the carcass weight, the rib-
eye area and the fat inside
the body cavity. Those figures
are fed into an equation that
estimates the percentage of
boneless primals—round, loin,
rib and chuck—which tells
the breeder which animals
produced the highest percent-
age by weight of lean meat. A
grade of one means that at
least 52.3 percent of the ani-
mal’s carcass weight became

trimmed steaks and roasts; five means that less than 45.4
percent did. The quality grade is a more subjective measure
of the meat’s color, texture, intramuscular fat (“marbling”)
and the age of the animal’s skeleton.

So far Montgomery’s group collects such statistics on
only one tenth of 1 percent of the 25 million or so “fed cat-
tle” in the U.S. His long-term goal is to provide data to
enough cattle breeders, feeders and others to make more of
the steaks purchased in supermarkets and restaurants con-
sistent, especially in tenderness and marbling. In the mean-
time, as a reality check, he fondly harbors a secret plan: to
consume and compare 10 steaks (not all on the same day,
of course) from each of several restaurants. One presumes
that martinis might be necessary to make the experiments
as realistic as possible. What some people won’t do in the
name of science. —Glenn Zorpette

SCIENCE AND THE CITIZEN

FISH FIGHT

A struggle over resources in 
Indian waters comes to a boil

ENVIRONMENTAL POLICY
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1989 was 2.2 million tons, whereas the
projected yield was 3.9 million tons, the
officials argued there was room for new
fishing technology. A 1992 report by
the Food and Agriculture Organization
(FAO) stated, however, that most of the
unharvested fish were noncommercial
species, so that only 164,000 additional
tons could be profitably caught. Ac-
cording to the NFF, 194 joint-venture
licenses have been granted, many of
them to trawlers. (The ministry did not
respond to Scientific American’s re-
quests for information.) The vessels are
exempt from customs, sales and excise
taxes, are allowed up to 95 percent for-
eign equity, and export 80 percent of
their catch.

As before, the foreign vessels are in-
structed to stay in deep
waters, but Debnath al-
leges that they do not.
“The government says it
is transfer of technology.
But it is a transfer of crisis
from their place to ours,”
he attests, referring to the
overfishing of northern
waters. In 1995 the gov-
ernment convened an ex-
pert committee to study
the situation. By February
the committee had hand-
ed down its recommenda-
tion—cancellation of all
joint-venture licenses.

The actual damage done
by the foreign ships is debatable. Sebas-
tian Mathew of the International Col-
lective in Support of Fishworkers points
out that no more than 34 vessels have
been sighted in Indian waters. Snelling
R. Brainard of Consolidated Seafood
Corporation in Boston, which holds li-
censes for 75 long-liners, explains that his
fleet targets big-eye tuna in international
waters off the southern coast. One ma-
jor concern of the NFF is that the licens-
ing of some foreign vessels makes it hard-
er for the Indian coast guard to identify
unlicensed ones. Purwito Martosubroto
of the FAO concurs that the weakness
of fishery surveillance systems in South
Asia leaves room for poaching.

But also in dispute are the economics
of the joint ventures. Each license costs
a maximum of $700, amounting to no
more than $136,000 in revenues from
licensing fees. In contrast, the Seychelles
islands earned $6.7 million in licensing
fees in 1989, from 55 foreign vessels
fishing in its waters. Because the foreign
vessels can transfer their catch in mid-

sea, there are no independent estimates
of its value. The government claims,
however, earnings of $11 million in an-
nual royalties; in addition, unspecified
amounts are remitted to the Indian part-
ners. These partners, Debnath argues,
help explain the policy: they reportedly
include some very well-connected indi-
viduals. Intriguingly, the Indian partners
for 125 out of 159 joint-venture vessels
registered in 1994 were located in New
Delhi—a landlocked city that is the seat
of political patronage in the nation.

The class wars are exacerbated by one
other aspect of industrial fishing. The
by-catch from the foreign trawlers and
liners is nowadays ground up to feed
farmed shrimp, poultry or pigs—for
consumption in the developed world.

These trash fish used to be a primary
source of protein for poor Indians. But
because fishermen bring home less of
the no-name fish, prices have increased
fivefold in the past decade, putting this
essential food out of reach of the poor.

At the root of all this trouble is the
lack of a coherent policy for managing
the fisheries. Although the Ministry of
Food Processing Industries has issued
the licenses, the Commerce Ministry is
responsible for promoting marine
products—and fisheries as a whole are
run by the Agriculture Ministry. The
government’s figures are not credible to
fishermen: Mathew contends that in
1990, after the protests first gathered
strength, the Central Marine Fisheries
Research Institute changed sampling
techniques to come up with an un-
precedentedly high catch in the state of
Kerala. “One of the greatest contribu-
tions of the movement,” he states, “is
that it exposes the mess.” —Madhusree
Mukerjee, with additional reporting by
Sanjay Kumar in New Delhi
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Hormonal Relief from Alzheimer’s
Evidence from animal research and
from studies on postmenopausal wom-
en suggests that estrogen replace-
ment might help fight Alzheimer’s dis-
ease. The finding has prompted federal
funding of clinical trials in 38 medical
centers around the U.S. Researchers,
led by Sally Schumacher of the Bow-
man Gray School of Medicine in North
Carolina, will investigate the effective-
ness of estrogen supplements in pre-
venting the debilitating disease in
women. (Preliminary evidence also
suggests that supplements of testos-
terone, which is converted to estrogen
in the brain, might delay or prevent the
disease in elderly men.)

Garden of Earthly Stench
Anticipating a whiff of the notoriously
malodorous Amorphophallus titanum
plant, hundreds of people crowded the
Princess of Wales Conservatory at Kew
Gardens in London on July 31, only to
have botanist Peter Boyce tell them

they had missed the
“treat.” The meter-
high Sumatran titan
arum, which last
flowered 33 years
ago, reportedly
emits an odor likened
to a mixture of “rot-
ting fish and burnt
sugar with an over-
tone of urine”—but
only when ready to
be pollinated. Boyce
claims the entire
greenhouse reeked
the night before, but
the following day the
crowd couldn’t smell
a thing.

Remarkable Sight
True or false: (a) Falling anvils are
harmless. (b) Spinach makes you su-
perhumanly strong. (c) Some animals
can pop their eyes out of their head at
will. If you answered false to (c), zoolo-
gists at the University of Michigan and
Northern Arizona University have news
for you. They recently photographed
Scolecomorphus kirkii sticking its
eyes out of its head. This limbless am-
phibian from East Africa performs the
trick using protrusible tentacles on ei-
ther side of its snout. 

IN BRIEF

Continued on page 28

FISHERMEN IN INDIA
complain of overfishing by high-tech vessels.
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Researchers are now probing
what may turn out to be the
most curious small body the

solar system has yet presented for
scrutiny: a globe the size of the
moon that appears to be a well-
ordered crystalline entity. This
body is poised little more than
5,000 kilometers away, yet it is
completely invisible. Located at
the center of the earth, it is
known simply as the inner core.
Two seismologists have just
shown that this strange crystal
sphere is turning slowly within
the rocky and liquid metal en-
closure that keeps it all but hid-
den from scientific investigation.

Geophysicists realized de-
cades ago that a solid inner core
exists, but they knew precious
little else about it. They believed
the inner core and the liquid
shell surrounding it were made
largely of iron, yet other fea-
tures of the heart of the planet
remained enigmatic.

But during the 1980s, seismol-
ogists examining earthquake
waves that pierce the inner core
made a startling find. Rather
than being “isotropic” (the same
in all directions) in its physical
properties, the inner core proved
to be somewhat like a piece of
wood, with a definite grain run-
ning through it. Waves traveling
along the planet’s north-south
axis go 3 to 4 percent faster
through the inner core than
those that follow paths close to
the equatorial plane.

Geophysicists have struggled
to explain why this grain (or
“seismic anisotropy”) should exist. The
leading theory is that at the immense
pressures of the inner core, iron takes on
a hexagonal crystal form that has in-
herently directional physical properties.
Some force apparently keeps the hexag-
onal iron crystals all in close alignment.

Lars Stixrude of the Georgia Institute
of Technology and Ronald E. Cohen of

the Carnegie Institution of Washington
note that whatever texturing mechanism
operates to form the anisotropic grain
of the inner core, it must be almost 100
percent efficient. Otherwise the seismic
anisotropy would not be as large as
measured. “The very strong texturing
indicated by our results suggests the pos-
sibility that the inner core is a very large
single crystal,” they boldly stated in a
article published last year in Science.

The seemingly absurd notion—that a
body the size of the moon could be just
one big crystal—is less ridiculous than it

sounds. The central core may have
grown gradually to its present size as
liquid iron at the bottom of the outer
core solidified and attached itself to the
inner core. That process would occur ex-
ceedingly slowly, with few outside dis-
turbances—just like the conditions that
favor the growth of large crystals in a
lab. Slow solidification of iron might
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In Brief, continued from page 26

Ultraviolet Radiation on the Rise
Since 1972 the amount of damaging
ultraviolet rays reaching the earth’s
surface has risen dramatically, atmo-
spheric scientists from NASA report.
Data from the Total Ozone Mapping
Spectrometer mounted on board the
Nimbus 7 satellite reveal that ultravio-
let radiation has risen an average of
6.8 percent a decade in the Northern
Hemisphere and 9.9 percent a decade
in the South. Dwindling protection
from the diminishing ozone layer is
most likely to blame. 

Choosing Abortion
About half of all U.S. women will opt to
abort an unwanted pregnancy at some
point in their life, a survey from the
Alan Guttmacher Institute finds. These
women, two thirds of whom intend to
have children in the future, come from
every age group, race, social class and
creed—including those thought to op-
pose abortion. Catholic women, for ex-
ample, had an abortion rate that was
29 percent higher than that of Protes-
tant women. Six out of 10 women hav-
ing abortions used protection.

A Fish Smarter Than a Man
The human brain uses 20 percent of
the oxygen that the body does—way
above the 2 to 8 percent common in
other vertebrates. Now the diminutive
African elephant-nose fish has nudged
humans aside: its brain needs fully 60
percent of the oxygen that its body
consumes. According to the Journal of

Experimental Bi-
ology, the large
ratio comes from
the creature’s
being cold-blood-
ed, as well as its
enormous brain.

Of the fish’s body mass, 3.1 percent is
brain—compared with 2.3 percent for a
human.

Spinal Repairs
Researchers at the Karolinska Insti-
tute in Stockholm have devised a tech-
nique to repair severed spinal cords in
rats. After cutting the spinal columns
of two rats, they implanted tiny nerves
in the gap and applied acidic fibroblast
growth factor. Within six months new
axons had bridged the spinal divide.
Yet neither rat recovered coordinated
locomotion, leaving open the question
of how much the technique would help
quadriplegic humans.

Continued on page 32

A SPINNING 

CRYSTAL BALL

Seismologists discover that 
the inner core rotates

GEOPHYSICS

SEISMIC RAYS
traveling from Novaya Zemlya (a) to Antarctica

(b) pass through the earth’s center—as this 
20-sided globe shows when assembled.
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have allowed the inner core to grow
quietly for billions of years, becoming
in the end a gargantuan single crystal,
more than 2,400 kilometers across.

But slow crystal growth does not ex-
plain the alignment of the inner core’s
axis of anisotropy with the earth’s rota-
tion axis. The process also fails to ac-
count for the seismological evidence that
the anisotropic grain is not uniform.
Xiaodong Song, a seismologist at Co-
lumbia University’s Lamont-Doherty
Earth Observatory, says that the anisot-
ropy at the top of the inner core “is
likely to be very weak—less than 1 per-
cent.” So it would seem that some oth-
er physical mechanism must keep the
deeper hexagonal iron crystals in line.

Although several explanations have
been proposed, the most reasonable the-
ory calls on internal stress (generated by
the earth’s rotation), which is strongest
along the north-south axis. Thus, the
hexagonal iron that constitutes the in-
ner core could crystallize (or recrystal-
lize) in parallel with the spin axis—as
do the mica flakes that form in rocks
squeezed by tectonic forces. Internal

stress could thus keep the inner core’s
grain well aligned with the spin axis—

perhaps too well aligned. It turns out
that the grain of the inner core is not
exactly parallel to the earth’s rotation
axis: in 1994 Wei-jia Su and Adam M.
Dziewonski of Harvard University re-
ported that the axis of anisotropy is in
fact tilted by about 10 degrees.

At about the same time, Gary A.
Glatzmaier of Los Alamos National
Laboratory and Paul H. Roberts of the
University of California at Los Angeles
were working on a computer simulation
of how the earth’s magnetic field oper-
ates. Although the tumultuous churn-
ing of the outer core’s liquid iron cre-
ates this magnetic field, Glatzmaier and
Roberts found that the influence of the
solid inner core was needed for proper
stability. Their modeling also indicated
that the inner core may be shifting slow-
ly eastward with respect to the earth’s
surface, impelled by persistent fluid mo-
tions at the base of the outer core.

Reading that result and realizing that
the seismic grain of the inner core was
not wholly aligned with the spin axis,
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An Ocean on Jupiter’s Europa?
Scientists have long wondered wheth-
er Europa, a moon of Jupiter, harbors a
liquid ocean beneath its icy crust.
Fuzzy pictures from the Voyager space-
craft revealed surprisingly few craters;
perhaps upwelling water filled them in.

If so, conditions
might have
been compatible
at some point
with the exis-
tence of life.
Such specula-
tion got a boost
in August when
images re-
trieved from
Galileo showed
a surface rid-

dled with filled cracks similar to those
seen in Earth’s polar ice floes. Closer
flybys in December and February will
gather more detailed evidence. For
more images, see http://www.jpl.
nasa.gov/releases/europh20.html 

FOLLOW-UP
Software Gone Awry
Investigators appointed by the Euro-
pean Space Agency reported in July
that a software bug brought down the
new $8-billion Ariane 5 rocket, which
exploded in June and was supposed to
have a major role as a platform for
space exploration. The team found
that an unused, unnecessary routine
in the software controlling the rocket’s
engines was ultimately responsible for
the crash. Apparently, further testing
of this guidance software might have
caught the glitch. (See September
1994, page 86.)

Halt, Aquatic Interloper
Ships currently change their ballast
water at sea to prevent species—such
as the zebra mussel—from upsetting
marine ecosystems that they are not
native to. But a recent National Re-
search Council (NRC) report found that
the technique is dangerous because it
can destabilize ships. Further, the
practice is not completely effective, as
some organisms remain glued to the
bottom of the tanks. The NRC recom-
mends instead that ships filter their
ballast water before it is taken in or
else treat it with heat or biocides to
kill organisms before it is discharged.
(See October 1992, page 22.)

—Kristin Leutwyler and Gunjan Sinha

In Brief, continued from page 28

SA

Sixty years ago this September,
Benjamin—renowned for being
the last Tasmanian tiger—died at

the zoo in Hobart, Australia. Legends
about the creature have not died, how-
ever, and debate about Thylacinus cyno-
cephalus (in Latin, “pouched dog with
a wolf’s head”) is quite alive. It seems
that Tasmania has its own version of the
Loch Ness monster.

Several months ago Charlie Beasley
of the Tasmanian National Parks and
Wildlife Service reported seeing a crea-
ture “the size of a full-grown dog. The
tail was heavy and somewhat like that of
a kangaroo.” A decade earlier respected
wildlife researcher Hans Naarding said
he saw a tiger 30 feet from his vehicle.
“It was an adult male in excellent con-
dition with 12 black stripes on a sandy
coat,” he wrote in his report.

No irrefutable photographs, fur or
plaster casts of tracks have provided
confirmation, but such tantalizing sight-

ings have helped make the tiger, also
called the thylacine, into a Tasmanian
obsession. Images of the two-foot-high,
shy, nocturnal predator can be found on
city seals, traffic signs, T-shirts and beer
bottles. The parks service receives no-
tice of dozens of sightings every year; a
ranger systematically tallies and evalu-
ates all of them.

Part of the animal’s mystique is the
nature of its demise. The world’s largest
marsupial carnivore disappeared recent-
ly enough that hunters remember kill-
ing it for the $2 bounty. The thylacine
was not protected until two months be-
fore Benjamin died. “There’s almost a
guilty conscience about its disappear-
ance,” says Mark Holdsworth of the
parks service. His colleague Steve Rob-
ertson agrees: “It’s the idea of redemp-
tion. We killed it off, but now it’s back.”

Sheep raisers who settled on the island
of Tasmania in the early 1800s consid-
ered the thylacine a threat to livestock.
Van Diemen’s Land Company first of-
fered bounties on tiger scalps, and the
royally chartered company’s records
show thousands of thylacines killed. The
tiger population, low to begin with,
was further diminished by an epidemic
of a distemperlike disease in the early
20th century, says Robert H. Green, a
tiger buff and former curator of the

ON THE TAIL 

OF THE TIGER

Is a Tasmanian legend 
still wandering the bush?
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Song and his colleague Paul G. Richards
decided to look for seismic evidence
that the canted grain of the inner core
was indeed swiveling around relative to
the rest of the earth. Their idea was to
examine seismic recordings of waves
that traveled through the inner core de-
cades ago and to compare them with
more recent signals. If the core rotates,
the time it takes these waves to traverse
the inner core should change systemati-
cally. The challenge was to find record-
ings of seismic waves that passed close
to the north-south axis and to devise a
way to compare them precisely enough
to detect the slight differences that result
from less than 30 years of change (the
span of seismic records). But they solved
both problems and found evidence of
rotation quite quickly. “Everything hap-
pened in three weeks,” Richards notes.

The team started by looking at seismic
traces recorded in Antarctica caused by
nuclear tests made at Novaya Zemlya
in the Soviet Arctic. Traveling from one
pole to another, these seismic waves
penetrated the core. Examining data
that had been collected over the course

of a decade, Song and Richards observed
what appeared to be a change of two
tenths of a second in the travel time of
the waves that passed through the inner
core as compared with those that just
skirted it. They then scrutinized a set of
seismic recordings made in Alaska of
earthquakes that occurred between the
tip of South America and Antarctica and
found similar results to confirm that the
inner core was in fact moving. They
presented their discovery in the July 18
issue of Nature.

Although the detection of inner core
movement was itself a remarkable ex-
perimental achievement, the correspon-
dence in direction and speed of this mo-
tion (eastward at a degree or two a
year) with the predictions of Glatzmai-
er and Roberts was more remarkable
still. But geophysicists are far from hav-
ing figured out the workings of the in-
ner core. No one yet understands for
sure what causes its anisotropic grain.
Nor can scientists explain why the an-
isotropy should be tilted. According to
Glatzmaier, “It’s anybody’s guess at this
point.” —David Schneider

Queen Victoria Museum in Launceston.
Green is convinced that some tigers 

remain and claims their population is
actually increasing. He says the animals
are not seen, because they “live in the
bush, where they can get all the tucker
[food] they want.” Green adds that the
island’s large size and impenetrable ter-
rain provide plenty of room to hide.

And he blames the lack of concrete evi-
dence on the Tasmanian devil—a mar-
supial version of a jackal. Devils devour
all the flesh, hair and bone they come
across while scavenging.

Playing devil’s advocate is Eric R. Gui-
ler, retired dean of science at the Univer-
sity of Tasmania and author of several
books on the region’s wildlife, including

TASMANIAN TIGER,
the world’s largest marsupial carnivore, may not be extinct, say some observers.
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In a 1990 publication entitled
Windstorm, Munich Re, one of the
world’s largest reinsurance compa-

nies (firms that provide coverage to oth-
er insurers), stated that tropical cyclones

News and Analysis34 Scientific American October 1996

one coming out soon on the thylacine.
He holds that the tiger’s historic habitat
was destroyed by humans and discounts
most urban and suburban sightings; the
observers, Guiler says, “are quite mad,
you know.” He also argues that if thy-
lacines existed, there would be some
hard evidence, such as road kills.

Nevertheless, Guiler admits to the
possibility of the thylacine’s survival. In
the early 1960s he himself found what
looked like tiger tracks at the Woolnorth
sheep station on the northwest peninsu-
la. (If the thylacine does survive there, it

is having the last laugh: Woolnorth is
the only sheep station still owned by
Van Diemen’s Land Company.)

For his part, Holdsworth of the parks
service finds large-scale searches for the
tiger frustrating. He thinks the focus
should instead be on protecting existing
endangered species. There is only one
benefit of the misplaced public interest
in the Tasmanian tiger, Holdsworth
maintains: “The thylacine is a good re-
minder of extinction and endangerment.
We’re still making the same mistakes.” 

—Daniel Drollette in Tasmania

HURRICANE

HULLABALOO?

Atlantic cyclones prove
to be in decline

METEOROLOGY

America’s position as the world’s leading exporter of 
grains depends largely on a layer of topsoil typically

less than a foot thick. This layer usually erodes but can be
replenished through the accumulation of organic matter, the
process of weathering, the activity of earthworms and mi-
croorganisms, and other means. As a rule of thumb, it takes
30 years to form an inch of topsoil—and much longer in ar-
eas of little rainfall. An inch of topsoil, however, can be lost
in less than a decade of such improvident farming practices
as excessive grazing, monocropping and destruction of
ground cover. Heavy and frequent rain can wash away top-
soil, particularly where vegetation is sparse and where the
ground slopes. Wind erosion is especially destructive during
prolonged droughts, such as that of the 1930s, which pro-
duced the infamous dust bowl in parts of the Great Plains.

The devastation of the dust bowl led to the creation of the
Soil Conservation Service, recently renamed the Natural Re-
sources Conservation Service. Since 1982 the NRCS has
systematically measured erosion and other soil characteris-
tics for the entire country in its National Resources Invento-
ry. The map, created from this database, shows that in most
areas with extensive cropland, there has been an improve-
ment or at least no increase in average erosion rates. In
1992 wind and water caused tolerable levels of erosion on
68 percent of cropland, an improvement of 21 percent over
1982. Some of the improvement was the result of crop rota-
tion and better tilling methods but more important have
been the efforts of the Conservation Reserve Program, in
which the government pays farmers to remove environmen-
tally sensitive cropland from use.

Nevertheless, some cropland in the
eastern three fifths of the country
was eroding excessively in 1992—
most notably in southern Iowa, north-
ern Missouri, parts of western and
southern Texas, and much of eastern
Tennessee and the Piedmont region.
(Still, all these areas were averaging
less erosion in 1992 than they were
in 1982.) 

The Great Plains, a region of mixed
crop- and rangeland, remains one of
the most environmentally unstable ar-
eas in the U.S. A recent report by Dan-
iel Muhs of the U.S. Geological Survey
suggests that large areas of sparsely
vegetated land in this region—stretch-
ing from the Nebraska Sand Hills to
the Monahans dune area in northeast-
ern Texas—could expand and coalesce
into a vast Sahara-like desert if condi-
tions became sufficiently arid. Some-
thing like this apparently happened
during the severe drought of the
1860s. The area recovered only to be
threatened again, most recently in the
1930s. Mercifully, the rains came, and
the threat receded. —Rodger Doyle

B Y  T H E  N U M B E R S

Soil Erosion of Cropland in the U.S., 1982 to 1992
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“will increase not only in frequen-
cy and intensity but also in dura-
tion and size of areas at risk.”
That notion echoes throughout
much media commentary on the
effects of global warming, and
just last year the U.S. Senate’s
task force on funding disaster re-
lief reported that such hurricanes
“have become increasingly fre-
quent and severe over the last four
decades as climatic conditions
have changed in the tropics.” But
this worrisome conclusion has
recently been challenged by four
scientists. They looked carefully
at the long-term trend in the oc-
currence of Atlantic hurricanes
and found that these storms have
become less threatening over the
past half century.

Christopher W. Landsea, a me-
teorologist with the National
Oceanic and Atmospheric Ad-
ministration Hurricane Research
Division, and three colleagues an-
alyzed the history of hurricanes in the
North Atlantic Ocean, the Gulf of Mex-
ico and the Caribbean Sea. They focused
on these regions because their weather
patterns have been subject to aerial re-

connaissance since World War II, where-
as reliable records for other tropical seas
extend back only to the late 1960s. Their
results appeared in the June 15 issue of
Geophysical Research Letters.

What these meteorologists
found was a definite decline in
the frequency of intense Atlantic
hurricanes. They also observed a
modest slackening in the highest
winds sustained by each year’s
most intense hurricane, although
that slight decrease may not rep-
resent a statistically significant
trend.

With this evolution toward
more benign conditions, why do
so many in the eastern U.S. per-
ceive the situation as worsening
with time? According to Landsea
and his colleagues, the reason is
straightforward: the amount of
damage from hurricanes inevi-
tably grows even if the storms are
slowly moderating simply be-
cause population and property

development are on the rise along many
stretches of the Atlantic coast. As Land-
sea, himself a new resident of Florida,
aptly notes, “Miami is a great example
of that.” —David Schneider
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STORM DAMAGE
(like that caused by Hurricane

Hugo) is not a good measure of
meteorological trends.
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Bigfoot and other legendary crea-
tures remain popular in part
because they could exist—their

presence does not necessarily violate any
natural law, and their discovery would
cause a sensation. The same can be said
for long-sought, primordial beasts of
physics. They need not exist, and there
are reasons to suspect they don’t. But de-
spite the unlikelihood, some researchers
find them too irresistible to pass up. 

The search for particles called mag-
netic monopoles is one example. Rather
than having north and south poles, mag-
netic monopoles would have only one
pole and could weigh as much as a few

micrograms; they could have emerged
during the big bang from early defects
in space. But hundreds of searches in
this century have come up empty. The
most recent disappointment came last
year. Hunmoo Jeon and Michael J. Lon-
go of the University of Michigan sifted
through 112 kilograms of meteorite,
hoping to locate some of the primordial
stuff trapped within. “It’s getting hard-
er and harder to believe we’re going to
find them,” Longo admits. The best bet
may be underground neutrino detec-
tors, which can also record any mono-
poles zipping through. But if they don’t
appear, there is no cause for any theo-
retical anxiety. Modifications to the big
bang theory (most prominently, infla-
tion) obviate the need for monopoles. 

The same can be said for free quarks.
Quarks are the fundamental building
blocks of matter, combining into pairs or
triplets to form protons, neutrons and
other subatomic particles. They also re-
main forever trapped within the parti-

cles they create. But some physicists
speculate that despite the strong argu-
ments for quark bondage, free quarks
might have formed during the big bang
(a few moments after monopoles) and
managed to remain unfettered. But three
decades of searching have proved fruit-
less. The late William Fairbank of Stan-
ford University reported positive results
in the 1980s, but his work could not be
reproduced. The lack of success and,
subsequently, funding has forced physi-
cists galore to drop out of the chase.

Only Martin L. Perl of Stanford re-
mains. Relying on a variation of the fa-
mous Millikan oil-drop experiment,
Perl sends micron-size droplets between
two charged plates; the plates deflect
the droplets depending on their charge.
Quarks carry a 1/3 or 2/3 charge, so a
free quark might give a droplet an addi-
tional fractional charge. Searches begin
next year using ground-up meteorites.

Perl knows finding free quarks is a
long shot. “It’s the kind of thing a ten-
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A N T I  G R AV I T Y

Just Say NO

N itric oxide, former molecule of the year as pronounced
by the journal Science, has not just been resting on

its laurels. For one thing, it’s been spewing out of car ex-
hausts, inadvertently messing up at least one laboratory’s
research and raising the intriguing possibility that NO is bet-
ter for you than Nancy Reagan could ever have dreamed.

Pharmacologists at the Free University of Berlin kept get-
ting strange results in their experiments with the enzyme
guanylyl cyclase, which is important in the biochemistry of
lung tissue. Knowing that guanylyl cyclase is a receptor for
NO, the researchers, led by Doris Koesling, began to wonder

if their samples were being exposed to some NO wafting in
from outside. So Koesling took the lab on the road and mea-
sured guanylyl cyclase activity at a site 30 feet from one of
the city’s main highways. The enzyme’s activity shot up as
much as six times when measurements showed an atmo-
spheric NO concentration of 550 parts per billion, according
to Koesling’s recent report in Nature.

In the lung, NO stimulates guanylyl cyclase, which causes
a chain of biochemical events that ultimately relaxes smooth
muscle, making it easier for blood to flow. Koesling says the
enzyme’s response to atmospheric NO furthers the case for
using this compound as a treatment for lung disorders. In
1993 a New England Journal of Medicine paper showed that
inhaling NO helped people with pulmonary hypertension and
acute respiratory failure.

Guanylyl cyclase’s sensitivity to NO—no mat-
ter its origin—raises provocative questions for
those persnickety breathers who prefer smooth,
rather than chunky, air. Could people who seek
out the pure air of the southwestern desert
save plane fare and content themselves with
two weeks at the airport taxi stand? Might New
Yorkers congregate outside the gaping maw of
the Lincoln Tunnel during the evening crush to
suck in life-giving exhaust fumes? Are some ur-
ban dwellers with lung conditions already bene-
fiting unwittingly from polluted air?

“It cannot be ruled out,” Koesling says. (Stop
here when you read this on the air, Mr. Lim-
baugh.) But don’t take NO for an answer just
yet. “On the other hand,” she continues, “these
effects are going to be counteracted by the oth-
er toxic constituents of air pollution.” At last
report, carbon monoxide, sulfur dioxide, ozone
and nitrogen dioxide, other major pollutants in
the air, were still no NO’s. —Steve Mirsky

UNICORN HUNTS?

Searching for monopoles, 
free quarks and antimatter
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ured professor can do. A young person
wouldn’t get money from funding agen-
cies,” he notes. “It would wreck their
careers.” Winner of the 1995 Nobel
Prize for Physics, Perl does not have that
worry, although he plans to abandon
the pursuit if nothing turns up in the
next four years. 

Leveraging his own prize, Samuel Ting
of the Massachusetts Institute of Tech-
nology has initiated an unlikely hunt,
too—for primordial antimatter. Created
during the big bang (shortly after free
quarks), it might exist in distant pockets
of the cosmos, producing an oppositely
charged, complementary universe. But
no one has ever seen anything resem-
bling celestial antiobjects. (Antiparticles
exist in cosmic rays, but they emerge as
by-products of collisions of particles in
space.) Theorists postulate that a slight
asymmetry in the laws of physics early
in the big bang favored the production
of matter over antimatter. That asym-
metry, observed in experiments in parti-
cle accelerators, has convinced many
that bulk antimatter is not around.

Such thinking amounts to little more
than theoretical prejudice, claims Ting,
who has organized an international ef-
fort to loft an antimatter detector into
orbit. The instrument consists of a giant
permanent magnet that would deflect
charged particles to detectors. The de-
vice, called the alpha magnetic spec-
trometer, or AMS, will be 100,000 times
more sensitive to antimatter than cur-
rent technologies are. Tests begin on the
space shuttle in May 1998; full-time op-
erations are scheduled to start on the
International Space Station in 2001. “For
the first time, we’ll have a particle de-
tector big enough and up long enough
to cleanly distinguish particle from an-
tiparticle,” says AMS project member
Steven P. Ahlen of Boston University.

Not that it matters, says Gregory Tar-
lé of the University of Michigan and a
critic of AMS. If primordial antimatter
existed within the device’s detection
range of about one billion light-years,
then certain clues would be evident,
most notably in the number of photons.
The universe would literally be a bright-
er place. Besides, if any antimatter exists,
the magnetic field between galaxies will
keep antiparticles from reaching the de-
tector, Tarlé concludes. “Primordial an-
timatter is not going to be seen,” he
predicts. “It’s like looking for monkeys
on the moon.” A somewhat pricey trip
to the zoo as well: $20 million, not in-
cluding labor and launch costs.

In Tarlé’s opinion, politics, not sci-
ence, spawned AMS. The Department
of Energy, the project’s sponsor, wanted
to keep Ting busy after Congress killed
the Superconducting Super Collider,
Tarlé says. The National Aeronautics
and Space Administration, too, stood
to benefit: Ting’s project would be used
to fend off criticism that the space sta-
tion has little scientific merit.

“If all AMS was going to look for was
antimatter, then maybe it’s not worth
doing,” Ahlen concedes. The project is

worthwhile, he argues, because AMS
has secondary tasks: it will investigate
the origin of cosmic rays and the dark
matter thought to permeate the universe.

The quest for exotica stems partly
from the state of particle physics. “We’re
in a quiet, stagnant period,” Perl com-
ments, likening the time to optics in the
1930s. Only after masers and lasers ap-
peared in the 1950s did the field boom.
“I believe there will be breakthroughs,”
he adds. “When, I don’t know.”  So
don’t hold your breath. —Philip Yam
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European governments are dis-
covering the Internet, and they
aren’t too sure they like it. The

Net is a hotbed of free speech, from the
brilliant to the vile. But even at the best
of times, European commitment to free
speech has never been absolute. There is
no First Amendment on this continent.
Many countries have passed laws against
racist and other “hate speech”; many
also have privacy laws that restrict what
can be reported about public figures. So
when confronted with millions of people
from around the world speaking what-
ever happens to be on their minds, the
first instinct of many European public
servants is to try to get a grip.

For most Europeans, this is akin to a
stranglehold. It seems to mean slotting
the Net into the regulatory regimes es-
tablished to control television and radio
broadcasts. Because spectrum has tradi-
tionally been limited, governments have
assumed a duty to determine content in
a way that will provide the greatest good
for the greatest number. For govern-
ments worried about neo-Nazis, pornog-
raphers, prostitutes, bomb makers and
other downright revolting free speakers
now popping up on the Net, extending
such regulations seems a very tempting
option. These governments are gradu-
ally laying a patchwork of contradicto-
ry—and sometimes senseless—rules.

Since last spring, the European Com-
mission has classified the World Wide
Web as a broadcast medium for the pur-
poses of the ironically named “Televi-
sion without Frontiers” directive. These
regulations require European broadcast-
ers to show a minimum percentage of
European-made television shows, films
and the like. So far the commission has
kept the directive sufficiently laced with
loopholes that it has had little real im-
pact. But should anyone try to enforce
it, the commission would have to deter-
mine the Web equivalent of hours of
broadcast television as well as how to
ensure minimum levels of European con-
tent. Not an easy task. Even the most
chauvinistic European might object to
this browser error message: “Not avail-
able: American content quota exceeded.”

France, meanwhile, will soon have to

wrestle with such questions in earnest.
In June telecommunications minister
François Fillon set up a new regulatory
body, the Conseil Supérieur de la Télé-
matique (CST), to lay down rules for
both Minitel and the Internet. So long
as Internet service providers follow the
recommendations of the CST about
what should and should not be avail-
able, they are absolved from any poten-
tial liability for the material carried on
their sites. The first challenge for the CST,
though, is to come up with a workable
definition of what banning a site or a
newsgroup might mean.

The Internet allows national borders
to be leapt with the click of a mouse, yet
the CST’s powers are limited to France.
The CST could certainly stop anybody
from storing a Web site on a disk drive

located in France. But that wouldn’t
keep the user from accessing the same
material from a computer outside the
country. The CST could, in turn, de-
mand that Internet service providers
block direct communications with for-
eign computers known to carry offen-
sive material. But that wouldn’t stop
communications routed via a third
computer. Strong encryption is illegal in
France. Yet even without strong encryp-
tion it is not feasible for the CST to re-
view for banned content all the packets
coming into or out of the country. So
what constitutes “off the air”?

In Germany the government is taking
a more direct approach—or would be if
the federal government there did not
disagree with the various state govern-
ments, provoking a minor constitution-
al crisis. The federal authority admits
that it can do little by itself and has pro-

posed international regulation, perhaps
by UNESCO or some other United Na-
tions organization. The state govern-
ments want to have a go at it anyway.

These provincial bodies already license
broadcasters and have proposed a law
that would require operators of Web
sites to register with them as well. An
early draft of the law requires suppliers
of “media services” in which texts are
diffused on a periodic basis to give the
authorities the name of a responsible
German resident who would be, among
other things, “subject to unlimited crim-
inal liability.” That provision would cer-
tainly provide someone to blame if the
law’s ban on hate speech, images of
death, exhortations to violence, and
material that might expose minors to
“moral danger” is breached. Still, it
doesn’t address the question about what
to do with the millions of non-German-
resident newsgroup participants and
Web site providers who neither know
about the legislation nor care.

Britain seems to prefer regulation
with a wink and a nod. In early August,
Scotland Yard met with the Internet Ser-
vice Providers Association (ISPA), and
told them that it had a list of about 150
newsgroups that contain pornography.
It told the providers that they could re-
move the groups voluntarily or face pros-
ecution. As of mid-August, the ISPA had
proposed that it might work with the
police to maintain a list of banned
newsgroups. If there is to be censorship,
objectors argue, then it should be a judge
who decides what is pornographic.

Ultimately, it may be the contradic-
tions in Europe’s Internet regulations
that save the continent from its attempts
to muffle the newest, freest medium. Al-
though the European Commission is no
friend to the Internet—or to free speech,
for that matter—it is certainly the sworn
enemy of contradictory regulations that
might hinder the free flow of goods and
services. The Internet is potentially cre-
ator, provider and purveyor of just the
kinds of international services it is the
commission’s duty to encourage. Doing
so may yet require the commission to cut
the tangles of red tape with which Euro-
pean governments threaten to bind the
Net. In the meantime, Europeans have
starker choices when looking at the
sheer cluelessness of their governments’
approach to new media: laugh, cry or
fight. —John Browning in London
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One of the most seductive
propositions in cancer thera-
py research is that the body’s

immune system may somehow be stim-
ulated or trained to fight more effective-
ly and even to destroy the cancerous tu-
mors that can spread throughout the
body. From humble be-
ginnings more than a cen-
tury ago, work on such
treatments, which fall un-
der a broad classification
known as immunothera-
py, has lately benefited
from revolutionary ad-
vances in the understand-
ing of the immune system.

Now, in what is surely
one of the most unusual
twists in immunotherapy,
researchers in Amarillo,
Tex., have taken an in-
strument originally used
in the development of nu-
clear weapons and applied
it to a key immunothera-
peutic challenge: boosting
the body’s immune re-
sponse to a tumor. They
say the technique could
be used against any ade-
nocarcinoma, a category
that includes the most deadly cancers,
such as those of the breast, prostate,
lung, colon, liver and ovary.

At the heart of the experiments is a
technique called x-ray photoelectron
spectroscopy (XPS). Using this device,
researchers bathe a sample substance in
x-rays. Atoms in the sample absorb the
x-ray photons and then eject electrons.
Measurements of the kinetic energy of
these photoelectrons indicate which
atoms are present at the surface of the
molecules in the sample. In other words,
XPS allows investigators to character-
ize the surface of the molecules in a cer-
tain substance.

The team unites scientists from the
Texas Tech University Health Sciences
Center, the Veterans Affairs Medical
Center in Amarillo and the Mason &
Hanger Corporation. Under contract to
the U.S. Department of Energy, Mason
& Hanger runs the Pantex plant, a
sprawling complex northeast of Ama-
rillo where the U.S. assembled most of
its nuclear weapons. Mason & Hanger
scientists used their $700,000 x-ray
photoelectron spectrometer to improve
the way that conventional high explo-
sives were united to substances known
as binders, which enabled the explosives
to be molded into the necessary shapes.

In the cancer research, on the other
hand, the scientists are studying a sub-
stance called mucin, a component of

mucus (mucin is what makes mucus
slippery). Mucin is a widely studied and
fairly well understood tumor-specific
marker; these markers are proteins that
are distinctly altered when they are pro-
duced by cancerous cells. When created
by a healthy cell, a mucin molecule con-
sists of a protein core surrounded by a
carbohydrate (sugar) coating. Ordinar-
ily, the protein makes up 20 percent of
the mass of the molecule, and the coat-
ing makes up the rest. When manufac-
tured by a cancerous cell, however, the
mucin molecule partly or completely
lacks its carbohydrate coating; this ab-
sence lets the body’s immune system rec-

ognize the molecule as an antigen and
to launch an immune response against
it. Unfortunately, the response triggered
by an initial exposure is insufficient to
eliminate the cancerous cells associated
with the aberrant mucin.

By subtly altering such mucin mole-
cules and testing the affinity of isolated
(laboratory) antibodies and white blood
cells for them, the Amarillo team was
able to get an idea of how mucin inter-
acts with the immune system. Specific-
ally, workers used XPS to study the sur-
face of the molecule, which let them be-
gin figuring out the relation between
the molecule’s coating—or lack thereof—
and immune response.

They then used this information to
create mutated mucin core proteins,

which were exposed to
the white blood cells and
antibodies. Antigens asso-
ciated with some of these
mutated mucin molecules
initiated cellular immune
responses more vigorous
than those associated with
unmutated molecules. In
one startling assay, a mu-
tated mucin protein re-
sulted in the production
of 30 times more tumor-
specific white blood cells
than did an ordinary mu-
cin core in the same peri-
od. “People have tried to
do this in the past, but the
resolution hasn’t been
there,” says Kenneth E.
Dombrowski, a biochem-
ist at the Veterans Affairs
Medical Center and a pro-
fessor at Texas Tech Uni-
versity. “Now we’re seeing

things that haven’t been seen before.”
To add more detail to their picture of

mucin and its interactions with white
blood cells and antibodies, the Amarillo
researchers are collaborating with scien-
tists at Duke University, who are using
nuclear magnetic resonance and mass
spectroscopy techniques to determine
the structure and size of the mucin mol-
ecule. A molecule’s structure, size and
surface features all seem to play a role
in the intensity of the immune response
triggered by the molecule, Dombrowski
notes.

Treatments stemming from these find-
ings could take one of at least two forms.
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A technology used to develop 
nuclear weapons may lead 

to an effective cancer treatment
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PANTEX MACHINE,
x-ray photoelectron spectrometer, is shedding light on cancer.
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U.S. cotton growers who had
hoped that gene technology
would relieve them of the

need to spray their crops suffered a dis-
appointment this year. In many south-
ern states, fields of cotton engineered to
produce their own supply of a naturally
occurring insecticide—Bacillus thurin-
giensis toxin, or Bt—have succumbed
to an unusually severe attack of the cot-
ton bollworm.

Farmers have had to dust off their
chemical sprayers and treat the infesta-
tion in the old-fashioned way. The boll-
worm’s stand against the insecticide has
renewed concerns that the rapid adop-
tion of Bt-producing crops could en-
courage the evolution of Bt resistance
among pests. Mindful of that alarming
prospect, the Environmental Protection
Agency recently restricted sales of a new
Bt-producing corn to states that do not
produce cotton. The combination of Bt
corn and Bt cotton is worrisome be-
cause several pests migrate between the
two plants, making it all the more plau-
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Mutated mucins could be used outside
the body to stimulate the production of
tumor-specific white blood cells, so that
there are more of them available to de-
stroy the cancerous cells; these white
blood cells could then be put back in-
side the body to reproduce and to battle
the tumor. Further in the future, a ge-
netic vaccine might be engineered to en-
ter cells and induce the cells’ own pro-
tein-making machinery to make the de-
sired mutated mucin, which would
stimulate the heightened immune re-
sponse directly. Because the mutations
needed to evoke the immune response
are the same regardless of malignancy,
the same vaccine would work for essen-
tially any adenocarcinoma.

While cautioning that it may be sev-
eral years, at least, before trials can be
conducted in human patients, research-
ers are also quick to note the advent of
what appears to be a promising union.
“The marriage of XPS and protein bio-
chemistry is in its infancy,” Dombrow-
ski asserts. —Glenn Zorpette

PICKING 

ON COTTON

Engineered crops need fewer 
pesticides but may foster resistance

BIOTECHNOLOGY
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sible that having both crops in proxim-
ity might in some circumstances in fact
speed the development of resistance.

According to Monsanto, the develop-
er of the Bt cotton, the majority of the
two million acres of the crop planted
this year have not required extra spray-
ing. Randy Deaton, Monsanto’s scien-
tist in charge of the product, estimates
it is probably killing the same propor-
tion of bollworms as it did during test-
ing, but because bollworm numbers are
in some areas the highest they have been
in 20 years, the insect survivors are
more noticeable. Moreover, Deaton
points out, Bt cotton is still highly effec-
tive against another pest, the tobacco
budworm, so farmers who planted the
high-tech crop are still likely to come
out ahead. Deaton maintains there is
no evidence that Bt cotton, which is
sold by Delta and Pine Land Company
under license, has failed to produce the
expected amounts of the toxin, a situa-
tion that might foster resistance.

That assurance does not satisfy Mar-
garet Mellon of the Union of Concerned
Scientists (UCS), who argues that the
bollworm’s incursion into Bt cotton

fields means the resistance management
plan that Monsanto accepted as a con-
dition for approval of its product has
failed. The UCS has accordingly asked
the EPA to suspend Bt cotton sales.

The agency sees no reason so far to
justify such a move, and researchers
agree resistance is, in any event, unlike-
ly to occur for several years. Yet the se-
vere restrictions that the EPA has placed
on sales of a new, high-Bt-producing
corn plant it approved in August indi-
cate that concerns about resistance may
ultimately limit cultivation of Bt crops.
The Bt corn, sold by Northrup King and
also based on Monsanto technology,
cannot be sold in nine southern states
and parts of four others. (The company
is currently appealing the restriction.)

Fred L. Gould, an entomologist at
North Carolina State University, points
out that resistance to conventional pes-
ticides has become “a real headache.”
In time, he believes, resistance to Bt will
also emerge, but if properly managed it
should be possible to keep under con-
trol. “Our concern,” he declares, “is that
they don’t overuse it.”

—Tim Beardsley in Washington, D.C.
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Computer programmers as-
cended the economic food
chain by inventing clever al-

gorithms to make manufacturing and
service laborers redundant. But some
programmers may one day find them-
selves automated out of a job. In uni-
versity labs, scientists are teaching com-
puters how to write their own programs.
Borrowing from the principles of natu-
ral selection, the researchers have built
artificial ecosystems that, for a few prob-
lems at least, can evolve solutions better
than any yet devised by humans. Some-
day such systems may even be able to
design new kinds of computers.

The idea of evolving rather than in-
ducing algorithms is not new. John H.
Holland of the University of Michigan
worked out the method 21 years ago.
But Holland’s strategy, based on a rigor-
ous analogy to chromosomes, is limited
to problems whose solutions can be ex-
pressed as mathematical formulas. It
works well only if a human program-
mer figures out how many numbers the
computer should plug into the formula.

In 1992 John R. Koza, a computer sci-
entist at Stanford University, extended
Holland’s method to evolve entire pro-
grams of virtually any size and form. A
field was born, and this past July sever-
al hundred disciples gathered at the first
Genetic Programming Conference to
show off their latest creations.

Jaime J. Fernandez of Rice University,
for example, reported evolving a pro-
gram to help control a prosthetic hand.
The software analyzes the erratic nerve
signals picked up by three electrodes
taped around a subject’s wrist and can
tell, with perfect accuracy, which way
he moved his thumb. Fernandez’s team
is now collecting data from amputees
missing a hand to see whether the tech-
nique can be applied to them.

Brian Howley of Lockheed Martin
Missiles and Space guided the evolution
of a program that can figure out how to
maneuver a spacecraft from one orien-
tation to another within 2 percent of
the theoretical minimum time—10 per-
cent faster than a solution hand-crafted

PROGRAMMING WITH

PRIMORDIAL OOZE

Useful software begins to crawl 
out of digital gene pools

COMPUTING

CORNFIELDS
in nine states may not include some transgenic plants because 

of concerns about resistance among pests.
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by an expert. And researchers at Univer-
sity College in Cork, Ireland, grew a sys-
tem that can convert regular programs,
which execute instructions one at a
time, into parallel programs that carry
out some instructions simultaneously.

To create their software, Fernandez
and Howley did not have to divine in-
sights into neurophysiology or rocket
science. The task of the genetic program-
mer is simpler. First, build an environ-
ment that rewards programs that are
faster, more accurate or better by some
other measure. Second, create a popula-
tion of seed programs by randomly com-
bining elements from a “gene pool” of
appropriate functions and program
statements. Then sit back and let evolu-
tion take its course. Artificial selection
works just like the natural variety: each
program is fed data and then run until
it halts or produces a result. The worst
performers in each generation are delet-
ed, whereas the best reproduce and
breed—that is, swap chunks of code
with other attractive programs. Occa-
sionally, a random mutation changes a
variable here or adds a command there.

The technique can generate solutions
even when the programmers know little
about the problem. But there is a price:
the evolved code can be as messy and
inscrutable as a squashed bug. Fernan-
dez’s gesture-predicting program con-

sists of a single line so long that it fills
an entire page and contains hundreds
of nested parenthetical expressions. It
reveals nothing about why the thumb
moves a certain way—only that it does.

Just as in the real world, evolution is
not necessarily the fastest process either.
Howley’s speedy workstation churned
for 83 hours to produce a satellite-con-
trol program that beat human ingenuity
in eight test cases. And when it was pre-
sented with situations it had never en-
countered, the program failed, a com-
mon problem with evolved software.
(Of course, the human expert’s pro-
gram failed on the new cases as well.)

To address some of these limitations,
computer scientists are extending their
technique. Lee Spector of Hampshire
College in Amherst, Mass., allows the
programs in his ecosystems to share a
common memory as they compete to
demonstrate their fitness. “This means
that a ‘good idea’ developed by any in-
dividual may be preserved for use by all
others,” Spector says—essentially, it al-
lows the community of programs to
evolve a culture. He reports that the in-
novation reduced the computational ef-
fort required to solve a tricky mathe-
matical problem by 39 percent.

“It is possible,” Spector says, “to use
genetic programming to produce pro-
grams that themselves develop in sig-

nificant, structural ways over the course
of their ‘life spans’”—a strategy he calls
ontogenetic programming. He demon-
strated one such system that can predict
the next value in a sequence of numbers
so complicated that it has stumped reg-
ular genetic programming systems.

Ultimately, evolved software may
lead to evolved hardware, thanks to the
recent invention of circuit boards that
can reconstruct their circuit designs un-
der software control. Adrian Thomp-
son of the University of Sussex turned a
genetic programming system loose on
one such board to see whether it could
produce a circuit to decode a binary sig-
nal sent over an analog telephone line.
Using just 100 switches on the board,
the system came up with a near-perfect
solution after 3,500 generations. Al-
though the task is simple, “it would be
difficult for a designer to solve this prob-
lem in such a small area and with no ex-
ternal components,” Thompson says.

“Hardware evolution demands a rad-
ical rethink of what electronic circuits
can be,” he argues, because evolution
exploits the idiosyncratic behavior that
electrical engineers try to avoid. Al-
though genetic programs are largely still
fermenting in their primordial ooze, it
seems just a matter of time until they
crawl out to find their niche.

—W. Wayt Gibbs in San Francisco
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Snailmail Fights Back. Starting this winter, the U.S. Postal
Service can stamp your e-mail with a time and date, according
to Ken Ceglowski of the USPS. Customers will be able to send
their e-mail or documents to a USPS server; the machine will
electronically postmark the correspondence, digitally sign it
and forward it to an e-mail address or World Wide Web site.
The process—which will cost about 22 cents for documents
50K in size or less—should take about two minutes, Ceglow-
ski says. Mail dispatched electronically by the USPS will proba-
bly travel with legal protection similar to that guarding physi-
cal mail: the electronic postmark will be analogous to an enve-
lope’s cancellation mark, widely recognized as “proof” that the
message existed at a specific moment; the authentication rou-
tines will be equivalent to the seal of a paper envelope, guaran-
teeing that the message has not been altered since it arrived
at the mailbox—in this case, the USPS server. This legal pro-
tection may prove to be a strong selling point, for garden-vari-
ety e-mail carries with it no penalties for tampering.

Cookies Redux. Cookie technology is still with us in Net-
scape 3.0. A “cookie” is a nugget of information about you
that is established by the Web site server when you go visit-
ing—it provides information about what pages you see, for in-
stance, or what language you speak. The cookie is stored on

your hard drive; when you revisit a site, it is retrieved by the
machine that set it in the first place. This can be very useful if,
for example, you want information about, say, your preferred
method of payment immediately known when you reach a fa-
vorite on-line shopping site. 

But if cookies are handy for Web shoppers, site developers,
advertisers and trackers, they are irritating and intrusive to
many users who do not want to leave behind a digital finger-
print. Cookie filters and browser proxies offer inventive ways to
avoid the files. PrivNet’s Internet Fast Forward (http:// www. 
privnet.com) blocks the browser from sending cookies. (The
program can also block ads, eliminating not only the banners
but the time spent downloading them.) Anonymizer (http:// 
www.anonymizer.com) is similar to a proxy service; it acts as a
go-between. Justin A. Boyan, a graduate student at Carnegie
Mellon University, wrote the software. “Surfing feels anony-
mous, like reading a newspaper,” he comments, “but it’s not.”
The latest version of Netscape Navigator—as well as other
browsers that support it, such as Microsoft Explorer—permits
users to reject cookies, but they must do so one by one. “What
Netscape needs is a feature saying, ‘Look, I never want to see
another cookie again,’” Boyan advises.

—Anne Eisenberg (aeisenb@duke.poly.edu)

Recently Netted...
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The high-speed Polaroid photo-
graph has just emerged from
the camera, revealing the plac-

es where my fingers have touched the
film. Joe Hall, the president of Clarus
Systems, a maker of “personal energy”
products, notes that the outlines of my
fingertips form a series of broken dots
and not a continuous ellipsoid, indicat-
ing that my body’s energy centers, or
chakras, are not resonating properly.

Hall thinks I may have been exposed
to excessive man-made electromagnetic

radiation, which has increased, he in-
forms me, 100-millionfold since 1940.
Broadcasts of Lucille Ball and Don Imus
no doubt bear the blame. But for $129,
Hall is willing to sell me the Q-Link—a
microchip equipped with an antenna—

that when worn around the neck brings
one into “harmonic resonance.”

Unfortunately, I have little time for
the Q-Link at this alternative-medicine
conference in Alexandria, Va. Nor can 
I submit to the tongue and fingernail
analysis by a Dr. Chi or examine the
toothbrush he sells with the magnets
that supposedly suck plaque off teeth.

The reason for my rush is an appoint-
ment at the massive National Institutes
of Health complex in Bethesda, across
the Beltway. There, in the same com-
plex of buildings that houses the direc-
tors of institutes that devote themselves
to research pursuits ranging from can-
cer to mental health is the Office of Al-
ternative Medicine (OAM). The OAM

administers a $7.48-million-a-year pro-
gram to assist the medical establish-
ment and the public in making sense of
assorted nostrums, potions and electro-
magnetic-field generators.

Wayne B. Jonas is the tall, athletic-
looking, 41-year-old head of the OAM.
His job—and that of about a dozen oth-

er NIH employees—came about because
of Congress’s desire in 1991 to get the
world’s largest health research institu-
tion to stop ignoring the potential bene-
fits of unorthodox remedies such as bee
pollen for allergies and antineoplastons
(peptides originally derived from urine)
for cancer. Jonas took over in July 1995
from Joseph Jacobs, who had resigned
nearly a year earlier after complaining
about being hounded by congressional
staffers pushing pet projects and an OAM

advisory council that included many
advocates of unproved cancer cures.

By many accounts, Jonas has built the

administrative structure needed to run a
research program. On paper, he has the
ideal background to juggle the compet-
ing claims placed on the office by main-
stream researchers and the alternative-
medicine community. He is a primary-
care physician, who, as a lieutenant
colonel in the army, had the opportunity
to study and then teach research meth-
ods at the Walter Reed Army Institute
of Research in Washington, D.C. 

Alternative-medicine advocates are
reassured by the fact that Jones has re-
ceived training in practices ranging from
homeopathy and acupuncture to bioen-
ergetics and spiritual healing. Moreover,
he has had no significant prior associa-

tion with the NIH, the Food
and Drug Administration,
the American Medical Asso-
ciation or the pharmaceuti-
cal industry. (Advocates of
alternative medicine some-
times characterize officials at
these institutions as “jack-
booted thugs.”)

Still unclear, however, is
whether Jonas can reconcile
his commitment to running
a serious research program
with his personal belief in the
merits of alternative medi-
cine. When we first meet, his
subdued, no-nonsense man-
ner reminds me more of an
army logistics specialist than
of a lifelong student of alter-
native therapies, an impres-
sion he makes little attempt
to allay. “I came to the office
to try to get this area in shape
and do good science, and
what better way to do it than
to apply a little military dis-
cipline,” remarks the lieuten-

ant colonel, who once headed a clinic
on a military base in Germany.

During his first year as head of the
OAM, Jonas appears to have met his
self-set goal. He expanded the staff and
put in place procedures and guidelines
for managing a program that had been
described by observers as chaotic. His
low-key manner belies a forceful per-
sonality: after he expresses irritation at
some of my questions and comments,
the OAM’s press officer, Anita Greene,
calls Scientific American to ask that an-
other writer be assigned to the story.

Like a mantra, Jonas repeats the idea
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that rigorous research will separate the
good from the bad in an environment
that he likens to a “circus.” During the
interview, his interest in homeopathy
seems objective and clinical. He ac-
knowledges that homeopathy—which
often involves administering a substance
in doses so small that, in theory, not
even a single molecule of it remains—

may serve only as a placebo. Even if it
does, Jonas adds, the mechanism by
which it works deserves study.

But Jonas is more of a true believer
than he at first lets on. Most practition-
ers of alternative medicine readily ply
journalists with the lat-
est book they’ve written
or promotional litera-
ture about their favorite
therapy. While I am in
his office, Jonas omits to
mention that he has just
co-authored a book—Healing with
Homeopathy: The Complete Guide—

that was published in August by Warn-
er Books.

Jonas later says he had not wanted to
promote his work on “official” time,
but this explanation seems somewhat
disingenuous. The book’s narrator ex-
udes an emotional depth and passion
for alternative medicine—feelings never
expressed during the interview.

In his writing, Jonas describes the
Bowman Gray School of Medicine in
North Carolina, where his interest in al-
ternative medicine led him to be repeat-
edly rebuffed by his professors. After he
suggested a homeopathic remedy for a
patient with severe antibiotic-resistant
pneumonia, his supervisors asked him
to repeat his rotation in medicine. “Use
of nonconventional treatments, when
appropriate, requires an open mind, a
skill usually not taught in medical
school,” Jonas remarks in one chapter.

In another passage, he forwards the
notion—echoed by many alternative-
medicine practitioners—that his views
may one day transform medicine and
science. “Just as the discovery of infec-
tious agents revolutionized our ability
to care for many diseases at the turn of
the century,” he states, “the discovery
of what happens when a homeopathic
preparation is made and how it impacts
the body might revolutionize our un-
derstanding of chemistry, biology and
medicine.”

The infrastructure established by the
OAM that might allow homeopathy,
herbal remedies and Ayurvedic medicine
(traditional Hindu healing) to comple-

ment modern Western medical prac-
tices is built around a nucleus of 10 uni-
versity-based centers as well as a basic
research program at the NIH. The cen-
ters will conduct or manage research in
areas such as AIDS, cancer, women’s
health, pain and addiction. The chal-
lenge faced by the centers—and by Jo-
nas—is to get epidemiologists, microbi-
ologists and clinical investigators to
work alongside alternative practitioners
whose view of the natural world does
not necessarily fit within the framework
of scientific rationalism.

This extrascientific perspective was 
in evidence at a recent
meeting at the NIH of the
OAM advisory council—
a group of alternative-
medicine advocates as
well as mainstream re-
searchers. There, council

member Beverly Rubik, an expert in
bioelectromagnetic fields, asked a re-
searcher who had just reported the re-
sults of an acupuncture study whether
he had taken into account the variable
of “external chi”—in other words, did
he evaluate the levels of vital energy cir-
culating in the environment around the
subjects of the study? Jonas himself be-
lieves that researching alternative meth-
ods might require an open-mindedness
that some scientists and physicians
would characterize as naive, gullible or
simply wrongheaded.

In his book, although he acknowledg-
es that homeopathic effects might be
placebo-induced, he is also willing to
entertain a number of other explana-
tions for why these approaches work:
the transfer of a patient’s “unhealthy”
electric field to the remedy by the cou-
pling of “biophotons” or the ability of
thoughts to “nudge potential effects
into existence.” His acceptance of these
claims as worthy of study leaves critics
aghast. “What’s happening here is that
ancient religious practices are being
dressed up with New Age technobab-
ble,” remarks Robert L. Park, a physi-
cist at the University of Maryland and a
frequent critic of the OAM—one whose
views probably reflect those of most es-
tablishment scientists. 

Jonas’s openness could undercut the
credibility of the OAM’s findings. And
despite his seeming administrative prow-
ess, Jonas has little experience manag-
ing an ambitious research endeavor. He
has never directed a large program and,
except for literature reviews, has almost
no published research of his own. His

main research training came during a
yearlong stint from 1990 to 1991 at the
Walter Reed Army Institute of Research.
“One year in a laboratory does not a
researcher make,” comments Carol A.
Nacy, executive vice president for the
biotechnology firm EntreMed. Nacy
formerly supervised the laboratory at
Walter Reed in which Jonas worked.

At Walter Reed, Jonas tried to pursue
his interest in alternative medicine. He
performed a study that purportedly
showed that a homeopathically pre-
pared solution of pathologic bacteria
produced immunelike protective effects
in mice; three immunology journals re-
jected the ensuing paper. Nacy and an-
other manager at Walter Reed declined
to add their names to Jonas’s report. “I
couldn’t find a rationale for why it
worked,” Nacy says. “We told him,”
she adds, “that there are many ways to
do science, and the most difficult way is
to try to prove the rationality of a dis-
credited scientific endeavor. To do so,
you’ll always be swimming upstream.”

In response, Jonas stands firm in de-
fending his pursuits. The search through
what he calls “fringe ideas,” he says, is
justified because it holds the promise of
bringing forth new types of knowledge
that might transform science. He adds
that no researcher would have the
breadth of knowledge to encompass all
the areas that fall under the OAM’s pur-
view. His job, he emphasizes, is to fulfill
the office’s mandate of acquiring the
outside expertise to build a solid collab-
oration between the mainstream and
the alternative-research communities.

Even those who question Jonas’s meth-
ods do not doubt the sincerity of his mo-
tivation. Skeptical superiors at Walter
Reed acknowledged Jonas’s desire to
provide patients with better care. Nacy
remembers that Jonas would often vol-
unteer to minister to the needs of any-
one in the laboratory who had taken
sick. Some people even took him on as
a family physician.

Jonas’s attraction to unconventional
healing practices stems from nostalgia
for a more compassionate interaction
between physician and patient, the an-
tithesis of the managed-care ethos.
“People get treated today as if they’re a
disease or an organ,” Jonas says of
high-technology medicine. But whether
Jonas and the OAM will be able to hu-
manize medicine by conducting studies
on vanishingly dilute solutions of ele-
mental sulfur, poison ivy and bushmas-
ter snake is far less certain. —Gary Stix
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In 1992 the Better Homes Fund, a
nonprofit organization based in
Massachusetts, began a study of

216 women in low-income housing and
220 homeless women, along with 627
of their dependent children. All these
women in Worcester, Mass., were rais-
ing their families single-handedly, and
the majority were receiving cash assis-
tance. Despite this aid, most of the fam-
ilies lived below the federal poverty level
($12,156 for a family of three in 1995).
We wanted to understand what had
pushed some of these families into home-
lessness, what their lives were like and
what role welfare—in their case, Aid 
to Families with Dependent Children
(AFDC)—played in their survival.

We found that these low-income wom-
en often faced insurmountable barriers
to becoming self-supporting. Unlike pop-
ular stereotypes, most of the women who
received welfare were neither teenage
mothers nor the daughters of women
who had been on welfare; they used wel-
fare episodically, in times of crisis, rath-
er than chronically. Despite limited edu-
cation and the demands of child care—

the average age of their children was
five and a half years—approximately 70
percent of them had worked for short
periods. Yet the study revealed that even
full-time employment at minimum wage
is not enough to enable a single mother
to climb out of poverty. Many of the
housed mothers lived in extremely pre-
carious circumstances, only one crisis
away from homelessness.

We also discovered that there was lit-
tle significant difference in the quality
of life of homeless and housed mothers.
The housed mothers typically lived in
dilapidated apartments, doubling or
tripling up with other families to reduce
the rent burden. Most of the women in
both groups had histories of violent vic-
timization that resulted in emotional

and physical problems. Having had to
escape repeatedly from abusive situa-
tions, many of them were bereft of so-
cial supports such as family. Indeed, we
found that a major factor protecting
these women and their children from
becoming homeless was AFDC.

The welfare revisions passed by Con-
gress on August 1, 1996, abolished
AFDC as an entitlement, ending six de-
cades of guaranteed federal assistance to
poor parents and their children. Cash
relief is now tightly tied to work, and
strict time limits are set on maintaining
support. In addition, the legislation se-
verely restricts eligibility for food stamps,
Medicaid and other benefits, cutting
$56 billion from antipoverty programs.
What remains of welfare will now be di-
rectly administered by the states through
block grants. This reform, we expect,
will put many of the housed families in
our study on the streets. Nationwide,
12.8 million people on welfare—of
whom eight million are children—are
now at risk of homelessness.

Case in Point

Sally, a 26-year-old white woman, was
born in New Hampshire. When she

was five, Sally’s mother left her abusive
husband—and also Sally and her two
older brothers. The family moved in
with Sally’s paternal grandmother. Sal-
ly’s father was an alcoholic, always in
and out of jobs—and, because he had
wanted a third son and resented Sally, he
often become violent with his daughter.

When Sally was 13, her father remar-
ried. Sally’s stepmother had four chil-

dren and was angry when Sally was
forced to move in with them. The step-
mother confined Sally to her room after
school; she also beat Sally with exten-
sion cords and wood boards to “disci-
pline” her and once held her underwa-
ter, threatening her with drowning. Sally
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of families are homeless. Recent welfare revisions 
will put even more women and children on the streets
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MOTHER AND CHILD at Forbell Street
Shelter in Brooklyn, N.Y., are one of the
88 percent of homeless families in the
U.S. headed by women.
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fled when she was 16, moving in with
some friends in Massachusetts. She be-
gan drinking; at the same time, she
worked at odd jobs and obtained her
high school equivalency degree.

Sally then moved to Texas and found
full-time employment. At the age of 21,
she became pregnant and decided to
stop drinking. After the child was born,
Sally found temporary care for her and
entered a detoxification program. Once
her substance abuse problem was iden-
tified, however, she was declared an un-
fit mother, and her child was taken away.

After completing the program, Sally
worked full-time for two years in a man-
ufacturing plant for $4 an hour. At 24
years old she became pregnant again.
The father of her second child was abu-
sive during her pregnancy, threatening
to kill her and punching her in the head
and stomach. Sally went into labor dur-
ing one of these attacks and delivered

three months prematurely. The child
survived but had severe developmental
delays as well as attention and behavior
problems. Sally briefly received AFDC
in Texas, but, unable to find affordable
child care and thus unable to work, she
decided to return to Massachusetts.

She moved into a two-room apart-
ment with two other women and their
children but was only able to stay there
for a month. There was a six-month de-
lay in receiving benefits in Massachu-
setts. Having no income, Sally requested
emergency shelter—where we met her.

Although Sally was diagnosed with
post-traumatic stress disorder (PTSD),
we found her to be hard-working and
optimistic. While job hunting during her
shelter stay, Sally met her current hus-
band. Although finances are extremely
tight, he is able to support the family.
Sally worked briefly, but because of the
high cost of child care, she now stays

home with her son and stepdaughter.
The events that led Sally and her son

to a shelter are unique to them but re-
flect larger patterns. With very limited
economic resources, the demands of sin-
gle parenting (especially of a disabled
child) can easily become overwhelming.
One more stressor may be enough to tip
the balance, catapulting someone onto
the streets. Sally struggled to get on her
feet despite a traumatic childhood. Al-
though she had a good work history and
was able to conquer her alcohol prob-
lem, her relationship with an abusive
man, child care demands and the loss
of her AFDC benefits forced her to turn
to a shelter for refuge. As with Sally, vi-
olence accompanies poverty in the lives
of many women in our study. The in-
terplay of violence and poverty reduces
the likelihood of escaping from either.

For a poor family, welfare is often
what makes the difference between hav-
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ing a home or not. Those who had not
received assistance, we found, were more
likely to be homeless: 24 percent of the
homeless women had not been granted
AFDC in the past year (compared with
7 percent of the housed). These women
had struggled to put together meager
annual incomes that averaged $7,637,
largely through jobs supplemented with
some assistance from family and friends.
(According to the Massachusetts De-
partment of Transitional Assistance, the
rent and utility burden alone for unsub-
sidized housing is $7,081 per year.)

Women who had received AFDC were
doing somewhat better. AFDC, created
in 1935, was a joint state and federal
program; states determined their own
level of benefits, but all persons who met
eligibility requirements were guaranteed
assistance. In 1995 the annual AFDC
grant for a family of three in Massachu-
setts was $6,984 (or $582 per month);
nationally, the average payment for such
a family was $4,464. The women in
our study who were on AFDC also ob-
tained other support; together these
benefits may have provided the critical
margin for the families to stay housed.

At the time of the interviews, the ma-
jority of the low-income mothers in our
study were on AFDC for short to mod-
erate periods, with about one third hav-
ing used AFDC more than once. Al-
though the process of cycling on and
off welfare is not fully understood, a
body of research indicates that women
often leave or return to welfare because
of work or relationship changes. The
median lifetime stay for women in our
study was about two years for the
homeless and 3.5 years for the housed.
About a third of the women had used

AFDC for a total of five years or more.
Almost never was AFDC the only

source of income. About 30 percent of
the women on AFDC worked; others
supplemented their income through
housing subsidies, food stamps, WIC (a
nutritional program for pregnant wom-
en and their infants) and child support.

Impossible Lives

Nationally, only 57 percent of poor
mothers have court-awarded child

support. In 1989 the average annual
award for poor women was only $1,889,
but no more than half these women re-
ceived the full amount. Growing case-
loads and varying procedures and laws
in each state make child support diffi-
cult to enforce. The new law cuts wel-
fare benefits to a mother by at least 25
percent if she does not identify the fa-
ther of her child. Given the high rate of
violence by male partners against both
women and children, our study suggests
that many women will continue to re-
fuse for fear of physical retaliation.

In addition to the economic hardship
and residential instability that the moth-
ers in our study experienced, the study
found that most of them had under-

gone severe traumas. A shocking 91.6
percent of the homeless and 81.8 percent
of the housed mothers reported physi-
cal or sexual assaults at some point in
their lives. Even using a conservative
measure—one that excluded spanking,
shoves and slaps—almost two thirds of
both groups reported violence by par-
ents or other caretakers during child-
hood. More than 40 percent of both
groups had been sexually molested be-
fore reaching adulthood. Sixty-three
percent reported assaults by intimate
male partners—again based on a con-
servative measure that included being
punched, kicked, burned, choked, beat-
en and threatened or attacked with a
knife or gun but excluded being pushed,
shoved or slapped fewer than six times.
And one quarter reported physical or
sexual attacks by nonintimates.

As a result, many mothers in our study
were distressed. Low-income housed
and homeless mothers reported suffer-
ing from at least one emotional disor-
der in their lifetime at roughly the same
rates, 69.3 and 71.7 percent, respective-
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ly. (In contrast, 47 percent of women in
the general population report at least
one lifetime disorder.) The lifetime and
current prevalence of major depressive
disorder, PTSD and substance abuse
was extremely high. But unlike women
and men who are on the streets alone,
homeless mothers in our sample did not
suffer disproportionately from severe dis-
abling conditions such as schizophrenia
or anxiety disorder.

PTSD consists of the long-term effects
of early physical or sexual abuse as well
as other traumas. Its hallmarks include
feelings of terror and helplessness. A
person suffering from PTSD may have
sleep disturbances, irritability, hypervig-
ilance, heightened startle responses and
flashbacks of the original trauma. Peri-
ods of agitation alternate with emotion-

al numbness. Severe de-
pression, substance abuse
and suicide attempts are
frequently associated with
the disorder. Indeed, 31.2
percent of the homeless
and 25.6 percent of the
housed mothers reported
that they had attempted
suicide an average of twice
in their lifetime, usually in
adolescence.

Together the homeless
and housed mothers in our
study suffered three times
the prevalence of PTSD in
their lifetime that women
in general do. Because their
intimate relationships un-
folded within the context
of earlier, sometimes pro-
found, betrayal, the wom-
en’s lives were often char-
acterized by difficulty in
maintaining boundaries,
as well as by disconnection
and distrust. Both groups

had few relationships they could count
on. Because of the demands of single
parenting, histories of family disruption
and loss, and the ever present threat of
violence in their neighborhoods, many
remained socially isolated.

Medically, the well-being of our sub-
jects was greatly compromised as well.
Even though most of the women were
in their late twenties, a disproportionate
number of them were subject to chron-
ic medical problems, such as asthma
(22.8 versus 5.4 percent in a national
sample of women under age 45), ane-
mia (17.5 versus 2.4 percent), chronic
bronchitis (7.8 versus 5.8 percent) and
ulcers (5.7 versus 1.4 percent).

It should be noted, however, that al-
though many mothers in our sample suf-
fered from PTSD and depression or sub-

stance abuse, these disorders were equal-
ly prevalent in both the homeless and the
housed. Despite our initial hypothesis
that violence and its aftermath would be
strongly associated with homelessness,
multivariate modeling of housing status
did not bear out this surmise. Econom-
ic factors were most salient in predict-
ing the onset of homelessness.

A National Trend

The tale of these mothers and their
families is a cautionary one and not

specific to Worcester. In most cities with
a similarly sized population of between
100,000 and 250,000, 15 percent or so
of the citizens are living below the pover-
ty line. During the past decade, as the
American economy has slowed and shift-
ed away from manufacturing to service-
sector jobs, real wages have declined.
Wealth has also been drastically redis-
tributed: in 1993 the top 20 percent of
U.S. households received 48.9 percent
of the total income, whereas those in the
bottom 20 percent shared only 3.6 per-
cent. Between 1991 and 1992, 1.2 mil-
lion more Americans became poor, for
an estimated total of 36.9 million citizens
living below the federal poverty level.

At the same time, people are spend-
ing more on rent than ever before. Ac-
cording to the Joint Center for Housing
Studies, between 1970 and 1994 the me-
dian income of renter households fell 16
percent to $15,814, whereas rents in-
creased more than 11 percent to $403 a
month. Today 83 percent of renters liv-
ing below poverty level spend more than
the 30 percent of their income on rent
that is considered reasonable by stan-
dards of the federal housing program.

The effects of increased rents and eco-
nomic shifts can be seen most dramati-
cally in the growing numbers of home-
less persons. During the mid-1980s,
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many of us reassured ourselves that once
affordable housing was provided, home-
lessness would disappear. Instead it is
more prevalent than ever. A 1990 tele-
phone survey led by Bruce G. Link of
Columbia University estimated that 13.5
million (or 7.4 percent of) adult Ameri-
cans have been homeless at some time.
But since the early 1980s, federal con-
struction and rehabilitation programs
for low- and moderate-income housing
have virtually stopped. Many cities have
low vacancy rates, and waiting lists for
public housing are years long.

The composition of the homeless pop-
ulation has also changed. Approximate-
ly 36.5 percent of the nation’s homeless
now consist of families with dependent
children—an increase of 10 percent since
1985. Not since the Great Depression
have families in such substantial num-
bers been among the homeless. An esti-
mated 88 percent of these families are
headed by women [see “Homeless Fam-
ilies,” by Ellen L. Bassuk; Scientific
American, December 1991].

According to the U.S. Conference of
Mayors, increasing numbers of low-in-
come families are at risk of becoming
homeless. By 1993 nearly 40 percent of
all families headed by women lived be-
low the federal poverty level. Among
blacks and Hispanics, the rates were 50.2
and 49.3 percent, respectively. Twenty-
three percent of children in the U.S. live
in poverty; no other industrial nation
comes close to this figure. As sole pro-
viders and caretakers, women heading
households must juggle child care, house-
holds and work. Despite the challenge

of balancing these tasks, 39.9 percent
of poor single mothers and 48.3 percent
of poor married mothers do work. 

Although the gap between men’s and
women’s incomes has narrowed, women
still earn less. The average man without
a high school diploma earns 58 percent
more than a woman with a similar edu-
cation. Single mothers, especially those
of color or with limited education, are
more likely to be working for minimum
wage or at part-time, dead-end jobs.
One quarter of women workers are em-
ployed part-time; 44 percent of these
women are working part-time because
full-time work is unavailable to them.

For single mothers, the need to care
for young children makes consistent em-
ployment difficult. In our study, 59 per-
cent cited unavailability of affordable
child care as a barrier to work. Accord-
ing to a 1994 General Accounting Of-
fice report, the probability of a poor
mother working would increase by as
much as 158 percent if adequate subsi-
dies for child care were available. De-
spite the federal allocation of $2.2 bil-
lion in 1992 to such programs, however,
demand far outweighs supply. Further,
programs often do not account for real-
ities of the workplace—some, for exam-
ple, impose arbitrary time limits. Re-
cent national studies have also raised
concerns about the quality of child care
programs, suggesting that many threat-
en the safety, development and well-be-
ing of their charges.

The new legislation ends the 60-year-
old federal guarantee that families and
children living below subsistence levels

will receive cash assistance. Through
block grants, power has been transferred
to the states to set eligibility require-
ments and benefit levels. In the context
of our findings, this legislation seems
certain to be devastating to the millions
of children currently living in poverty, as
well as to single mothers and many low-
income working families. There is little
doubt that many states will impose even
more stringent limitations than those
mandated by the new bill. It is also like-
ly that an ensuing “race to the bottom”
will occur, in order to discourage po-
tential recipients of welfare from mov-
ing between states.

Debates without Data

The federal welfare bill places draco-
nian limits on eligibility for bene-

fits—allowing a maximum of two years
for adequate education or training and
finding employment that will fully sup-
port a family, along with a five-year
lifetime limit on welfare. The creation
of a corresponding job base, however,
has been completely neglected. The new
law would necessitate that states qua-
druple the number of jobs for unskilled
and semiskilled labor, a task that will
be especially daunting in areas that are
already impoverished or lack employ-
ment opportunities. And despite in-
creased allocations for child care, de-
mand will quickly outstrip supply given
the new work requirement. According
to data from the Congressional Budget
Office, states will face shortfalls in child
care funding in every year after fiscal
year 1998. 

Even more disturbing is that the legis-
lation reflects a “get tough” attitude that
seems to be based on four assumptions
that are not supported by empirical
findings. The first is that welfare perpet-
uates dependency rather than serving as
a stopgap measure during hard times.
Our data confirm other studies indicat-
ing that most poor and homeless wom-
en use welfare for relatively short peri-
ods. Also, two thirds of the mothers in
our sample had not grown up in fami-
lies that were receiving welfare—a fact
that debunks the stereotype of intergen-
erational dependency.

The second fallacy is that welfare com-
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VIOLENCE, part of the childhood and
daily adult life of most poor women,
forms an enormous barrier to their get-
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promises the work ethic. Many low-in-
come mothers supplemented their
AFDC grants by working at low-paying
jobs with no benefits. Because of limit-
ed opportunities, many were forced to
work part-time. The women most able
to maintain jobs had at least a high
school education, access to affordable
child care and a social network that had
some financial resources.

The third ill-conceived argument is
that teen mothers and single-parent fam-
ilies are responsible for the growing pov-
erty rate in the U.S. Nationally, howev-
er, only 7.6 percent of all mothers who
received welfare in 1993 were under 18
years old and unmarried. The median
age of our sample was 27.4 years, with
24.5 percent under 21 years and 7.1 per-
cent under 18 years.

And, finally, the fourth myth holds that
welfare costs contributed significantly
to the growing federal budget and to
increased taxes. Taken together, AFDC
spending, food stamp benefits and Med-
icaid for AFDC recipients made up less
than 5 percent of all entitlement spend-
ing and not quite 3 percent of the total
federal outlay. AFDC, Medicaid, Sup-
plemental Security Income and nutri-
tion entitlement programs since 1964
amounted to only about 6.6 percent of
total federal spending over the past 30
years. Yet even at painfully low amounts,
cash assistance limited the risk of home-
lessness for poor families.

Shift to States

With the passage of the new law,
the onus is now on the states to

protect these vulnerable families. An
understanding of poor women’s experi-
ences and the impact of those experi-
ences on their present circumstances is
vital in restructuring antipoverty pro-
grams and policies. An effective response
should include creating more education-
al and job opportunities, guaranteeing
that basic needs for housing, food, med-

ical care and safety are met, and ensur-
ing that disabled individuals and chil-
dren are well cared for.

Low-income women with at least a
high school diploma are more likely to
find gainful employment and support
their children. As the Institute for Wom-
en’s Policy Research has shown, “com-
pleting high school increases the chanc-
es of escaping poverty to
31 percent.” Low-income
mothers who continue
their education need var-
ious kinds of support—
such as transportation
and child care—to en-
able regular attendance.
To be effective, educa-
tional opportunities must
also be linked to the re-
alities of the labor mar-
ket: job training must be aimed at help-
ing these women obtain full-time work
that pays a livable wage and offers es-
sential benefits. Once these mothers be-
gin work, health care and child care
benefits should be provided for an ade-
quate period.

At the current minimum wage, a
woman working full-time generates
$8,840 annually. The new minimum
wage is being phased in, and the full
amount of $5.15 per hour will not be
attained until September 1, 1997. Basic
yearly costs of $21,816 for a family of
three (unlike the federal poverty level,
this figure includes rent, child care, health
care and transportation) inevitably force
this family into debt. Health care insur-
ance, subsidies for child care and ex-
pansion of the earned income tax credit
would improve the economic status of
these parents and make work a more
realistic option than welfare. 

Moreover, violence at the hands of
male partners is a major barrier to build-
ing a successful work history for many
women. Effective back-to-work policies
must take into account the long-term,
devastating effects of childhood and

adult victimization, as well as the ex-
tremely high rates of violent assaults
faced by women living in poverty. Given
the pervasiveness of this violence, com-
munities should create comprehensive
services to address the emotional and
behavioral effects experienced by both
women and children.

If a low-income parent is faced with
an economic crisis or is
unable to work—for ex-
ample, because of a dis-
ability—it is essential that
some income guarantees
exist to protect his or
her well-being, and also
that of the children. The
new welfare bill elimi-
nates the federal govern-
ment’s role in establish-
ing a safety net. Previ-

ously, the federal government set basic
eligibility criteria and ensured minimal
funding levels for cash assistance to the
poor. With the shift in responsibility to
the states, these guarantees will be gone.
Will the states continue to protect those
who are disadvantaged—by poverty or
disability, or both?

In a society as affluent as ours, the
possibility that large numbers of fami-
lies will be cast aside raises troublesome
questions about our moral values. We
pride ourselves on being family-orient-
ed, particularly treasuring the future of
our children. But the new legislation
suggests that low-income families head-
ed by women are expendable. Creating
realistic state programs is far more cost-
effective than the financial and social
burden that will result if thousands of
families and children are left destitute.
That situation is inevitable if jobs and
child care are not available by the time
a woman’s eligibility for assistance ex-
pires. The future of our country depends
on how we usher children through crit-
ical developmental years. Without ade-
quate support of mothers in their chal-
lenging roles, all of society will suffer.
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Microbes Deep inside the Earth

Microbes Deep 
inside the Earth
Recently discovered microorganisms 
that dwell within the earth’s crust could 
reveal clues to the origin of life

by James K. Fredrickson and Tullis C. Onstott
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Single-celled organisms—bacteria, fun-
gi and protozoa—thrive on all parts
of the earth’s surface. Their habitats

range from the boiling hot waters of ther-
mal springs to the pleasantly cool soils of
backyard gardens. Microorganisms pro-
vide essential services to other creatures by
decomposing waste products and forming
nutrients. Some microbes also inflict harm
by infecting higher organisms and causing
disease. Fortunately, scientists have learned
to control many of those damaging effects
and to expand on the ways microorgan-
isms benefit humankind.

Although people have used the metabolic
activities of microorganisms for thousands
of years to produce cheese, wine and bread,
it was not until the mid-20th century that
scientists harnessed microbes to create an-
tibiotics and other pharmaceuticals. Today
people also employ microorganisms for
such diverse tasks as controlling pests,
treating sewage and degrading oil spills.
With countless novel uses still awaiting
discovery, biologists continue to scour the
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surface of the earth in search of mi-
crobes that might prove valuable in for-
mulating new drugs or improving
industrial processes. But until recently,
few such bio-prospectors thought to
look deep inside the earth. Long-stand-
ing scientific dogma held that this realm
was essentially sterile. But that belief, as
it turns out, was wrong.

It’s Alive!

The first hints that microorganisms
lived in the deep subsurface—hun-

dreds to thousands of meters below
ground—emerged in the 1920s from the
studies of Edson S. Bastin, a geologist at
the University of Chicago. Bastin ques-
tioned why water extracted from oil
fields contained hydrogen sulfide and
bicarbonate. After puzzling for some
time, Bastin ventured an explanation.
He knew that so-called sulfate-reducing
bacteria can exploit sulfate for respira-
tion in places on the surface where no
oxygen is present. So Bastin reasoned
that such bacteria must also live in un-
derground oil reservoirs and produce
hydrogen sulfide and bicarbonate when
they degrade organic components in oil.
By 1926 Bastin and Frank E. Greer, a
colleague at the University of Chicago
who specialized in microbiology, had
succeeded in culturing sulfate-reducing
bacteria from groundwater samples ex-
tracted from an oil deposit that was

hundreds of meters below the surface.
Bastin and Greer speculated that these

microbes might have been descendants
of organisms buried more than 300 mil-
lion years ago when the sediments that
constituted the oil reservoir were depos-
ited. But they had no way to test this in-
triguing hypothesis. At the time, many
scientists viewed with skepticism the
very idea of microorganisms living deep
underground, noting that oil-drilling
techniques were not designed to obtain
samples uncontaminated by microor-
ganisms from the surface. With little ac-
ceptance or support in the scientific
community, the views of Bastin and
Greer languished.

Interest in the microbiology of petro-
leum deposits temporarily revived dur-
ing the late 1940s and 1950s, when
Claude E. Zobell of the Scripps Institu-
tion of Oceanography and his colleagues
investigated microbial processes in sed-
iments buried far below the seabed. But
research into subsurface microbiology
again fell into dormancy during the
1960s and 1970s. Despite the impor-
tance of rock formations as reservoirs
and conduits for water supplies, few
considered the possibility of microbial
activity deep underground. Most
researchers believed that water under-
went predominantly inorganic chemical
alterations as it passed through the
earth and that biological influences
were restricted to near-surface soil lay-

ers. These scientists routinely assumed
that any microbes found in groundwa-
ter samples taken from great depths
were surface contaminants.

Then, during the late 1970s and early
1980s, concerns about the quality of
groundwater stimulated some investi-
gators at the U.S. Geological Survey and
the Environmental Protection Agency to
reevaluate their understanding of
groundwater chemistry. This work
spurred them to reconsider the possibil-
ity that microorganisms could inhabit
water-yielding rock formations. At the
same time, the U.S. Department of En-
ergy (DOE) faced the daunting task of
cleaning up the industrial facilities where
nuclear materials had been produced.
(As a cold war expedient, the DOE had
dumped vast quantities of waste—in-
cluding organic-rich solutions, metals
and radioactive materials—into the sub-
surface at these sites.) DOE scientists
were also studying how to build under-
ground repositories that could isolate
high-level radioactive wastes for thou-
sands of years.

During this period, Frank J. Wobber,
a geologist and manager at the DOE,
reasoned that if microorganisms were
present well below the earth’s surface,
they might helpfully degrade buried or-
ganic pollutants or dangerously disrupt
the integrity of closed chambers con-
taining radioactive waste. But a great
deal of fundamental research needed to
be done before such practical concerns
could be addressed. And so he began a
special effort, called the Subsurface Sci-
ence Program, within the DOE. His idea
was to sponsor a diverse group of biolo-
gists, geologists and chemists to search
systematically for deep-seated life-
forms and examine their activities.

Because water brought up from deep
drill holes is easily contaminated with
organisms living near the surface, the
team assembled by Wobber decided to
study pieces of rock instead. But first the
group needed a way to collect clean, in-
tact samples of rock (cores) from deep
in the crust. 

Tommy J. Phelps of Oak Ridge Na-
tional Laboratory and W. Timothy Grif-
fin of Golder Associates rose to the chal-
lenge by designing a special drilling ap-
paratus that minimized contact of the
core samples with the drilling fluid need-
ed to provide lubrication in a borehole.
And James P. McKinley of Battelle, Pa-
cific Northwest National Laboratory,
along with F. S. (Rick) Colwell of Idaho
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SUBSURFACE EXPLORATION (far left) requires a great length of rotating steel pipe to
snake downward from a drilling derrick to an underground target. As the pipe rotates, a di-
amond-studded drill bit at the bottom of the borehole (detail, bottom left) cuts away at the
underlying rock and surrounds a cylindrical sample that is later extracted when the pipe is
withdrawn. Lubricating fluid with a special tracer substance is pumped down the center of
the pipe (detail, top left) and out through holes in the bit (arrows). The cylindrical rock sam-
ple remains in place as the pipe and bit rotate because it sits within a stationary inner barrel
that is supported by a bearing. As a core of rock fills the inner barrel, a bag of concentrated
tracer material above it breaks open and coats the outer surface of the sample (yellow).
Cores recovered in this way are cut into short segments from which the outer rind marked by
the tracer is removed to avoid contamination (above, left). Within pristine inner core sam-
ples, deep-living bacteria (above, right) can be found.
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National Engineering Lab-
oratory, formulated special
“tracers”—additives that
could be mixed with the
drilling fluid to indicate
whether this liquid (and any
microorganisms carried in-
side it) could have penetrat-
ed the core samples.

Striking It Rich

The search for subsurface
microbes began in 1987,

when the DOE arranged to
drill several deep boreholes
in South Carolina near the
Savannah River nuclear ma-
terials processing facility.
With the operators of the
drilling rig there, a field
team of scientists labored to
avoid microbial contamination. Re-
searchers diligently added tracers and
monitored procedures around the clock
as drilling proceeded. When the drillers
brought a core to the surface, a member
of the team quickly encapsulated the
sample and placed it in a “glove bag”
for processing. Those plastic containers
provided a sterile environment filled

with an unreactive gas (nitrogen) as a
precaution to protect any so-called oblig-
atory anaerobes—bacteria that would
be quickly poisoned by the oxygen in
the air.

Using surgical rubber gloves attached
to the interior of these bags, members
of the team used sterile tools to pare
away the outermost rind of each core
sample, leaving only the part that was

least likely to have been ex-
posed to bacterial contami-
nants in the drilling fluid. If
seepage of the tracer chemi-
cal indicated that a particu-
lar specimen might have
been tainted, the scientist
dissecting it noted that the
core from which it came was
very possibly contaminated.

Pristine inner core samples
recovered in this way were
then placed in sterile contain-
ers filled with nitrogen,
which were packed in ice
and shipped to research lab-
oratories across North
America. Within 72 hours af-
ter the removal of the rocks
from the subsurface, other
members of the research
group based at many differ-

ent institutions were subjecting the
samples to a battery of tests designed to
evaluate the rocks and the microorgan-
isms they harbored. After these initial
experiments, researchers sent the mi-
crobes they had extracted from the sub-
surface samples to special repositories
in Florida and Oregon to be stored in
liquid nitrogen at -96 degrees Celsius.

The first results of this quest for deep-
seated life-forms were extraordinary.
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GLOVE BOX, with its rubber gloves protruding inward, allows
scientists working near the drill sites to manipulate solid samples
extracted from the subsurface. These plastic enclosures are filled
with an unreactive gas to prevent oxygen from damaging deli-
cate microbes within the recovered cores of rock.

SUBSURFACE ENVIRONMENTS vary considerably in the composition of
the surrounding rock. Deep-living microbes pervade both oceanic and conti-
nental crust and are especially abundant in sedimentary formations. Such mi-
croorganisms fail to survive only where the temperature exceeds about 110 de-
grees Celsius (orange areas). The nature of the population does, however, change
from place to place. For example, a porous sedimentary layer that acts as a
conduit for groundwater may contain both oxygen-rich (light blue) and oxy-
gen-poor (dark blue) zones, and the bacteria found within its different regimes
will vary according to the chemical reactions they use for energy (bar, right).

O2 H2O (aerobic respiration)

MnO2 Mn2+ (manganese reduction)

Fe3+ Fe2+ (iron reduction)

SO4
2– H2S (sulfate reduction)

CO2 CH4 (methanogenesis)
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The scientists involved quickly learned
that diverse types of microorganisms
lived beneath the Savannah River site at
depths extending at least as far as 500
meters beneath the surface, the deepest
core taken. We and our many colleagues
working under the aegis of the DOE’s
Subsurface Science Program have since
examined many other geologic settings.
Although we are still unsure of the ex-
tent of fungi or protozoa, the results
clearly indicate that subsurface bacteria
are ubiquitous. We have now recovered
these organisms from formations with
temperatures as high as 75 degrees C
(167 degrees Fahrenheit) and from
depths extending to 2.8 kilometers (1.7
miles) below the surface.

What determines the maximum depth
at which subsurface microbes can exist?
Mounting pressure exerts little direct
effect on microorganisms even several
kilometers below ground level. It is the
increasing temperature that limits the
depth of subsurface life. The maximum
temperature that such organisms can
tolerate remains something of a mystery,
but biological oceanographers have
found bacteria that are capable of grow-
ing at 110 degrees C in deep-sea volcan-
ic vents, and some scientists estimate
that subsurface microorganisms might
be able to withstand temperatures as
high as 140 degrees C, at least for short
periods.

For oceanic crust, where the tempera-

ture rises about 15 degrees C per kilo-
meter of depth, tolerance of 110 de-
grees allows microbial life to extend
(on average) about seven kilometers be-
low the seafloor. For continental crust,
where the temperature is often near 20
degrees C at the surface and typically
increases by about 25 degrees per kilo-
meter, microscopic life should, on aver-
age, reach almost four kilometers down-
ward into the earth.

The abundance of microbes will, how-
ever, vary considerably from place to
place, even at the same depth in the
earth. For example, we have discovered
that samples obtained from 400 meters
below the surface of the ground can
contain as few as 100 to as many as 10
million bacteria in each gram of rock.
John R. Parkes and his colleagues at the
University of Bristol have found some-
what higher concentrations of microor-
ganisms living in sediments beneath the
ocean floor. In comparison, agricultural
topsoil typically contains more than
one billion bacteria in each gram of dirt.

It seems that the richness of life in the
deep subsurface depends not only on tol-
erable temperatures but also on the ca-
pacity of the local environment to sup-
port growth and proliferation. Crucial
prerequisites include the presence of wa-
ter and the sheer availability of space in
the pores of the rock. The region host-
ing the microbes must also contain the
nutrients—such as carbon, nitrogen,
phosphorous and various trace met-
als—that microorganisms need to syn-
thesize their cellular constituents, in-
cluding DNA and proteins. The envi-
ronment also has to offer some form of

fuel to provide the energy required for
this ongoing activity.

From Sandstone to SLiMEs

The types of microbes found in the
earth’s deep realms depend on the

particulars of the local subsurface envi-
ronment. Diverse bacterial communi-
ties thrive in most sedimentary rocks,
which commonly contain a rich supply
of organic compounds to nourish mi-
croorganisms. These nutrients were
originally produced by plants at the
earth’s surface before the loose sands,
silts or clays that constitute most sedi-
mentary formations were buried and
consolidated into solid rock. As long as
these nutrients remain available, mi-
croorganisms living within the pores of
the sediments can continue to survive
and grow. Sedimentary rocks also sup-
ply oxidized forms of sulfur, iron and
manganese that can provide the energy
these microbes need. The chemical
power sources here are so-called reduc-
tion reactions (processes that involve
the gain of electrons).

As sediments become more deeply
buried over geologic time, they are in-
creasingly compacted. Much of the
dwindling pore space eventually be-
comes cemented with minerals that pre-
cipitate from fluids passing through the
rock. Consequently, as depth and pres-
sure increase, the opportunity for ob-
taining life-sustaining materials de-
clines, and the overall rate of metabo-
lism of microbial communities
gradually diminishes, except in those
spots that directly surround rich con-
centrations of nutrients. The distribu-
tion of microorganisms in sediments ul-
timately becomes quite patchy. Small
colonies—or even individual cells—live
well separated from one another within
the rock. Not surprisingly, then, search-
ing for microorganisms living in these
settings proves to be a hit-or-miss affair.
Todd O. Stevens of Battelle, Pacific
Northwest National Laboratory has
found, for example, that with sediment
collected near the DOE’s Hanford facili-
ty in Washington State, the larger the
sample tested, the better the chances of
finding microbial activity.

Although quite inhospitable, such
hardened sedimentary rock is not the
most challenging environment for sub-
surface microbes: some environments
appear far more hostile. The bulk of the
continental crust is composed of igneous
rock (that is, rock solidified from molten
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SLIMES, or subsurface lithoautotrophic
microbial ecosystems, exist in the pores
between interlocking mineral grains of
many igneous rocks. Autotrophic microbes
(green) derive nutrients and energy from
inorganic chemicals in their surroundings,
and many other microbes (red ), in turn,
feed on organics created by autotrophs.
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magma), which contains little organic
carbon. Nevertheless, Stevens and Mc-
Kinley discovered bacteria living within
igneous formations that are composed
of layers of basalt (a dark, fine-grained
type of rock). 

Microorganisms thrive in other igne-
ous rock as well. Karsten Pedersen of the
University of Göteborg in Sweden de-
tected bacteria in water flowing through
deep fractures in granite—a light-col-
ored, coarse-grained variety of igneous
rock. Because igneous rock is too hot to
support life when it is first formed, the

microbes found within such rock must
have been carried there by the flow of
groundwater sometime after the parent
magma cooled and solidified.

Little buried organic matter is avail-
able within igneous formations, and so
Stevens and McKinley were surprised
to find that microbes could flourish in
basalt. They eventually discovered the
secret. The bacterial communities living
there include so-called autotrophs, or-
ganisms that synthesize organic com-
pounds (proteins, fats and other biolog-
ical molecules rich in carbon) from inor-

ganic sources. Many types of autotrophic
bacteria capture energy from inorganic
chemical reactions involving iron or sul-
fur. The autotrophs living in these
basalts use hydrogen gas for energy and
derive carbon from inorganic carbon
dioxide. These “acetogens” then excrete
simple organic compounds that other
bacteria can in turn consume. In these
basalts the hydrogen gas is produced by
the reaction of oxygen-poor water with
iron-bearing minerals. Many of us call
such environments “SLiMEs,” for sub-
surface lithoautotrophic microbial eco-
systems. Amazingly, SLiME microor-
ganisms can persist indefinitely without
any supply of carbon from the surface.

Old as the Hills?

Like Bastin and Greer working decades
before us, we wondered whether

subsurface bacterial colonies might sur-
vive for as long as the rocks that host
them. Such longevity is clearly not al-
ways possible. The continuing burial of
sediments can ultimately raise tempera-
tures sufficiently to purge an entire rock
formation of live bacteria. More local
sterilization may also occur where fiery
hot magma impinges on sedimentary
strata, leaving a body of igneous rock
with some well-baked sediments sur-
rounding it. Once such newly solidified
rock cools, or tectonic forces lift hot,
deeply buried sedimentary layers to a
cooler position closer to the surface,
bacteria carried by groundwater will
then colonize the formerly sterile zones.

Yet that process of infiltration can be
exceedingly slow. Ellyn M. Murphy of
Battelle, Pacific Northwest National
Laboratory has determined, for exam-
ple, that the groundwater now present
deep beneath the Savannah River facility
has not been in contact with the surface
for thousands of years. In the deepest
sites we have examined, our measure-
ments and computer modeling indicate
that the groundwater has been isolated
from the surface for millions of years.
Because microorganisms could not have
traveled downward from the surface
faster than the groundwater descended,
some subsurface microbial communities
must be at least several million years old.

How do microorganisms manage to
persevere for so long? In some cases (for
example, SLiMEs), bacteria can survive
because the essential nutrients are con-
stantly renewed; although in most oth-
er sorts of formations, food and energy
sources are relatively scarce. Neverthe-
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Biodiversity in the Subsurface

J
ust as countless kinds of life-forms cover the surface of the earth, many dif-
ferent types of bacteria live deep inside the crust. But because different mi-
crobes often look very much alike under the microscope, scientists have to

resort to creative methods to gauge the extent of this bacterial diversity.
Certain methods allow researchers to avoid having to culture the microbes

first. Biologists can, for example, apply a procedure called epifluorescence mi-
croscopy to visualize bacteria living within rock samples. This technique takes
advantage of the unique makeup of the ribosomal RNA found in different types
of bacteria (ribosomes are structures used by the cells to construct protein mol-
ecules). By first fashioning short strands of DNA so that they bind to particular
kinds of ribosomal RNA, one can rapidly determine the variety of bacterial fami-
lies in a sample. These DNA probes include a fluorescent dye so that when bac-
teria accumulate this substance, they seem to glow when viewed in an epifluo-
rescence microscope (micrograph).

Another way to assess bacterial communities is to analyze samples for dis-
tinctive organic molecules called phospholipid fatty acids. These long carbon
chains are the building blocks of bacterial cell membranes. Their molecular
structure (which can be ascertained using modern laboratory instrumentation)
provides a fingerprint for different bacterial families. If many different types of
the fatty acid chains are found within a given sample, a diverse bacterial com-
munity exists within it. In contrast, finding a small number of distinct fatty acid
molecules indicates a community of limited variety. At a site near the Depart-
ment of Energy’s Hanford facility in Washington State, drilling revealed striking
variation in the bacterial diversity of different subsurface environments.

S
A

N
D

R
A

 A
. 
N

IE
R

W
IC

K
I-B

A
U

R
 R

en
ss

el
ae

r 
P

ol
yt

ec
hn

ic
 I
ns

ti
tu

te
 (

m
ic

ro
gr

ap
h)

; 
S
O

U
R

C
E:

 D
AV

ID
 C

. 
W

H
IT

E 
A

N
D

 D
AV

ID
 B

. 
R

IN
G

EL
B

ER
G

 U
ni

ve
rs

it
y 

of
 T

en
ne

ss
ee

; 
G

EO
R

G
E 

R
ET

S
EC

K
 (

di
ag

ra
m

)

MAXIMUM NUMBER
OF PHOSPHOLIPID
FATTY ACID TYPES
IN ROCK SAMPLE

42

7

28

28

SURFACE SOILS

DRY SAND AND GRAVEL

ANCIENT SOILS

LAKE SEDIMENTS

Copyright 1996 Scientific American, Inc.



less, the resident bacteria ap-
pear to have adapted to these
rather spartan living condi-
tions. Bacteria must rely on in-
ternal reserves during periods
of long-term starvation (as do
higher organisms), and most
types of bacteria shrink from a
healthy size of a few microns to
less than a thousandth of their
normal volume as they use up
their stores. Thomas L. Kieft of
the New Mexico Institute of
Mining and Technology has
found that such tiny, starved
microbes (called dwarf bacteria
or “ultramicro-bacteria”) com-
monly inhabit the subsurface.

The metabolic rate of such
starved bacteria is probably
much lower than when they
are well fed. As a result, the av-
erage frequency of cell division
for a subsurface microbe may
be once a century, or even less,
whereas surface microorganisms repro-
duce in a matter of minutes, hours,
days or, at most, months. Microorgan-
isms living in the deep subsurface limit
their metabolism in order to endure
starvation for geologically significant
lengths of time. These bacteria can re-
main viable at little or no metabolic cost.

The sluggish pace of microbial metab-
olism in the subsurface makes it diffi-
cult to define just how many of the bac-
teria found entombed in these rocks are
truly alive. One approach is to count
only those microbes that can be grown
in the laboratory. More than 10 percent
of the cells extracted from sandy sedi-
ments where water and nutrients can
generally flow freely will proliferate
when given a supply of nutrients in the
laboratory. In contrast, less than one
tenth of 1 percent of the cells drawn
from sediments in the arid western U.S.

(where the flux of water is minimal) will
grow in a culture dish.

It may be that failure to culture most
subsurface bacteria is a result of our in-
ability to properly reproduce necessary
conditions in the laboratory. Or per-
haps these organisms are simply no
longer alive. In rocks where the flux of
nutrients and water is low, dead cells
decompose exceedingly slowly, and so
some of our biochemical assays would
count them along with the few living
cells. Alternatively, most of the organ-
isms could be functioning but may have
lost the ability to replicate.

The Prospects Underground

So far our colleague David L. Bulk-
will of Florida State University has

catalogued and preserved more than
9,000 strains of microorganisms from

diverse subsurface environments.
These isolates—containing a
vast assortment of bacteria and
about 100 types of fungi—are a
source of novel microbial life
that have not yet been fully test-
ed for commercially applicable
properties. 

Of the small percentage of
the collection that researchers
have examined in detail, a sur-
prisingly high proportion show
potentially valuable capabili-
ties. Examples of such traits in-
clude the ability to degrade tox-
ic organic compounds as well
as to produce antibiotics, heat-
stable enzymes and even novel
pigments. Pfizer is now screen-
ing 3,200 kinds of subsurface
bacteria for the production of
new antimicrobial products,
and ZymoGenetics, a biotech-
nology company, is currently
examining at least 800 isolates

from this archive for production of oth-
er useful substances.

Perhaps many commercial products
will result from these investigations. But
even without such quick practical re-
turns, the effort to probe the earth’s in-
terior for microorganisms will surely
reward scientists with a fuller under-
standing of how life can exist in isola-
tion from the surface. More study of
subsurface communities may, for in-
stance, indicate how life functioned on
the early earth, before photosynthesis
evolved. It may also provide insight into
whether microbes might be living even
now under the surface of Mars or be-
low the icy exterior of some of the larg-
er moons of the outer solar system. See-
ing how microbes survive the rigors of
deep burial on the earth, we are more
inclined to believe tiny extraterrestrials
might indeed be lurking out there.
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PIGMENTED BACTERIA inhabit parts of the subsurface
near Idaho Falls, Idaho. Cultures of these microorganisms
vary in appearance from purple to red because they pro-
duce copious amounts of a brightly colored substance that
shifts in hue according to the ambient acidity.

SA

JA
M

ES
 K

. 
FR

ED
R

IC
K

S
O

N

Copyright 1996 Scientific American, Inc.



Friction at the Atomic Scale

Iused to dread the first week of De-
cember. It wasn’t the darkness or
Boston’s pre-snow drizzle that made

me gloomy, and it wasn’t the nonexis-
tent parking at holiday-frenzied shop-
ping malls. This was the week when ab-
stracts were due for the annual March
meeting of the American Physical Soci-
ety, the meeting of condensed-matter
physicists. In 1986 my colleague Allan
Widom and I had developed an experi-
mental technique that could measure
the frictional force of one-atom-thick
films sliding along flat solid surfaces.
The problem was, I could find nowhere
to classify my atomic-scale friction ab-
stract within a myriad of March meet-
ing subject categories.

It was not that research on friction did
not exist. I had always been welcomed
by the multidisciplinary American Vac-
uum Society, in sessions on macroscop-
ic-scale friction or nanometer-scale sci-
ence. But mainstream physicists seemed
to have no interest in the topic. With
near unanimity, they would attribute the
origins of friction as something to do
with surface roughness. Given the every-
day familiarity and economic impact of
friction, one would have thought that
they might have been more interested.
(By most estimates, improved attention
to friction and wear would save devel-
oped countries up to 1.6 percent of their
gross national product, a whopping
$116 billion for the U.S. alone in 1995.) 

In fact, I wasn’t really alone in my re-
search interests. The late 1980s marked
the advent of many new techniques, in-
cluding my own, that could study the
force of friction, either experimentally,
by sliding atoms on crystalline sub-
strates, or theoretically, using new com-
puter models. I first referred to the field
as “nanotribology”—friction, or tribol-
ogy, studied in well-defined geometries
on the nanometer scale—in a January

Friction at the Atomic Scale
Long neglected by physicists, the study of friction’s 

atomic-level origins, or nanotribology, indicates that the force 
stems from various unexpected sources, including sound energy

by Jacqueline Krim

74 Scientific American October 1996

GRINDING wears away sliding surfaces. Such instances of
friction had always been associated with permanent damage
to the surfaces. But new studies have shown that friction can
persist at high levels even in the absence of wear or damage.
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1991 publication, and others began us-
ing the term as well. What was once a
grassroots community of isolated re-
searchers was progressively becoming an
accepted scientific field in its own right.

Since then, nanotribologists have been
regularly discovering that atomic-scale
friction can differ significantly from what
is observed at the macroscopic level.
Friction has very little to do with micro-
scopic surface roughness, and in some
instances, dry surfaces are actually slick-
er than wet ones. The force is complex
enough that, even if we can perfectly

characterize a sliding interface, we can-
not accurately predict the friction that
will occur at that interface. If the pre-
cise nature between microscopic con-
tacts and macroscopic materials could
be determined, then better understand-
ing of friction could lead to such indus-
trial innovations as improved lubri-
cants and wear-resistant machine parts.

Such technological considerations have
driven humans to attempt to understand
friction since prehistoric times. More
than 400,000 years ago, our hominid
ancestors in Algeria, China and Java

were making use of friction when they
chipped stone tools. By 200,000 B.C.E.,
Neanderthals had achieved a clear mas-
tery of friction, generating fire by the
rubbing of wood on wood and by the
striking of flint stones. Significant de-
velopments also occurred 5,000 years
ago in Egypt, where the transportation
of large stone statues and blocks for the
construction of the pyramids demand-
ed tribological advances in the form of
lubricated wooden sledges.

Writing the Classics

Modern tribology began perhaps
500 years ago, when Leonardo

da Vinci deduced the laws governing
the motion of a rectangular block slid-
ing over a flat surface. (Da Vinci’s work
had no historical influence, however,
because his notebooks remained un-
published for hundreds of years.) In the
17th century the French physicist Guil-
laume Amontons rediscovered the laws
of friction after he studied dry sliding
between two flat surfaces.

Amontons’s conclusions now help to
constitute the classic laws of friction.
First, the friction force that resists slid-
ing at an interface is proportional to the
“normal load,” or the force that squeez-
es the surfaces together. Second, and
perhaps counterintuitively, the amount
of friction force does not depend on the
apparent area of contact. A small block
sliding on a surface experiences as much
friction as does a large block of the same
weight. To these rules is sometimes add-
ed a third law, attributed to the 18th-
century French physicist Charles-Au-
gustin de Coulomb (better known for
his work in electrostatics): the friction
force is independent of velocity once
motion starts. No matter how fast you
push a block, it will experience nearly
the same amount of resistance.

Amontons’s and Coulomb’s classical
friction laws have far outlived a variety
of attempts to explain them on a funda-
mental basis in terms of, say, surface
roughness or molecular adhesion (at-
traction between particles in the oppos-
ing surfaces). By the mid-1950s, surface
roughness had been ruled out as a vi-
able mechanism for most everyday fric-
tion. Automobile makers and others
had found, surprisingly, that the fric-
tion between two surfaces is sometimes
less if one of the surfaces is rougher than
the other [see “Friction,” by Frederic
Palmer; Scientific American, Febru-
ary 1951]. Furthermore, friction can in-

Friction at the Atomic Scale Scientific American October 1996      75

FP
G

 I
N

TE
R

N
A
TI

O
N

A
L 

Copyright 1996 Scientific American, Inc.



crease when two surfaces are made
smoother. In cold welding, for instance,
highly polished metals stick together
quite firmly.

Molecular adhesion, though, was a
strong possibility, a conclusion reached
in large part because of the ingenious
work of F. P. Bowden, David Tabor and
their co-workers at the University of
Cambridge. They also found that fric-
tion, though independent of apparent
macroscopic contact area, as Amontons
had stated, is in fact proportional to the
true contact area. That is, the microscop-
ic irregularities of the surfaces touch
and push into one another. The sum of
all these contact points constitutes the
true contact area. Having established
that some kind of intimate link existed
between friction and adhesion, the Cam-
bridge group presumed that friction re-

sulted primarily from adhesive bonding
at true contact points that was so strong
that tiny fragments were continually
being worn away.

But this explanation was wrong. It
simply could not explain the fact that
substantial friction exists even in cases
in which wear is negligible. Indeed, un-
der Tabor’s own supervision in the
1970s, a gifted Ph.D. candidate, Jacob
N. Israelachvili, developed a “surface-
forces apparatus” for atomic-scale fric-
tion measurements and found clear evi-
dence of wear-free friction. The mea-
surement left Tabor to puzzle over where
that friction might be coming from.

Israelachvili’s apparatus explores the
lubricated contacts between uniform
mica surfaces. It takes advantage of the
fact that mica is atomically smooth:
cleaving a piece of mica leaves a surface

that has atomically flat areas spanning
as much as one square centimeter, a dis-
tance of more than 10 million atoms.
(In contrast, typical surfaces might stay
flat for a distance of 20 atoms, whereas
smooth metals might go on for 300
atoms.) When two mica surfaces touch,
an interface free of atomic pits or moun-
tains (“asperities”) is formed. In the de-
vice the backs of the mica surfaces are
generally glued onto crossed half-cylin-
ders that can be moved in two directions
in the horizontal plane. To measure the
contact area and separation, research-
ers shine a coherent light beam across
the gap and look at a resulting optical
effect called an interference pattern, a
series of dark and light bands. Deflec-
tions of springs connected to the half-
cylinders indicate the frictional force.

Early on, the surface-forces appara-
tus allowed atomic-scale verification of
the macroscopic deduction that friction
is proportional to the true contact area.
But it would be nearly two decades be-
fore Israelachvili, now a full professor
at the University of California at Santa
Barbara, and his colleagues would es-
tablish the elusive link between friction
and adhesion. They discovered that fric-
tion did not correlate with the strength
of the adhesive bond itself. Rather fric-
tion was connected to adhesive “irre-
versibility,” or how differently surfaces
behave when they stick together as com-
pared with when they are in the process
of becoming unstuck. But in their tri-
umph, the investigators could not ad-
dress the explicit physical mechanism
that gave rise to the friction they were
measuring. 

James A. Greenwood of the Universi-
ty of Cambridge, a world authority on
tribological contact between rough sur-
faces, summed up the situation in 1992
when he wrote, “If some clever person
would explain why friction exists, and
is proportional to the [true] area of con-
tact, our problem would be solved.”

Good Vibrations

Aleading candidate for that clever 
person is Gary M. McClelland of

the IBM Almaden Research Center. In
the 1980s he derived a very simple mod-
el for wear-free friction based on vibra-
tions of atomic lattices. Unknown to
McClelland, the model had been pub-
lished by G. A. Tomlinson of the British
National Physical Laboratory in 1929,
as had a far more sophisticated treat-
ment by Jeffrey B. Sokoloff and his co-
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EARLY STUDIES OF FRICTION, such as those done in the 18th century by the
French physicist Charles-Augustin de Coulomb, helped to define the classical laws of
friction and attempted to explain the force in terms of surface roughness, a feature that
has now been ruled out as a significant source.
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workers at Northeastern University in
1978. But these works had received lit-
tle attention.

Friction arising from atomic-lattice
vibrations occurs when atoms close to
one surface are set into motion by the
sliding action of atoms in the opposing
surface. (The vibrations, which are really
just sound waves, are technically called
phonons.) In this way, some of the me-
chanical energy needed to slide one sur-
face over the other is converted to sound
energy, which is eventually transformed
into heat. To maintain the sliding, more
mechanical energy must be added, and,
hence, one has to push harder.

The amount of mechanical energy
transformed into sound waves depends
on the nature of the sliding substances.
Solids are much like musical instruments
in that they can vibrate only at certain
distinct frequencies, so the amount of
mechanical energy consumed will de-
pend on the frequencies actually excited.
If the “plucking” action of the atoms in

an opposing surface resonates with one
of the frequencies of the other, then fric-
tion arises. But if it is not resonant with
any of the other surface’s own frequen-
cies, then sound waves are effectively not
generated. This feature opens the excit-
ing possibility that sufficiently small
solids, which have relatively few reso-
nant frequencies, might exhibit nearly
frictionless sliding.

In any case, McClelland, excited by
the fact that not only wear-free but also
nearly friction-free sliding was a theo-
retical possibility, proceeded to collabo-
rate with his colleague C. Mathew Mate
and others. To measure nanometer-scale
friction, they adapted a newly invented
instrument: the atomic-force microscope.
With it, they published their first obser-
vations of friction, measured atom by
atom, in a landmark 1987 paper.

An atomic-force microscope consists
of a sharp tip mounted at the end of a
compliant cantilever. As the tip is
scanned over a sample surface, forces

that act on the tip deflect the cantilever.
Various electrical and optical means
(such as capacitance and interference)
quantify the horizontal and vertical de-
flections. The microscope can detect
friction, adhesion and external loading
forces as small as a piconewton, or 10–12

newton. (Loosely speaking, a piconew-
ton is to a fly’s weight as a fly’s weight
is to an average person’s.) By the early
1990s, the IBM researchers had set up
their friction-force microscope in ultra-
high vacuums, allowing them to study
the sliding of a diamond tip over a crys-
talline diamond surface with a contact
area estimated to be less than 20 atoms
in extent.

McClelland and his colleagues’ mea-
surements yielded a friction force that
exhibited no dependence on normal
load. According to the classical friction
laws, this result would have implied zero
friction. But not only was friction evi-
dent, the shear stress, or force per area
required to maintain the sliding, was
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SHEAR STRESS, the amount of force per unit of true contact
area needed to maintain the sliding of one object on another, is
one measure of friction that has been explored with several in-

struments. Collectively, they have recorded a range of stress
spanning 12 orders of magnitude, all in experimental geometries
free of wear, surface damage and roughness.

10–2 10–1 1 101 102 103 104 105 106 107 108 109 1010

SHEAR STRESS (NEWTONS PER SQUARE METER)

QUARTZ

LIGHT

CANTILEVER

NEEDLE

ELECTRODE

MICA

LUBRICANT

SPRING

CLEAVED MICA
BETWEEN

HALF-CYLINDERS
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QUARTZ-CRYSTAL MICROBALANCE
can measure friction between its electrode
and a layer of material only one or two
atoms thick deposited on the electrode.
Changes in the vibrational properties of the
quartz indicate how much the deposited
layer slips on the underlying surface. Com-
puter simulations of the sliding layers, such
as that of a liquid layer of krypton (white in
inset) on top of gold (blue), are used to
confirm the findings of the microbalance.

SURFACE-FORCES APPARATUS
makes use of two cleaved mica surfaces,
which are the smoothest surfaces known.
Investigators can place lubricant films,
which can be as thin as a few molecules,
between the mica surfaces and slide them
about, to see how the films affect the slid-
ing (insets).

LATERAL-FORCE MICROSCOPE
is a variation of the atomic-force micro-
scope. It employs a fine needle mounted on
a cantilever. The tip deflects as it drags
along the sample’s surface. Light reflect-
ing off the tip indicates the degree of de-
flection, thus providing a measure of the
friction between the tip and the surface.
Researchers have used the microscope to
push “islands” of carbon 60 (green crystals
in inset) across a salt surface.
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enormous: one billion new-
tons per square meter, or
150,000 pounds per square
inch. That force is large
enough to fracture top-grade
steel. It was becoming clear
that even if the atomic nature
of the sliding contact was
completely known, our abil-
ity to predict the friction force
occurring at that contact was
virtually nonexistent.

To date, nanotribologists
have collectively observed a
remarkable range of shear
stresses, from 0.01 newton to
10 billion newtons per square
meter. For example, Roland
Lüthi, Ernst Meyer and co-
workers at the Institute of
Physics at the University of Basel have
pushed “islands” of one-molecule-thick
buckminsterfullerene (“buckyballs,” or
carbon 60) along a crystalline salt sur-
face with a modified atomic-force mi-
croscope tip approaching single-atom
dimensions. They found shear stresses
of 10,000 to 100,000 newtons per
square meter, orders of magnitude low-
er than those associated with typical
macroscopic-scale solid lubricants, such
as graphite powder. (The shear stress
appears high only because it is mea-
sured over a square meter of true—not
apparent—contact area, which in gen-
eral is orders of magnitude smaller than
the apparent contact area. When graph-
ite is used, say, to lubricate a lock cylin-
der, even the apparent contact area is
quite small, so the actual friction en-
countered can be rather low.) The re-
searchers also measured the force need-
ed to slide the tip over the top of the
buckyball island and found it to be
“stickier” than the salt.

Shear stresses orders of magnitude
lower have been observed in my own
laboratory by means of a quartz crystal
microbalance, a device that for decades
has been used to weigh samples as light
as a few nanograms. It consists of a sin-
gle crystal of quartz that stably oscillates
at high frequency (five to 10 million
times a second). We deposit metal-film
electrodes onto its surfaces and then
condense single-atom-thick films of a
different material onto the electrodes.
The condensation onto the microbal-
ance lowers the frequency, providing a
measure of how well the film particles
can track the shaking of the underlying
quartz substrate. The smaller the result-
ing amplitude of vibration, the greater

the friction from the “rubbing” action of
the film sliding about on the substrate.

The quartz microbalance is currently
the only experimental apparatus oper-
ating on a timescale short enough to see
how atomic-scale friction depends on
velocity. Although the third classic law
of friction states that friction is indepen-
dent of velocity, researchers later found
this rule to be untrue. (Coulomb himself
suspected as much but could not prove
it.) For example, to decelerate an auto-
mobile uniformly and stop it without a
jerk, the driver must ease up on the
brake in the final moments, demonstrat-
ing that friction increases with slower
speeds. Such macroscopic velocity de-
pendencies are almost always attribut-
ed to changes at the microscopic con-
tact points (which can melt at high slid-
ing speeds and can increase in area at
low speeds, where they “tear apart”

more slowly and hence have more time
to form bonds). But for a geometry in
which the contact area remains fixed,
such as that of our quartz microbalance,
friction is in fact predicted to exhibit
just the opposite behavior, increasing in
direct proportion to the sliding speed.
We recently confirmed this observation
for one-atom-thick solid films sliding
over crystalline silver and gold surfaces.

Slippery when Dry

But analytic theories did not predict
our surprising discovery in 1989

that krypton films sliding on crystalline
gold surfaces were slipperier when dry.
We observed that friction forces for liq-
uid films were about five times higher
than for solid films, with shear stresses
for the solid films being a minuscule 0.5
newton per square meter for sliding
speeds of one centimeter per second. The
effect was so counterintuitive to me
that I held off publishing the result for
more than a year after discovering it.

Why should a liquid layer cause more
friction on the atomic scale when in
most situations in everyday life it lubri-
cates two surfaces? Computational stud-
ies have supplied the crucial link, for
they open a rare window into molecu-
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CHEMICAL REACTIONS can occur be-
tween two sliding interfaces. In this set-
up, an ethane molecule, composed of two
carbon atoms (green) and six hydrogen
atoms (blue), is sandwiched between two
diamond surfaces, which are terminated
with hydrogen atoms (1). As the surfaces
slide, the ethane loses a hydrogen atom
(2), becoming an ethyl radical. The free

CONTACT POINTS are the places where
friction occurs between two rough sur-
faces sliding past each other (top). If the
“normal load”—the force that squeezes
the two together—rises, the total area of
contact increases (bottom). That increase,
and not the surface roughness, governs
the degree of friction.
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lar behavior that is unattainable by any
other means. Several researchers have
broken new nanotribological ground
with the computer. They include Uzi
Landman of the Georgia Institute of
Technology, who pioneered simulations
of point contacts; Judith A. Harrison of
the U.S. Naval Academy, who modeled
interfacial chemical effects; and James
Belak of Lawrence Livermore National
Laboratory, who analyzed machining
and wear.

It was Mark O. Robbins and his co-
workers at Johns Hopkins University,
though, who answered the question of
liquid friction when they simulated one-
atom-thick krypton films sliding on crys-
talline gold surfaces. They demonstrat-
ed that liquid krypton atoms, being
more mobile than solid krypton, could
“get stuck” more easily in the gaps be-
tween the solid gold atoms. Note that
the shearing takes place between a solid
and a liquid surface, a situation differ-
ent from macroscopic cases of liquid lu-
brication. In those instances, the shear-
ing takes place within the bulk of the
liquid (that is, at a liquid-liquid inter-
face), which usually offers less resis-
tance to shearing than does a solid-liq-
uid interface.

The near-perfect agreement between

Robbins’s model and our experimental
result is both surprising and revealing,
because all the friction in his calcula-
tions was attributed to lattice vibrations
(sound waves). His model neglected
friction from electrical effects. For insu-
lating surfaces, such friction arises from
the attraction of positive and negative
charges that have separated at the inter-
face. (A similar attraction is achieved
when a balloon is rubbed on hair and
left to cling to a wall.) When one or
both of the surfaces in contact are met-
al, however, then the buildup of charge
should not be significant. Rather anoth-
er type of electronic friction may occur,
as suggested by Mats Persson of Chal-
mers University of Technology in Göte-
borg, Sweden, and extensively investi-
gated by theorist Bo N. J. Persson of
the Jülich Research Center in Germany.
That friction is related to resistance felt
by mobile electrons within the metallic
material as they are dragged along by
the opposing surface.

Physicists know that such friction ex-
ists but not how important it is (which
is why small solids might exhibit nearly
frictionless, instead of completely fric-
tionless, sliding). The success of the
model calculated by Robbins and his
colleagues seemed to imply that elec-
tronic effects play no significant role in
friction.

To investigate this issue further, we
recently measured the force needed to
slide one- and two-atom-thick solid
films of xenon along a crystalline silver
surface, and we observed that friction
increased by approximately 25 percent
for the two-atom-thick xenon film.

Did this 25 percent increase stem from
electronic effects? Probably not. Bo Pers-

son, Robbins and Soko-
loff have performed inde-
pendent computer simula-
tions of the xenon-silver
system, and their prelimi-
nary computational re-
sults indicate that the fric-
tion associated with sound
waves is much greater for
two layers than for one.
Basically, two layers make
for a more elaborate “mu-
sical instrument,” so there
are more resonant frequen-
cies to excite and hence
more friction. Electronic
friction undoubtedly ex-
ists, but its strength may
be determined in large
part by only those atoms

immediately adjacent to the interface.
The parameters selected to represent
metal surfaces in a simulation could
easily mask it. But as theoretical and
simulational efforts become increasing-
ly sophisticated, we should eventually
be able to estimate with precision the
proportion of energy loss that is associ-
ated with electronic effects and lattice
vibration.

Rewriting the Rules

The recent progress in nanotribology
clearly demonstrates that the laws

of macroscopic friction are inapplicable
at the atomic scale. We can now rewrite
the laws of friction in a more general
way. First, the friction force depends on
how easily two surfaces become stuck
relative to becoming unstuck: it is pro-
portional to the degree of irreversibility
of the force that squeezes the two sur-
faces together, rather than the outright
strength of the force. Second, the fric-
tion force is proportional to the actual,
rather than apparent, area of contact.
Finally, the friction force is directly pro-
portional to the sliding speed of the in-
terface at the true contact points, so
long as the surfaces are not allowed to
heat up and the sliding speed remains
well below the speed of sound. (Near
that speed, it levels off because the lat-
tice vibrations cannot carry away the
sound energy rapidly enough.)

The discrepancy between microscop-
ic and macroscopic frictional phenome-
na greatly diminishes if one notes that
the true area of contact between macro-
scopic objects is likely to be proportion-
al to the squeezing force. The harder you
squeeze, the more area comes into con-
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hydrogen subsequently removes a hydro-
gen atom from the diamond and bonds
with it to form a molecule of hydrogen
gas (3). The ethyl radical eventually be-
comes chemically bound to one of the di-
amond surfaces (4). The diagram is based
on computer simulations conducted by
Judith A. Harrison and her co-workers at
the U.S. Naval Academy.
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tact. So friction appears to be propor-
tional to the normal load, as Amontons
stated.

And what ever became of surface
roughness? Alas, its importance seems
to shrink. Physicists had presumed that
surface irregularities played a role in

stick-slip friction, in which surfaces glid-
ing past one another momentarily cling
and then let go. Notable examples in-
clude screeching train brakes and finger-
nails on blackboards. Roughness was
thought to cause the random nature of
the sticking and the slipping. But Steve

Granick and his colleagues at the Uni-
versity of Illinois recently observed stick-
slip friction in lubricated contacts be-
tween nominally “perfect” mica surfac-
es. They applied millions of repetitive
cycles of a sinusoidal force to confined
liquids without wear and observed re-
sults suggesting that randomness (spe-
cifically, so-called 1/f noise) may be in-
trinsic to the stick-slip friction itself.

Considering the current race to man-
ufacture machine components with as-
toundingly small dimensions, what is
today considered fundamental research
on the atomic scale may give way to-
morrow to direct application. For in-
stance, we now know why substances
made of branched-chain molecules make
better lubricants than straight-chain mol-
ecules, even though the branched-chain
ones are, in bulk form, more viscous.
(They remain as a liquid under greater
forces than do the straight-chained mol-
ecules and thus are better able to keep
two solid surfaces from touching.) Nano-
tribologists working with known con-
tact geometries may one day help chem-
ists understand friction-induced reac-
tions taking place on surfaces or aid
materials scientists in designing sub-
stances that resist wear. As the need to
conserve both energy and raw materials
becomes more urgent, physicists’ rush
to understand basic frictional processes
can be expected only to accelerate.

To obtain high-quality reprints of this
article, please see page 127.

Friction at the Atomic Scale80 Scientific American October 1996

The Author

JACQUELINE KRIM, a professor of physics at Northeast-
ern University and a member of its Center for Interdisciplinary
Research on Complex Systems, received her B.A. from the Uni-
versity of Montana and her Ph.D. from the University of Wash-
ington. She received a National Science Foundation Presiden-
tial Young Investigator Award in 1987 and a creativity award
in materials research in 1992. She has chaired the national
board of trustees of the American Vacuum Society and current-
ly serves on the executive board of its surface science division.
She thanks the NSF for its continued research support.

Further Reading

History of Tribology. D. Dowson. Longman, London, 1979.
Fundamentals of Friction: Macroscopic and Microscopic Pro-
cesses. Edited by I. L. Singer and H. M. Pollock. Kluwer, 1992.

Handbook of Micro/Nanotribology. Edited by B. Bhushan. CRC
Press, 1995.

Nanotribology: Friction, Wear and Lubrication at the Atomic
Scale. B. Bhushan, J. N. Israelachvili and U. Landman in Nature, Vol.
374, pages 607–616; April 13, 1995.

Physics of Sliding Friction. Edited by B.N.J. Persson and E. Tosatti.
Kluwer, 1996.

DIAMONDLIKE TIP made of carbon
(blue) and hydrogen (yellow) slides across
the face of a similar material, a diamond
surface made of carbon (green) and termi-
nated with hydrogen atoms (red). Such
computer simulations help in tribochem-
istry, or the study of friction-induced reac-
tions. In this particular computation, the
tip and surface deformed, but no chemi-
cal reactions occurred.
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In the classic science-fiction movie
Forbidden Planet, space travelers
from Earth land on a distant world,

where they encounter the remnants of a
technologically advanced civilization. Re-
markably, the human visitors are able
to communicate with one of the alien
computers that is still functioning. Con-
nected through glowing head probes,
the men’s thoughts and feelings are di-
rectly conveyed to the machine over a
neural link.

Many similar examples of people hav-
ing their minds coupled to computers
have appeared in other works of fiction.
As often depicted, a person simply thinks
of a command, and the computer im-
mediately responds—a scheme analogous
to the computer voice recognition in use
today. Thought recognition would be
the ultimate computer interface, the ma-
chine acting as an extension of the hu-
man nervous system itself.

Computer technology has advanced
markedly in the 40 years since Forbid-
den Planet was released, but construct-
ing a versatile neural junction between
a human brain and an electronic one re-
mains a formidable challenge. Attempts
to tie the nervous system to external elec-
tronic circuits are, however, well worth
pursuing because the results may pro-
vide the means for effortless communi-
cation with computers. This work is al-
ready extremely valuable to people with
devastating neuromuscular handicaps—

a group usually without access to com-
puters or indeed much opportunity to
influence the world. 

Our work over the past decade has
helped make such “hands free” control
of computers a reality. Neural linkages
with computers can now satisfy a vari-
ety of needs, and we expect that enter-
prising people will soon find additional
ways to harness this technique. A view
of what the future holds in store requires
only some imagination—and a clear un-
derstanding of how past work has led to
today’s accomplishments.

The Body Electric

The electrical nature of the human
nervous system—the basis for direct

neural control of computers—has been
recognized for more than a century. In
1849 the German physiologist Emil
Heinrich Du Bois-Reymond first report-
ed the detection of minute electrical dis-
charges created by the contraction of the
muscles in his arms. He made these ob-
servations using a primitive device for
measuring voltages called a galvanome-
ter. Du Bois-Reymond attached the wires
of this instrument to his body using piec-
es of saline-soaked blotting paper to keep
electrical resistance in the connection to
a minimum. But he soon realized that
the skin acted as a barrier to the under-
lying muscle signals. So this dedicated
researcher induced a blister on each arm,
removed the skin and placed the paper
electrodes within the wounds. Du Bois-
Reymond was then able to capture elec-
trical signals that were about 30 times
stronger than those he could obtain
with the skin intact.

These early investigations built the
foundation for a technique that serves
well today to monitor muscle contrac-
tions. With modern silver chloride elec-
trodes and sensitive electronic amplifiers,
tiny muscle impulses—even those muted
by passage through the skin—provide
easily registered voltages. Medical re-
searchers first exploited this phenome-
non during the 1970s to devise mecha-
nized prostheses that could operate by
sensing muscle contractions. Other sci-
entists realized that electrical impulses
from active muscle fibers could also help
people who suffered from diseases or in-
juries that left them too weak to move
any of their limbs: they needed only to
have electrodes placed near unimpaired
muscles. Following that strategy, even
profoundly handicapped individuals can

Controlling 
Computers with
Neural Signals
Electrical impulses from nerves and muscles 
can command computers directly, a method 
that aids people with physical disabilities

by Hugh S. Lusted and R. Benjamin Knapp
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manipulate electronic equipment with
the electrical signal from muscles (called
an electromyographic signal, or EMG,
a name borrowed from the term for a
paper tracing of such impulses).

But one cannot simply attach EMG
sensors to a person’s skin and plug the
wires into the back of a conventional
computer. The task requires specialized
circuits and software to analyze and in-
terpret the pattern of muscle impulses.
To aid others involved in these efforts,
we have designed equipment to serve as
a general-purpose interface between a
computer and the body’s various elec-

trical signals. We dubbed our creation
the Biomuse.

The work of translating muscle im-
pulses to a form more appropriate for a
digital computer begins with the am-
plification of the raw signals sensed by
the electrodes, which increases these
voltages by a factor of about 10,000.
Other circuits then convert the ampli-
fied EMG signals to digital form. After
much additional processing of these dig-
itized measurements, a computer can
determine when muscle fibers near the
electrodes are contracting and by how
much. In this way, the muscle activity

can direct the operation of a personal
computer—just as one might employ a
computer mouse or trackball.

Some arrangements to control com-
puters using muscle signals have proved
particularly valuable to handicapped
people. For instance, in 1993 David J.
Warner, a neuroscientist at Loma Linda
University Medical Center in California,
connected the electrodes from our EMG
apparatus to the face of a 10-year-old
boy who had been completely paralyzed
below the neck in an automobile acci-
dent. By tensing certain facial muscles,
the young patient could move objects
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SELECTION FROM A MENU on a personal computer usually
requires manipulation of a keyboard or mouse. Yet physically
handicapped people, using their body’s electrical signals, can also
command a computer. For example, Heather Black has severe

cerebral palsy, but she can operate a computer by fixing her gaze
on one of many flashing squares on the screen. Electrodes on the
back of her head pick up the signals evoked by the flashes, and
the timing of these impulses identifies her choice.
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on the computer screen—the first time
since his injury that the child could ma-
nipulate a part of his environment with-
out aid.

But people do not have to be physi-
cally impaired to benefit from the abili-
ty of muscle signals to control a com-
puter. We are, for example, now experi-
menting with a hands-free EMG mouse.
With it, a person can adjust the posi-
tion of a cursor on the screen using, for
example, forearm muscles. Such a de-
vice allows someone to move the cursor
without having to lift a hand from the
keyboard.

Unrecognized Potential

Another approach to controlling com-
puters with biological signals de-

pends on a completely different electri-
cal phenomenon of the human body: the
corneal-retinal potential. This signal aris-
es because the retina, the site of most
metabolic activity within the eye, exhib-
its a slight negative voltage compared
with the cornea. In a sense, the eye acts
as a weak electric battery. Electronic cir-
cuits can detect the tiny voltage fluctua-
tions on a person’s face that arise when
the eyes shift in orientation. These im-
pulses are called an electrooculographic
signal, or EOG (the name for record-
ings made of them).

Measurement of EOG signals has
served researchers for decades as a con-
venient indicator of eye movement in
various physiological studies. In 1953,
for example, Nathaniel Kleitman of the
University of Chicago and Eugene Aser-
insky of Jefferson Medical College in

Philadelphia used EOG recordings to
document eye movement during certain
periods of sleep. These particular inter-
vals were accompanied by intense brain
activity similar to that of the awake state,
and so the investigators distinguished
this curious type of slumber by calling
it rapid-eye-movement, or REM, sleep.

Although investigators had previous-
ly used the EOG merely to record the
overall motion of the eyes, by the late
1980s it seemed feasible that measure-
ments of the corneal-retinal potential
could also indicate the direction of a
person’s gaze. With the proper arrange-
ment of electrodes, EOG voltages will
vary proportionally with eye rotations
over a range of about 30 degrees from
center. By 1990 several research groups
had reported some success in using this
method to move a computer cursor. Still,
skeptics continued to believe that elec-
trical “noise” in the form of gradual
changes in the voltage across the elec-
trodes (“electrode drift”) would render
this approach unworkable for anything
other than a laboratory demonstration.

Our efforts did, however, uncover a
way to eliminate the interference and
construct a practical device for control-
ling computers. To accomplish that re-
sult, we employed the same system we
had used for detecting muscle signals but
this time configured the apparatus as an
EOG monitor. As with EMG processing,
the EOG analyzer begins by amplifying
and digitizing the voltages obtained from
several electrodes (one pair of electrodes
serves to detect vertical eye displace-
ments; another set indicates horizontal
eye movements). The system then applies

so-called fuzzy logic to discriminate be-
tween true eye movement and electrode
drift [see “Fuzzy Logic,” by Bart Kosko
and Satoru Isaka; Scientific Ameri-
can, July 1993]. 

With this equipment, a person can re-
liably operate a computer with eye move-
ments—for instance, by positioning the
cursor at various points on the screen.
There are other techniques for tracking a
person’s gaze that utilize infrared beams
or video cameras. But EOG equipment
proves much less costly than alternative
strategies, making it possible for more
people to consider using eye motion to
operate computers—in particular, as an
aid for the disabled.

At Loma Linda in 1991, Warner tried
our eye-tracking system to help a young-
ster who had sustained a serious injury
to her spinal cord as an infant. Because
of her age at the time of her accident, the
doctors at the center were concerned
that the girl’s physical restrictions would
compromise the development of her
brain. Fitted with a special EOG head-
band and placed in front of a video
monitor, the 18-month-old girl quickly
discovered that she could move an icon
(a smiling face) about the screen with
just her eyes. She understood intuitively
how to control the display without hav-
ing been told how the system worked.

Other institutions dedicated to the re-
habilitation of paralysis victims have
used similar equipment in conjunction
with “visual keyboard” software that
displays a standard typewriter keyboard.
Using eye movements alone, an opera-
tor can select letters from the keys pre-
sented on the screen. Although the pro-
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ARM MUSCLES of a woman with cerebral palsy, Dawn Parkot
(foreground), generate electrical signals that a computer can
sense. Electrodes underneath the black band on her left arm pick
up tiny voltage fluctuations that change when groups of muscle

fibers begin contracting. With the computer displaying these bi-
ological signals, this engineering graduate student at the Univer-
sity of Notre Dame learns to vary muscle activity in her forearm
from low (left) to high (right).
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cess of forming words in this way is
slow, with practice (and some clever
software aids) people can complete mul-
tiple sentences, even whole documents,
by a continuous succession of glances.

Tracking a person’s gaze with EOG
signals can be done so reliably that a
number of groups are also attempting to
integrate this mechanism in other set-
tings. For instance, we have collaborat-
ed with physicians from Stanford Uni-
versity to develop a way to adjust the
fiber-optic cameras used during endo-
scopic surgery (procedures performed
remotely, inside the body). Our EOG
device allows a doctor to change the
camera’s view with eye movements,
while his or her hands are engaged in
manipulating other surgical instruments.

Mind Control

Devices that detect EMG or EOG
signals have successfully linked hu-

mans to computers for a wide variety of
applications, but in each case the pro-
cess relies on tiny biological voltages
from muscles or eyes. Is it possible to
make a neural connection without those
intermediaries? Indeed, some people
have operated computers in a rudimen-
tary fashion using the underlying elec-
trical activity of the brain itself.

That the human mind produces mea-
surable electrical signals is no surprise.
In 1929 the German psychiatrist Hans
Berger coined the term “electroenceph-
alogram,” commonly known as EEG, to
describe recordings of voltage fluctua-
tions of the brain that can be detected
using electrodes attached to the scalp.
These EEG signals arise from the cere-
bral cortex, a several-centimeter-thick
layer of highly convoluted neuronal tis-
sue. Neurophysiologists believe that the
pyramidal cells of the cerebral cortex
are the source of EEG voltages. Each of
these nerve cells constitutes a tiny cur-
rent dipole, with a polarity that depends
on whether the net input to the cell is
inhibitory or excitatory. Hence, the lay-
er of densely packed pyramidal cells in
the brain produces a constantly shifting
configuration of electrical activity as the
nerve impulses change. Measurements
on the scalp can detect the underlying
electrical patterns, albeit in a form that
is attenuated and unfocused by passage
through the skull.

For decades, researchers have sought
to correlate various EEG signals with
particular behaviors or sensations, and
the results of these studies have slowly
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A person using the system to translate biological im-
pulses into commands for an ordinary computer must
wear a specially designed headband or armband. With-
in the band are several electrodes that can detect
electrical signals that emanate from eyes or muscles
and pass through the skin.

AMPLIFIER
The tiny signals detected by the electrodes first need
to be amplified so that they are many thousands of
times stronger. The chief technical difficulty is that
small amounts of electrical noise can easily become
amplified as well—unless certain precautions are tak-
en. One common strategy is to use a so-called differ-
ential amplifier, a device that amplifies only the differ-
ence in voltage between two points. This tactic works
because most sources of electrical noise tend to af-
fect all signals equally. Hence, the difference in elec-
trode voltages will remain uncontaminated.

ANALOG-TO-DIGITAL CONVERTER
The amplified voltages need to be translated to a form
that a computer can understand. To accomplish this
task, a specialized circuit called an analog-to-digital
converter repeatedly samples the incoming signal—do-
ing so as rapidly as 4,000 times a second. This circuit-
ry then converts the voltage levels to a series of num-
bers. The precision of this conversion is such that the
error introduced by translation to digital form is limited
to a small fraction of a percent of typical signal levels.

DIGITAL-SIGNAL PROCESSOR
The digital-signal processor is a computer “chip” that
is similar in many ways to the integrated circuits that
serve as central processing units in personal comput-
ers. A digital-signal processor is, however, designed to
perform certain numerical calculations swiftly and ef-
ficiently. In this system it acts to extract important
features in the sequence of numbers it receives from
the analog-to-digital converter and to recognize partic-
ular patterns in this data stream. Then, using these re-
sults, it recognizes which muscles generated the orig-
inal electrical signals.

OPTICAL ISOLATION
Because electric shock can occur whenever elec-
trodes on the skin are connected to a high-voltage ap-
pliance (in this case, a computer), precautions have to
be taken to avoid injury. In this system the electrical
signal is interrupted at one point and transformed to
an optical signal that is transmitted over a short dis-
tance. By breaking the electrical path with an optical
link, the signal can pass unimpeded, but the possibili-
ty of electric shock is greatly reduced.

PERSONAL COMPUTER
A personal computer displays the signals detected
and processed by the other components of the sys-
tem. Depending on the electrical signals generated ini-
tially by eye movements or muscle contractions, the
computer can operate another computer or a separate
electronic device. The computer also allows easy ad-
justment of the system’s controls, including the over-
all level of amplification and the specific actions of the
digital-signal processor.
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outlined a functional map of the hu-
man cerebral cortex. Scientists can now
tailor their EEG experiments by placing
electrodes on one part of the scalp, di-
rectly over the source of activity they
desire to monitor. In order to use this
electrical activity to operate a computer,
some workers have attempted to isolate
specific EEG signals that people can ad-
just at will. Unfortunately, the electrical
output of the brain is not easily con-
trolled. A common strategy calls for
measuring a variety of EEG signals con-
tinuously and filtering out the unwant-
ed components.

The analysis of continuous EEG sig-
nals, or brain waves, is something of a
science in itself, complete with its own

set of perplexing nomenclature. Differ-
ent waves, like so many radio stations,
are categorized by the frequency of their
emanations or, in some cases, by the
shape of their waveforms. Five types
are particularly important.

Alpha waves (those in the frequency
band between eight and 13 hertz) can
be brought on easily by actions as sim-
ple as closing one’s eyes; these waves are
usually quite strong, but they diminish
in amplitude when a person is stimulat-
ed by light, concentrates on vivid imag-
ery or attempts other mental efforts. Beta
waves (typically from 14 to 30 hertz) are
associated with an alert state of mind
and can reach frequencies near 50 hertz
during intense mental activity. Theta

waves (four to seven hertz) arise from
emotional stress, especially frustration
or disappointment. Delta waves (below
3.5 hertz) occur during deep sleep. Mu
waves (also known as the wicket rhythm
because the rounded EEG traces resem-
ble the wickets used in the lawn game
croquet) appear to be associated with
the motor cortex: they diminish with
movement or the intention to move.

Most attempts to control a computer
with continuous EEG measurements
work by monitoring alpha or mu waves,
because people can learn to change the
amplitude of these two rhythms by mak-
ing the appropriate mental effort. A per-
son might accomplish this result, for in-
stance, by recalling some strongly stim-
ulating image or by raising his or her
level of attention.

Over the past decade Jonathan R.
Wolpaw and Dennis J. MacFarland of
the New York State Department of
Health Wadsworth Center in Albany
have taught patients to control the am-
plitude of their mu waves by visualizing
various motor activities, such as smiling,
chewing or swallowing. With enough
practice, the trainees could learn to ma-
nipulate a computer cursor that was
programmed to shift with changes in the
amplitude of the measured mu waves.

We have also experimented with brain
waves. In 1987 we first configured one
of our Biomuse devices to act as an EEG
monitor and set it to adjust a music syn-
thesizer. That exercise provided a dra-
matic demonstration of the power of
this technique. We arranged the system
to detect bursts of alpha-wave activity,
which can be brought on at will, for ex-
ample, by unfocusing one’s attention.
Such equipment constitutes a brain-ac-
tivated electronic switch, a device that
even a person with severe physical dis-
abilities can trigger.

For example, we have developed sim-
ilar equipment for a Brazilian patient
immobilized with advanced amyotro-
phic lateral sclerosis (also known as Lou
Gehrig’s disease). To type words, he
employs our alpha-wave switch and a
personal computer using special visual
keyboard software. It is a laborious pro-
cess because he can make only yes or no
responses and must go through as many
as six iterations before he can narrow
the search to a single key. Still, he now
has an electronic aid that allows him to
communicate, a vital ability that had
previously been completely lost to him.

Other handicapped people have ben-
efited from a second type of brain-wave-
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brought on by unfo-
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tion, have relatively
large amplitude
and moderate 
frequencies.

BETA WAVES, 
the result of 
heightened mental
activity, typically
show rapid oscilla-
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emotional stress,
are characterized
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sleep.
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measuring apparatus, one that monitors
what is called the evoked potential, or EP,
action of the brain. The EP signal arises
in response to certain stimuli—such as a
loud noise or a flash of light—a tiny frac-
tion of a second after it is provoked. The
method of EP detection has been used by
a number of researchers for controlling
computers with the brain’s electrical ac-
tivity. In particular, Erich E. Sutter of
the Smith-Kettlewell Eye Research In-
stitute in San Francisco has developed a
system that allows physically handi-
capped people to select words or phras-
es from a menu of flashing squares on a
computer monitor. By keeping a gaze
fixed on the appropriate square for a
second or two, a person wired with
scalp electrodes can convey a choice to
the computer. The machine monitors
the form and timing of the EP response
and so can discriminate which of the
coded flashes caused the evoked electri-
cal activity in the brain. The computer
can then pick out the one item chosen
from the group of words or phrases
presented on the screen.

Like Sutter, Grant McMillan and his
colleagues at the Alternative Control
Technology Laboratory of Wright-Pat-
terson Air Force Base in Dayton, Ohio,
are similarly experimenting with EP sig-
nals. They hope to help military pilots
by teaching them how to modify the
magnitude of EP signals at will. This
mechanism provides a coarse auxiliary
control—one that pilots can operate even
when their hands and feet are busy fly-
ing the airplane.

Future Shocks

Although it is clear that an immense 
amount of electrical activity accom-

panies the thought processes of the hu-
man brain, researchers can recognize

only a few of these underly-
ing patterns from voltage
fluctuations on a person’s
scalp. There has been little
success, for example, in pin-
pointing which particular set
of brain waves will consis-
tently arise when a person
thinks of something as spe-
cific as a single word or letter
of the alphabet. But more
advanced systems for unrav-
eling complex brain waves
might yet succeed in accom-
plishing this feat.

The prospects for control-
ling computers through neu-
ral signals are indeed difficult
to judge because the field of
research is still in its infancy.
Much progress has been
made in taking advantage of
the power of personal com-
puters to perform the rapid-
fire operations needed to rec-
ognize patterns in biological
impulses, and the search con-
tinues for new signals that
may be even more useful than
those tapped so far. Newly
developed software is also
just now being distributed
that can use the existing
speed and sophistication of
modern computer hardware
most effectively.

If the advances of the next
century match the strides of
the past few decades, direct neural com-
munication between humans and com-
puters may ultimately mature and find
widespread use. Perhaps newly pur-
chased computers will one day arrive
with biological signal sensors and
thought-recognition software built in,
just as keyboard and mouse are com-

monly found on today’s units. If so,
computer buffs of the 21st century may
be surprised to find that this method of
directing their machines had first been
developed in the 1990s through the ef-
forts of a handful of academic research-
ers and a determined group of physical-
ly handicapped pioneers.
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Ten Days 
under the Sea
Living underwater in the world’s 
only habitat devoted to science, 

six aquanauts studied juvenile corals
and fought off “the funk”

by Peter J. Edmunds

Photography by Dan Burton
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It was an overcast July morning
as we hopped on board the
motorboat that would take us

away from open spaces, dry land
and summer breezes for a week and
a half. We were about to begin an
underwater mission in the Aquar-
ius habitat, a six-person research
station situated 6.5 kilometers off
Key Largo, Fla., and 15 meters be-
neath the waves.

Behind us were four days of
training, a year of preparation and,
in my case, a lifetime of ambition
to work underwater as a marine bi-
ologist. In the late 1980s I had been
struck by the devastation wreaked
by Hurricane Hugo on Caribbean
reefs, particularly those off St. John,
in the U.S. Virgin Islands. It had tak-
en nearly six years for those reefs to
recover. My surveys suggested that
many of the juvenile corals (“re-
cruits”) that managed to survive by
attaching themselves to solid sur-
faces did so in cracks and on the
undersides of ledges and pieces of
rubble. I began to wonder whether
this kind of settlement, in so-called
cryptic locations, provided a spring-
board for growth onto the open
reef. During our stay in Aquarius,
my colleagues and I would begin
trying to find out.

Our mission started with a dive
like any of the others we had re-
cently made; however, it differed in
one critical way. On this dive, we
stayed down so long that a sudden
return to the surface would have
meant a severe and possibly crip-
pling or even fatal case of decom-
pression sickness, better known as
the bends. During this dive, the fact
weighed heavily on our minds that
we would have no choice but to
take refuge in a 13-meter-long cylin-
drical chamber anchored to the
seafloor. It was only when we were
tired and cold, and the encrusted
hull emerged from the blue as we
swam toward it, that the habitat
finally appeared as home.

People who have never been in-
side the Aquarius habitat invariably
believe it to be damp and claustro-
phobic, which is untrue. The ocean
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merges with the habitat through a
“moon pool” in a wet porch. This porch
is joined by a pressure door to a main
living and working space and, beyond
it, a bunk room, in which six beds crowd
the walls. Other than the wet porch, the
habitat is air-conditioned, with decor
dominated by stainless steel, blue car-
peting and stunning, watery blue light.
Just off the wet porch, in the main sec-
tion, the science area accommodates a
submarine-style toilet and a bench with
computers and digital displays for ma-
rine sensors. From this room, we could
collect data from corals in
their natural environment
and talk with divers in
the water as, for example,
they positioned sensors
on the reef.

The rest of the main
room was where we re-
laxed, ate meals, discussed
plans and, whenever pos-
sible, allowed ourselves
to be distracted by what-
ever was happening out-
side the largest porthole
in the habitat. Although
strangely analogous to
visiting an aquarium, our
observations sometimes
left us unsure whether we
were watching or being
watched. The main room
was also where we de-
compressed at the end of

our mission. During decompression,
the room was sealed off from the wet
porch and, over a period of 16 hours
and 30 minutes, the pressure was slowly
reduced to one atmosphere. We could
then swim up without ill effects to the
terrestrial world.

In the bunk room, which
also has a large porthole, we
awoke each day to an un-
derwater vista of a shadowy,
blue reef dappled by the gen-
tle, watery, flickering rays of
the rising sun. As if to re-

mind us that important events were al-
ready taking place on the reef, our ear-
ly-morning view was repeatedly inter-
rupted by the passage of fish and the fu-
rious activity of a damselfish tending a
clutch of eggs deposited in front of the
porthole. 
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A Swim-by of the Aquarius Habitat

AQUARIUS HABITAT includes a wet porch (e at far right in diagram),
which serves as a kind of vestibule between the main quarters and the sea.
The main quarters consist of ( from left) a bunk room (a), a kitchen area
with a small table under a porthole (b), and a compact laboratory bench
(c). In an air-filled “gazebo” (d ) next to the wet porch, divers can speak
with one another and with the support crew. Clockwise, from above: Aqua-
naut David B. Carlon spends a quiet moment in the bunk room; team lead-
er Peter J. Edmunds and aquanauts Dione Swanson and Sean Grace relax
after lunch; Carlon shows off instruments in the laboratory area; Carlon,
Edmunds and Swanson pause in the gazebo to log the start of an excursion;
Christopher Borne, of the support crew, arrives in the wet porch entrance,
or “moon pool,” with the day’s lunch. Receiving it is Kenneth Johns, the
habitat-support technician during the mission. (The only aquanaut on Ed-
munds’s mission not seen in these photographs is John F. Bruno.)
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Living underwater was not all beauty
and natural wonder. Throughout the
mission, we were monitored—electron-
ically in the habitat and visually, by sup-
port divers, on the reef. Although the
monitoring was necessary for safety rea-
sons, it added to the stress of living un-

derwater, in a fundamentally hostile
realm. Everywhere in the habitat, except
for the toilet and the bunk room, video
cameras relayed our movements to the
surface, and microphones and speakers
allowed our conversations to be listened
to and comments to be interjected by

members of the support staff above.
This supervision was most noticeable

when it came to organizing our diving
forays. Each of these sorties required
planning to ensure that the support fa-
cilities were in place, necessitating a 6
A.M. start for the surface team when we

wanted to leave the habitat
at 8 A.M. Understandably,
the surface crew were irritat-
ed if we were not ready as
planned. On several occasions
we were still huddled around
the breakfast table when a
voice from the speakers re-
minded us that we were
scheduled to be in the water
within five minutes. Such ex-
changes became part of the
daily routine necessary to
make the most of the lengthy
bottom times allowed by so-
called saturation diving.

Our days began with a
three-hour dive, followed by
lunch in the habitat and a
second dive of similar dura-
tion in the afternoon. On
most forays we swam about
500 meters along the reef.
When the currents were
strong, we hauled ourselves
hand over hand along ropes
affixed to the sea bottom.
(These lines also enabled a
lost diver to find his or her
way back to the habitat.) At
one end of each line we
found spare scuba tanks and
an air-filled dome; into this
hemisphere we could stick
our heads, eat fruit or candy
and, of course, talk science
with our buddy.

The lengthy periods in the
water inevitably made us feel
a greater affinity for the resi-
dent marine life than for our
fellow humans visiting regu-
larly from the surface with
food and supplies. These
feelings were accentuated at
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night when we made short forays into
inky darkness alive with the shadows of
tarpon and big, inquisitive barracuda.

Although we worked in warm tropi-
cal water, our long dives left us bone-
tired and so ravenous that even a dwin-
dling chocolate supply could trigger

quite an argument. Fortunately, howev-
er, hefty dinners were delivered daily,
arriving late in the afternoon and ready
for our return from the reef. To our
taste buds, affected by the pressure, the
meals seemed bland. Nevertheless, they
were cheerfully consumed against the

backdrop of a teeming ocean and along
with conversation dwelling on marine
creatures and our life underwater.

In the early evenings, as the effects of
fatigue and nitrogen narcosis seemed to
intensify, extraneous subjects occupied
more of our discussions, and we found
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Scuba divers joke that there are two ways to avoid decompres-
sion sickness, the rare but dreaded “bends”: don’t go down,

or don’t come up. In a sense, an underwater habitat is a way of
making the latter option possible, at least for a few weeks.

To understand how such an option becomes possible requires a
little knowledge of physiology. Breathing air in the relatively high
ambient pressure of the underwater environment causes a diver’s
blood and tissue to accumulate excess inert gases—mostly nitro-
gen. The amount of excess gas absorbed by the diver’s body de-
pends on the depth and time spent underwater.
Thus, simple physics dictates how long a diver
can remain at specific depths without risking the
bends, which occurs when the excess inert gas
absorbed during a dive bubbles out of a diver’s
blood and tissues as he or she ascends and, con-
sequently, the surrounding pressure declines
[see “The Physiology of Decompression Illness,”
by Richard E. Moon, Richard D. Vann and Peter
B. Bennett; SCIENTIFIC AMERICAN, August 1995].

This buildup of gases typically restricts diving
scientists who work deeper than about 20 me-
ters to approximately one hour a day at depth,
which seriously limits their experimental and ob-
servational capabilities. To get around these lim-
itations, marine scientists use an array of under-
sea technology, including manned submersibles,
underwater robots and sampling and remote ob-
servational equipment lowered from ships. Still,
many tasks—particularly those in support of sci-
entific research—require a prolonged human
presence to observe with eyes instead of cam-
eras or to touch with hands instead of robotic arms. And nothing
can substitute for the advantages of having a brain to observe,
learn and improvise when the need arises.

The only technique that allows this kind of sustained human
presence is saturation diving. Saturation diving allows marine re-
searchers to live and work at pressure for days, weeks or even
months at a time. The technique is based on the fact that after
about 24 hours at any working depth, a diver’s body becomes sat-
urated with dissolved gas. Once the body is saturated, decom-
pression—the period required to bring the diver gradually back to
surface pressure without inflicting the bends—is the same regard-
less of how much time has been spent underwater. The advantage
is essentially unlimited time to work underwater. The main risk to
divers is accidental, rapid ascension or surfacing, which could
cause a life-threatening case of the bends if the surfaced diver is
not quickly returned to pressure.

Saturation diving was developed in the 1960s, when dozens of
systems were built for commercial or scientific purposes. They
were designed to keep divers under pressure between dives, ei-
ther in seafloor habitats or in shipboard vessels called deck de-

compression chambers; the latter also included pressurized diving
bells to transfer divers to and from underwater work sites.

In habitats, the pressure was matched to the pressure of the
depth at which the habitat was placed, enabling divers to come
and go as they pleased. Such advantages notwithstanding, habi-
tats gradually fell out of favor. Accidents, including fatalities, shut
programs down; inefficient operations and insufficient funding
were common; and programs were never designed to meet na-
tional research objectives.

Currently the only underwater habitat devoted
to science is Aquarius. Since 1993 it has operat-
ed off Key Largo, Fla., as the centerpiece of a re-
search program focusing on the state’s fragile
and economically important coral reefs. The ma-
rine analogue of the terrestrial rain forest, coral
reefs are home to between 20 and 40 percent of
the 160,000 known marine species. (Knowledge
of marine biodiversity is still relatively rudimenta-
ry, however, and these numbers are probably con-
servative.) Coral reefs are also among the earth’s
most threatened ecosystems.

But the reefs are significant for more than their
biodiversity and their status as endangered eco-
systems—there are economic reasons for their
study as well. For example, they are often an im-
portant barrier against shoreline erosion; they
support commercial and recreational fisheries;
and they are one of the primary attractions for
millions of recreational scuba divers. Reefs also
help to maintain beaches through cycles of growth
and erosion, and the development of sea-grass

and mangrove ecosystems are linked to reefs as well.
Aquarius accommodates six-person teams (five scientists and

one habitat-support technician) during 10-day missions. Ameni-
ties include a hot-water shower, unlimited freshwater, air-condi-
tioning, various kitchen appliances and comfortable bunks—all of
which help keep aquanauts rested, alert and productive. In con-
trast to its predecessors, Aquarius is really more a laboratory than
a habitat. In addition to a comfortable living environment, Aquar-
ius provides enough space to conduct experiments and includes
computer and electronic capabilities to permit research that could
not be accomplished any other way. Scientists spend six to nine
hours a day in the water and often venture out at night as well.

With 21 missions off Key Largo, Aquarius has revolutionized the
study of coral reefs. A few highlights attest to the habitat’s emer-
gence as a mainstay of reef research:

• Several years ago Daniel F. Gleason and Gerard M. Wellington
of the University of Houston demonstrated that ultraviolet radia-
tion from the sun can cause coral to “bleach.” Bleaching is the
term given to the occasional, massive and sometimes fatal coral
maladies that have mystified and alarmed researchers for over a

How an Underwater Habitat Benefits Marine Science

by Steven Miller

Copyright 1996 Scientific American, Inc.



something to laugh about on almost
any topic. On one occasion, the discov-
ery that one of our team had developed
an outbreak of “the funk,” an unpleas-
ant rash brought on by dampness and
abrasion, caused our select scientific
team to run around erratically, laughing
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decade. Gleason and Wellington showed that
solar ultraviolet radiation (which has become
stronger because of losses of stratospheric
ozone) can cause coral bleaching as far down
as 25 meters. Researchers previously thought
that ultraviolet radiation was filtered out in the
top few meters of ocean water. Theories about
bleaching must now consider ultraviolet light,
as well as the higher ocean temperatures that
have long been suspected, to play a role.

• Reefs near a densely populated region—
such as the reefs that surround the Aquarius
laboratory—face a more immediate threat: nu-
trient pollution from human sewage. Studies
conducted from Aquarius, a mere 100 kilome-
ters from Miami and just offshore from one of
the more populated Florida Keys, have mea-
sured natural cycles related to nutrient chem-
istry and assessed the potential for sewage-
contaminated water to affect reef organisms.
Reefs typically thrive where nutrients are
sparse, so they are sensitive even to low levels
of chronic pollution. Recently Gene A. Shinn of
the U.S. Geological Survey and Francis J. San-
sone of the University of Hawaii installed spe-
cial monitoring wells to search for evidence
near the reef of contaminated groundwater.

• Virtually all substantive knowledge about
the voracious feeding habits of corals is de-
rived from work by Aquarius scientists, notably
Kenneth P. Sebens of the University of Mary-
land. Aquarius scientists have also studied how
corals reproduce and colonize reefs, which will
have applications related to restoration of reefs
damaged by ship groundings or other causes.

• Much of the three-dimensional structure of
a reef comes from corals, but sponges are often
found in greater numbers and diversity. Spong-
es filter and process vast quantities of plank-
ton from water that passes around, over and
through the reef. A recent Aquarius mission discovered that spong-
es are a net sink for some types of plankton, but, interestingly,
they are also a net source for others (and for nutrients as well).
These results have important ramifications for how reefs capture
and cycle energy, especially in light of the fact that changes in wa-
ter quality have been implicated in the demise of some reefs.

Aquarius benefits science in several less direct ways. The ma-
rine laboratory has captured public attention and fired imagina-
tions about the value and wonders of the undersea realm. Even
scientists have had their consciousness raised. Stolid aquanauts
report feeling a sense of belonging in the world beneath the waves
and a kind of empathy with its creatures. Such experiences can
make a difference later, when former aquanauts go on to posi-
tions in which they write, teach or help to shape private-sector
and government policy regarding our waters. 

In comparison to other scientific outposts, Aquarius’s operating
costs of about $1.2 million a year are modest. The laboratory is
less expensive on a daily basis than an oceanographic cruise; the
cost of a single space shuttle mission would cover the habitat’s
expenses for the next 500 years. Nevertheless, federal budgets
are being chopped, and the Aquarius program has been on the
block every year since operations began. We hope this last under-
water outpost will survive, allowing its users to continue expand-
ing our knowledge of coral reefs, our oceans and our planet.

STEVEN MILLER is science director of the National Under-
sea Research Center at the University of North Carolina at
Wilmington, which operates the Aquarius habitat for the Na-
tional Oceanic and Atmospheric Administration.

HAPPY AQUANAUTS are well rested, comfortable—and more productive. Swanson,
Edmunds and Grace peer out of the porthole in the habitat’s bunk room; habitat amen-
ities include a hot-water shower and air-conditioning. The support barge is visible above.
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SEAFLOOR SCIENTISTS spend about six hours a day in the water, at-
tending to a variety of research tasks. Above, principal investigator Ed-
munds uses a contour gauge to measure the amount of topological texture
on a small patch of reef, which may determine where juvenile corals are set-
tling. The resulting gauge settings are then photographed for later analysis
(below). In one of several experiments on the physiology of juvenile corals,
aquanaut Swanson (right) samples water from a chamber containing a ju-
venile coral, to measure the animal’s intake of nutrients.

Copyright 1996 Scientific American, Inc.



so hard that for 10 minutes we were
unable to answer the worried calls from
the surface crew. Although we were
warned that such behavior is common
in divers whose tissues are saturated
with nitrogen, we did not realize how
much harder it would make the plan-
ning and execution of our research.

During many of our lengthy forays
along the reef, we painstakingly quan-
tified small coral recruits (less than four
centimeters in diameter) in both con-
spicuous and cryptic locations as deep as
33 meters. When we were planning our
project, the primary research tasks—re-
quiring the recognition of khaki-brown,
golf-ball-shaped objects nestling among
tufts of algae—seemed simple. Yet as our
mission wore on, our survey work be-
came more challenging. Fatigue, short-
ening attention spans and fingers swol-
len from long immersion and repeated
abrasions made it increasingly difficult
to find and identify the small colonies.

Painful though it sometimes was to
gather, our data have raised a number
of interesting questions. Our working
hypothesis—that hidden, confined loca-
tions provided a springboard for coral
growth onto the open reef—initially
seemed unsupported by the data. In-
stead of finding juveniles crammed dis-
proportionately into such cryptic loca-
tions, we found that more than half

were on open, horizontal surfaces, up
to a third were on vertical surfaces and
only the rest were hidden in caves and
cracks. Most of the areas contained an
average of six juveniles per square meter.

Cryptic locations may still be impor-
tant; it is possible that the hidden juve-
niles have higher survival rates than
those on open surfaces. To investigate
this hypothesis, we permanently marked
juveniles to determine their survivor-
ship between 1995 and our second visit
this past summer.

Another unexpected finding was the
abundance of juveniles belonging to spe-
cies that were rare as adults. One strik-
ing example was the large star coral,
Montastraea cavernosa, which account-
ed for more than 15 percent of the juve-
nile corals in some locations and yet
were rarely seen as adults. In other parts
of the Caribbean we had found, con-
versely, that many of the most impor-
tant reef-building corals are rare as juve-
niles. The observations seem to support
a view of episodic coral recruitment, in
which decades may pass between re-
cruitment events of certain species. Once
settled, however, a single age group, or
cohort, might dominate the community
for many years. Our results from Flori-
da will shed light on this possibility if,
years from now, adult large star corals
are flourishing on the reef. Moreover,

these results could help researchers un-
derstand how coral reefs will respond
to the ever increasing impact of pollu-
tion, ship groundings and other distur-
bances plaguing the marine ecosystem.

Months after we returned from our
Aquarius mission, I am left with a par-
ticularly vivid memory from one of our
diving forays. After a hard, long swim
against the current, we discovered that
our video camera was not functioning.
We had planned to record corals on
tape so that we could compare colony
sizes in 1995 with those we planned to
measure on our second visit, a year lat-
er, in order to determine growth rates
and the effects of mortality. With hand
signals, we attracted the attention of
the surface crew and watched a snorkel-
er swim down from the support vessel to
recover the faulty camera. It was a bright
July afternoon, and we could clearly see
the limbs of the crew lolling over the
side of their boat, framed in the rays of
sunlight filtered through 15 meters of
seawater. Never were the constraints of
saturation diving more painfully appar-
ent as we realized the impossibility of
swimming to the surface and basking in
the sun. Never did sunlight and dry skin
seem like such incredible luxuries.

To obtain high-quality reprints of this
article, please see page 127.
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SUPPORT BARGE is anchored above the habitat; it
provides air, electricity and freshwater through cables
and umbilicals. The barge also has a command center,
in which staff members monitor the habitat and its im-
mediate surroundings around the clock. The white box-
like shelter to the left on the barge houses a hyperbaric
chamber (right), in which any divers afflicted by the
bends would be treated.
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After lunch on September 16, 
1876, Charles Darwin stretched 

out on his drawing-room sofa,
as was his unvarying routine, smoked a
Turkish cigarette and read the “bloody
old Times.” He often fumed at its poli-
tics (the editors supported the South in
the American Civil War), and his wife,
Emma, suggested that they give up the
paper altogether. But he replied he would
sooner “give up meat, drink and air.”

In the “Letters” column, he noticed a
report that a young zoologist named
Edwin Ray Lankester was bent on jail-
ing a celebrated spirit medium, “Dr.”
Henry Slade, who was bilking gullible
Londoners. By hauling Slade into court
as “a common rogue,” Lankester would
become the first scientist to prosecute a
professional psychic for criminal fraud—

an action Darwin thought long overdue.
Although he was delighted at Lankes-
ter’s attack on Slade, Darwin was dis-
tressed to learn that Alfred Russel Wal-
lace, his friendly rival and co-discoverer
of the theory of natural selection, was
also a target.

The Slade trial was to become one of
the strangest courtroom cases in Victo-
rian England. Some saw it as a public
arena where science could score a dev-
astating triumph over superstition. For
others, it was the declaration of war 
between professional purveyors of the
“paranormal” and the fraternity of
honest stage magicians. Arthur Conan
Doyle, the zealous spiritualist whose fic-
tional detective, Sherlock Holmes, was
logic personified, characterized it as
“the persecution [rather than prosecu-
tion] of Slade.” But what made the trial
unique was that the two greatest natu-
ralists of the century ranged themselves

on opposite sides. The “arch-material-
ist” Darwin gave aid and comfort to
the prosecution, and his old friend Wal-
lace, a sincere spiritualist, was to be the
defense’s star witness—making it one of
the more bizarre and dramatic episodes
in the history of science.

Wallace was respected as an author,
zoologist, botanist, the discoverer of
scores of new species, the first European
to study apes in the wild and a pioneer
in the study of the distribution of ani-
mals. But he constantly courted ruin by
championing such radical causes as so-
cialism, pacifism, land nationalization,
wilderness conservation, women’s rights
and spiritualism. In addition to his clas-
sic volumes on zoogeography, natural
selection, island life and the Malay Ar-
chipelago, he had written Miracles and
Modern Spiritualism, which lauded spir-
it-mediums. And he had just allowed a
controversial paper on “thought trans-
ference” to be read at a meeting of the
British Association for the Advancement
of Science—touching off an uproar that

led him to avoid scientific meetings for
the rest of his life.

Wallace wanted the best of both
worlds. With insects or birds, he was
even more rigorous than Darwin in ap-
plying the principle of natural selection,
but he questioned its efficacy for hu-
mans. If early hominids required only a
gorilla’s intelligence to survive, Wallace
asked, why had they evolved brains ca-
pable of devising language, composing
symphonies and doing mathematics?
Although our bodies had evolved by
natural selection, he concluded, Homo
sapiens has “something which he has
not derived from his animal progeni-
tors—a spiritual essence or nature . . .
[that] can only find an explanation in
the unseen universe of Spirit.” 

Wallace’s position did not stem from
any conventional religious belief but
from his long-standing interest in spiri-
tualism: a melding of ancient Eastern
beliefs with the Western desire to “secu-
larize” the soul and prove its existence.
When Wallace published this view in
1869, Darwin wrote him: “I differ
grievously from you; I can see no neces-
sity for calling in an additional and
proximate cause [a supernatural force]
in regard to Man.. . . I hope you have
not murdered too completely your own
and my child”—meaning their theory of
natural selection.

Darwin the “Materialist”

Like Wallace (and his New Age intel-
lectual descendants), many Victori-

ans recoiled from the materialism ax-
iomatic in physical science; they sought
a “wireless telegraph” to an intangible
world. Although Darwin and most oth-

Charles Darwin and Associates, Ghostbusters

Charles Darwin and 
Associates, Ghostbusters

When the scientific establishment put 
a spiritualist on trial, the co-discoverers 
of natural selection took opposing sides

by Richard Milner

Charles Darwin, 1868
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SLATE containing alleged spirit writing has been preserved since
a séance in the fall of 1876, along with an attached letter from
Charles Darwin’s cousin and brother-in-law, Hensleigh Wedg-
wood, attesting to its authenticity. The Greek text (top slate) is a
passage from the biblical book of Genesis describing the cre-

ation of humans and animals—perhaps intended to be particu-
larly galling to evolutionists. The author discovered the slate this
past summer in the Cambridge University Library, where it had
lain unnoticed as part of a collection of letters and photographs
donated by the Society for Psychical Research Archive.
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er scientists kept miracles out of their
theories, a few shared Wallace’s views.
Among them were the physicist Oliver
Lodge and the chemist William Crookes,
discoverer of the element thallium.

Spiritualism attracted people with a
wide spectrum of interests, but its ma-
jor focus was on the possibility of com-
munication with the dead. This part of
the movement began in 1848, with the
rise of Margaret and Kate Fox, sisters
from Hydesville, N.Y. When the teenage
girls conversed with “spirits,” mysteri-
ous rapping sounds spelled out lengthy
messages. (Thirty years later, after gain-
ing fame and fortune, one of the sisters
admitted that she had always produced
the taps by snapping her big toe inside
her shoe.) In England, the U.S. and Eu-
rope, over the next 80 years, spiritual-
ism enjoyed tremendous popularity.

In the early 1870s Darwin’s cousin and
brother-in-law Hensleigh Wedgwood
became a convert. Wedgwood yearned
to become a respected savant like Dar-
win, their cousin Francis Galton and
Darwin’s grandfather Erasmus. But a
pair of swindlers, Charles Williams and
Frank Herne, recognized that he was the
most gullible of the clan. At their urging,

Wedgwood begged Darwin to come
and see the self-playing accordions, lev-
itating tables, automatic writing and
glowing spirit hands at Williams’s séanc-
es. Darwin always managed to be too
tired, too busy or too ill to attend. “I
am a wretched bigot on the subject,” he
once admitted.

In January 1874, however, Darwin
sent two close members of his circle to
attend a séance with Williams. His friend
and lieutenant, the famous zoologist
Thomas H. Huxley, was introduced as
“Mr. Henry” (his middle name). Dar-
win’s son George, then 29 years old,
went as well. Although bottles moved
around and a guitar played by itself, the
two concluded they had observed noth-
ing but crude trickery. George, a bud-
ding astronomer, wrote that he was
shocked to find his uncle Hensleigh’s ac-
count of Williams’s séances “so worth-
less.” Later that year Darwin wrote to
a newspaperman, urging him to expose
Williams as “a scoundrel who has im-
posed on the public for so many years.”

The following year Huxley’s young
laboratory assistant, Edwin Ray Lan-
kester, decided to catch Williams and
Herne in fraud—an act he knew would

impress his heroes Darwin and Huxley.
But after Huxley and George’s visit, the
medium became wary, avoiding anyone
connected to Darwin’s circle. Then, in
April 1876, a tempting new target
moved into Lankester’s sights: a cele-
brated American psychic, “Dr.” Henry
Slade, had come to London “to prove
the truth of communication with the
dead.” Slade claimed that his wife’s spir-
it wrote him messages on slates.

Lankester and his fellow medical stu-
dent, Horatio Donkin, went to Slade’s
pretending to be believers. They paid
the admission fee, asked questions of the
spirits and received mysteriously written
answers. Then, in the darkened room,
Lankester suddenly snatched a slate out
of Slade’s hands, found the written an-
swer to a question he had not yet asked,
and proclaimed him “a scoundrel and
an impostor.”

The next day Slade and his partner,
Geoffrey Simmonds, were in the hands
of the police, charged with violating the
Vagrancy Act, an old law intended to
protect the public from traveling palm
readers and sleight-of-hand artists.
Throughout the fall of 1876, all Lon-
don was abuzz over the Slade trial. The
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COURTROOM DRAMA, seen here in a newspaper engraving,
fascinated Victorian England as biologist Edwin Ray Lankester

(standing) testified against “psychic” Henry Slade ( far left ).
Lankester holds a slate used by Slade in his séances.
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little courtroom was packed with Slade’s
supporters and detractors and 30 jour-
nalists, who spilled out into the street.
The Times of London carried trial tran-
scripts day after day.

Darwin, whose beloved 10-year-old
daughter Annie had died in 1851, had
nothing but contempt for the “clever
rogues” who preyed on grieving rela-
tives. Yet he avoided saying so public-
ly—On the Origin of Species had stirred
up enough controversies for a lifetime.
Privately, he wrote Lankester an effusive
letter of congratulations. Jailing Slade
was a public benefit, he said, and insist-
ed on contributing £10 to the costs of
prosecution. (Under English law, the
complainant paid court costs; £10 was
a substantial sum, comparable to a
month’s wages for a workingman.)

Packed Courtroom 

As the trial got under way, the prose-
cutor announced that stage magi-

cian John Nevil Maskelyne was pre-
pared to reproduce all the “alleged phe-
nomena” that were observed at the
séance. The judge, in turn, warned that
performing magic slate tricks in court
would prove nothing; the question was
whether Lankester and Donkin had ac-
tually caught the defendants faking the
alleged spirit writing.

Both scientists turned out to be terri-
ble witnesses; their observational skills,
developed in anatomy and physiology
labs, were useless in detecting fraud by
professional cheats. As Huxley later not-
ed, “In these investigations, the quali-
ties of the detective are far more useful
than those of the philosopher.... A man
may be an excellent naturalist or chem-
ist; and yet make a very poor detective.”

Indeed, Lankester and Donkin ap-
parently could not agree on anything
much beyond their charge that Slade
was an impostor. Did the medium use a
thimble device for writing, or did he
hold a pencil stub while his thumb was
visible on the tabletop? Did he switch
the blank slate for one that was previ-
ously written on? Was the table of ordi-
nary construction, or did it have sliding
bars and trick panels? The two could
not establish when or how the writing
had been done.

Maskelyne’s courtroom conjuring, in
contrast, was perfect. In answer to a
question about instant writing—and be-
fore the judge could stop him—he be-
gan scrubbing a blank slate with a wet
sponge until writing appeared: “THE

SPIRITS ARE HERE!” Then he wiped the
slate clean and ran the sponge over it
again. The message reappeared, and
Slade’s partner, Simmonds, was fascinat-
ed. “Marvelous!” he exclaimed. “May
I examine the slate?” Maskelyne shot
back, “Oh, you know all about it.”

Whenever the prosecutor could, he
had Maskelyne slip in another slate
trick until the judge finally barred them.
The prosecutor then offered Slade two
small slates joined by hinges and a hasp
lock. Why not make writing appear in-
side the locked slates and convince the
world? Slade replied he had been so
pestered by such tests that Allie, his
wife’s spirit, had vowed never to write
on a locked slate.

A chemist named Alexander Duffield
was one of many witnesses for the pros-
ecution. He said Slade had convinced
him “that there could be established a
sort of post office in connection with
the ‘other place.’” But now he had his
doubts. Another witness testified that a
few years earlier, in the U.S., someone
had similarly snatched a slate from
Slade in mid-séance and ex-
posed him in fraud.

The high point of the trial
was Wallace’s appearance
for the defense. His integrity
and candor were known to
all. When called, he said that
he had witnessed the alleged
phenomena but refused to
speculate on whether the
writings were caused by
spirits. He considered Slade
to be an honest gentleman,
“as incapable of an impos-
ture.. .as any earnest inquir-
er after truth in the depart-
ment of Natural Science.”

In his summation, Slade’s
lawyer argued that there was
no real evidence against his
client. No one had proved the
table was rigged, and Mas-
kelyne’s demonstrations of
how the trick could have
been done were irrelevant.
The writing’s appearance be-
fore the corresponding ques-
tion was asked proved noth-
ing about its origin, and Lan-
kester and Donkin could not
agree on exactly what they
had seen during the séance.
Moreover, such an eminent
scientist as Wallace should be
considered at least as credi-
ble as young Lankester. The
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BELIEVERS in spiritualism included
Wedgwood (above) and Alfred Russel
Wallace (below, shown in his garden in
1905 with a king’s-spear plant). Wallace’s
scientific reputation suffered because he
defended Slade; the episode left Wedg-
wood and Darwin permanently estranged.
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barrister concluded by invoking Gali-
leo, remarking that innovative scientists
who challenge the beliefs of their time
are always vilified. His irony was not
lost on the evolutionists.

But nothing could save Slade. The
judge said that he understood that spir-
itualism was “a kind of new religion”
and did not wish to offend sincere be-
lievers. Still, the question before the court
was whether Slade and Simmonds had
fraudulently represented their own ac-
tions as paranormal phenomena. Con-
cluding that he must decide “according

to the well-known course of nature,”
the judge sentenced the defendant to
three months’ hard labor in the House
of Corrections.

Slade never served his sentence. On
appeal, another judge ruled that the Va-
grancy Act, which prohibited palmistry,
was not applicable to claims of spirit
writing. Slade and his partner fled Eng-
land for Germany. Within a short time,
Slade had convinced his landlord, a lo-
cal conjurer, the chief of police and sev-
eral prominent German scientists (in-
cluding the physicist Johann Zöllner of

the University of Leipzig) that he was in
contact with spirits and various para-
normal forces. When his act wore thin,
he took to the road again. Eventually he
wound up an alcoholic in a run-down
New York boardinghouse, easy prey for
tabloid editors who sent cub reporters
to expose him one more time.

After the Trial

The controversy took a toll on par-
ticipants other than Slade. In 1879

Darwin tried to drum up support for a
government pension in recognition of
Wallace’s brilliant contributions to nat-
ural history. Wallace, he knew, had to
earn his meager living by grading ex-
amination papers. But when Darwin
wrote to his friend Joseph Hooker, di-
rector of Kew Gardens, the botanist re-
fused to help. “Wallace has lost caste ter-
ribly,” he replied nastily, “not only for
his adhesion to Spiritualism, but by the
fact of his having deliberately and against
the whole voice of the committee” al-
lowed the paper on mental telepathy at
the scientific meetings. In addition, he
thought the government “should in
fairness be informed that the candidate
is a public and leading Spiritualist!”

Undaunted, Darwin replied that Wal-
lace’s beliefs were “not worse than the
prevailing superstitions of the coun-
try”—meaning organized religion. Dar-
win and Huxley twisted a few more
arms, then Darwin personally wrote to
Prime Minister William Gladstone, who
passed the petition on to Queen Victo-
ria. In the end, Wallace got his modest
pension and was able to continue writ-
ing his articles and books; he died in
1913, at the age of 90.

In the years after the trial, Wedgwood
and Darwin did not see much of each
other. In 1878 a reporter for the journal
Light had finally managed to unmask
Charles Williams, the medium who had
attempted to use Wedgwood to win over
Darwin’s family. When the journalist
suddenly turned on the lights at a séance,
Williams was found to be wearing a
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LANKESTER eventually became director
of the British Museum of Natural History
and a well-known figure in British sci-
ence. This 1905 Vanity Fair caricature
pictures him eye to eye with a hornbill
while observed by a horseshoe crab. Lan-
kester’s monograph on the arthropod is
still considered a classic. In 1912, howev-
er, Lankester was himself taken in by a
proevolutionary hoax, the Piltdown man.M
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false black beard, phosphorescent rags
and, as Darwin later put it, “dirty
ghost-clothes.”

“A splendid exposure,” crowed Dar-
win when he read of it. But even then,
his brother-in-law’s faith remained un-
shaken; a few faked performances indi-
cated only that the medium was having
difficulty getting through to the other
side and was under pressure not to dis-
appoint his sitters. For Darwin, this
was the last straw: “Hensleigh Wedg-
wood admits Williams is proved a
rogue,” he fumed, “but insists he has
seen real ghosts [at Williams’s séances].
Is this not a psychological curiosity?”

In 1880 Wedgwood sent Darwin a
long handwritten manuscript: a spiritu-
alist synthesis of science and religion.
Would Darwin read it and perhaps sug-
gest where it might be published? In a
melancholy mood, Darwin sat down to
reply to his cousin. He may have re-
membered the times Wedgwood had
gone to bat for him many years before:
he had helped persuade Darwin’s uncle
and father to let him go on the HMS
Beagle expedition, and it was to his cous-
in that Darwin had once entrusted pub-
lication of his theory of natural selection.

“My dear Cousin,” Darwin wrote,
“It is indeed a long time since we met,
and I suppose if we now did so we
should not know one another; but your
former image is perfectly clear to me.”
He refused even to read Hensleigh’s pa-
per, writing that “there have been too
many such attempts to reconcile Gene-
sis and science.” The two cousins, who
had once been so close, were now hope-
lessly estranged over the question of sci-
ence and the supernatural.

That same year Lankester, now a pro-
fessor of zoology, declined requests to
continue ghostbusting. “The Spirit Me-
dium,” he wrote in an 1880 letter to the
Pall Mall Gazette, “is a curious and un-
savoury specimen of natural history,
and if you wish to study him, you must
take him unawares. . . . I have done my

share of the skunk-hunting; let others
follow.” He was later appointed direc-
tor of the British Museum of Natural
History.

Ironically, in 1912 Lankester, the nem-
esis of fakers, was completely fooled by
the Piltdown man hoax, one of the
most notorious frauds in the history of
evolutionary biology. For the next 40
years, scientists accepted the “ape-man”
fragments, dug up about 25 miles from
Darwin’s home, as remains of the
“missing link.” Fired with enthusiasm
for the Darwin-Wallace theory, Lan-
kester and the younger generation of
evolutionists uncritically embraced this
fossil forgery.

Huxley, who died in 1895, knew full
well that more than a few scientists
were prone to develop their own irra-

tionally held beliefs. While young, he
had battled churchmen to establish the
scientific approach to unraveling hu-
man origins but later quipped to an ed-
ucator that “we or our sons shall live to
see all the stupidity in favour of sci-
ence”—a fitting prophecy of Piltdown,
the ersatz “Stone Age” Tasaday tribe of
the Philippines, and cold fusion. In The
Descent of Man, Darwin himself had
urged a skeptical approach to uncon-
firmed observations; he believed that
accepting flimsy evidence is much more
dangerous than adopting incorrect the-
ories. “False facts are highly injurious
to the progress of science, for they often
long endure,” he wrote. “But false views,
if supported by some evidence, do little
harm, as everyone takes a salutary plea-
sure in proving their falseness.”
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In contrast to Charles Darwin, zoologist
Thomas H. Huxley treated spiritualist

claims with either disinterest or good hu-
mor. Once he was present when a clever,
attractive American woman mystified a
select company with a fraudulent display
of psychic powers and thought reading.
Although he saw through her game, Hux-
ley later reported he was so charmed by
the lady that he gallantly refrained from
exposing her. “Fraud is often genius out
of place,” he mused, “and I confess that I
have never been able to get over a cer-
tain sneaking admiration for Mrs. X.”

When Alfred Russel Wallace sent him a
copy of his book on spiritualism, Huxley

responded: “It may all be true.. .but really I simply cannot get up any interest
in the subject.” Huxley had enough interest, however, to master the art of
loudly snapping his toes inside his boots, so that he, too, could feign sum-
moning the spirits. “By dint of patience, perseverance [and] practice,” he ex-
plained, the toe snaps “may be repeated very rapidly, and rendered forte or pi-
ano at pleasure. To produce the best effect, it is advisable to have thin socks
and a roomy, hard-soled boot; moreover, it is well to pick out a thin place in the
carpet, so as to profit by the resonance of the floor.” —R.M.

M
IC

H
A

EL
 H

U
X

LE
Y

SA

Thomas H. Huxley, 1860s

Copyright 1996 Scientific American, Inc.



Confronting Science’s Logical Limits

To anyone infected with the
idea that the human mind is
unlimited in its capacity to an-

swer questions, a tour of 20th-century
mathematics must be rather disturbing.
In 1931 Kurt Gödel set forth his incom-
pleteness theorem, which established
that no system of deductive inference

can answer all questions about numbers.
A few years later Alan M. Turing proved
an equivalent assertion about computer
programs, which states that there is no
systematic way to determine whether a
given program will ever halt when pro-
cessing a set of data. More recently,
Gregory J. Chaitin of IBM has found
arithmetic propositions whose truth can
never be established by following any
deductive rules.

These findings proscribe our ability to
know in the world of mathematics and
logic. Are there similar limits to our abil-
ity to answer questions about natural
and human affairs? The first and per-
haps most vexing task in confronting

this issue is to settle what we mean by
“scientific knowledge.” To cut through
this philosophical Gordian knot, let me
adopt the perhaps moderately contro-
versial position that a scientific way of
answering a question takes the form of
a set of rules, or program. We simply
feed the question into the rules as input,
turn the crank of logical deduction and
wait for the answer to appear.

Thinking of scientific knowledge as
being generated by what amounts to a
computer program raises the issue of
computational intractability. The diffi-
culty of solving the celebrated travel-
ing-salesman problem, which involves
finding the shortest route connecting a
large number of cities, is widely believed
to increase exponentially as the number
of destinations rises. For example, pin-
pointing the best itinerary for a sales-
man visiting 100 cities would require
examining 100 × 99 × 98 × 97 × . . . × 1
possibilities—a task that would take
even the fastest computer billions of
years to complete.

But such a computation is possible—at
least in principle. Our focus is on ques-
tions for which there exists no program
at all that can produce an answer. What
would be needed for the world of phys-
ical phenomena to display the kind of
logical unanswerability seen in mathe-
matics? I contend that nature would
have to be either inconsistent or incom-
plete, in the following senses. Consis-
tency means that there are no true para-

Confronting Science’s 
Logical Limits

The mathematical models now used in many scientific fields 
may be fundamentally unable to answer certain questions about 

the real world. Yet there may be ways around these problems

by John L. Casti
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TRAVELING SALESMAN would need
the world’s fastest computer running for
billions of years to calculate the shortest
route between 100 destinations. Scientists
are now seeking ways to make such daunt-
ing problems more tractable.
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doxes in nature. In general, when we
encounter what appears to be such a
paradox—such as jets of gas that seemed
to be ejected from quasars at faster than
light speeds—subsequent investigation
has provided a resolution. (The “super-
luminal” jets turned out to be an opti-
cal illusion stemming from relativistic
effects.)

Completeness of nature implies that a
physical state cannot arise for no rea-
son whatsoever; in short, there is a cause
for every effect. Some analysts might
object that quantum theory contradicts
the claim that nature is consistent and
complete. Actually, the equation gov-
erning the wave function of a quantum
phenomenon provides a causal expla-
nation for every observation (complete-
ness) and is well defined at each instant
in time (consistency). The notorious
“paradoxes” of quantum mechanics
arise because we insist on thinking of
the quantum object as a classical one.

A Triad of Riddles

It is my belief that nature is both con-
sistent and complete. On the other

hand, science’s dependence on mathe-
matics and deduction hampers our abil-
ity to answer certain questions about
the natural world. To bring this issue
into sharper focus, let us look at three
well-known problems from the areas of
physics, biology and economics.

• Stability of the solar system. The
most famous question of classical me-
chanics is the N-body problem. Broadly
speaking, this problem looks at the be-
havior of a number, N, of point-size

masses moving in accordance with New-
ton’s law of gravitational attraction.
One version of the problem addresses
whether two or more of these bodies
will collide or whether one will acquire
an arbitrarily high velocity in a finite
time. In his 1988 doctoral dissertation,
Zhihong ( Jeff) Xia of Northwestern
University showed how a single body
moving back and forth between two bi-
nary systems (for a total of five masses)
could approach an arbitrarily high ve-
locity and be expelled from the system.
This result, which was based on a special
geometric configuration of the bodies,
says nothing about the specific case of
our solar system. But it does suggest that
perhaps the solar system might not be
stable. More important, the finding of-
fers new tools with which to investigate
the matter.

• Protein folding. The proteins mak-
ing up every living organism are all
formed as sequences of a large number
of amino acids, strung out like beads on
a necklace. Once the beads are put in
the right sequence, the protein folds up
rapidly into a highly specific three-di-
mensional structure that determines its
function in the organism. It has been es-
timated that a supercomputer applying

plausible rules for protein folding would
need 10127 years to find the final folded
form for even a very short sequence
consisting of just 100 amino acids. In
fact, in 1993 Aviezri S. Fraenkel of the
University of Pennsylvania showed that
the mathematical formulation of the
protein-folding problem is computation-
ally “hard” in the same way that the
traveling-salesman problem is hard.
How does nature do it?

• Market efficiency. One of the pillars
on which the classical academic theory
of finance rests is the idea that financial
markets are “efficient.” That is, the
market immediately processes all infor-
mation affecting the price of a stock or
commodity and incorporates it into the
current price of the security. Conse-
quently, prices should move in an un-
predictable, essentially random fashion,
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PROTEIN-FOLDING PROBLEM con-
siders how a string of amino acids (left)
folds up almost instantaneously into an
extraordinarily complex, three-dimension-
al protein (right). Biologists are now try-
ing to unravel the biochemical “rules” that
proteins follow in accomplishing this feat.
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discounting the effect of inflation. This,
in turn, means that trading schemes
based on any publicly available infor-
mation, such as price histories, should
be useless; there can be no scheme that
performs better than the market as a
whole over a significant interval. But ac-
tual markets do not seem to pay much
attention to academic theory. The fi-
nance literature is filled with such mar-
ket “anomalies” as the low price–earn-
ings ratio effect, which states that the
stocks of firms whose prices are low rel-
ative to their earnings consistently out-
perform the market overall.

The Unreality of Mathematics

Our examination of the three ques-
tions posed above has yielded what

appear to be three answers: the solar
system may not be stable, protein fold-
ing is computationally hard, and finan-
cial markets are probably not complete-
ly efficient. But what each of these pu-
tative “answers” has in common is that
it involves a mathematical representa-
tion of the real-world question, not the
question itself. For instance, Xia’s solu-
tion of the N-body problem does not
explain how real planetary bodies move
in accordance with real-world gravita-
tional forces. Similarly, Fraenkel’s con-
clusion that protein folding is computa-
tionally hard fails to address the issue
of how real proteins manage to do their
job in seconds rather than eons. And,
of course, canny Wall Street operators
have thumbed their noses at the effi-
cient-market hypothesis for decades. So
to draw any conclusions about the in-
ability of science to deal with these ques-
tions, we must either justify the mathe-
matical model as a faithful representa-
tion of the physical situation or abandon
the mathematics altogether. We consid-
er both possibilities in what follows.

What these examples show is that if
we want to look for scientifically unan-
swerable questions in the real world,
we must carefully distinguish between
the world of natural and human phe-
nomena and mathematical and compu-
tational models of those worlds. The ob-
jects of the real world consist of directly
observable quantities, such as time and
position, or quantities, such as energy,
that are derived from them. Thus, we
consider parameters such as the mea-

sured position of planets or the actual
observed configuration of a protein.
Such observables generally constitute a
discrete set of measurements taking their
values in some finite set of numbers.
Moreover, such measurements are gen-
erally not exact.

In the world of mathematics, on the
other hand, we have symbolic represen-
tations of such real-world observables,
where the symbols are often assumed
to belong to a continuum in both space
and time. The mathematical symbols
representing attributes such as position
and speed usually have numerical values
that are integers, real numbers or com-
plex numbers, all systems containing an
infinite number of elements. In mathe-
matics the concept of choice for charac-
terizing uncertainty is randomness.

Finally, there is the world of compu-
tation, which occupies the curious posi-
tion of having one foot in the real world
of physical devices and one foot in the
world of abstract mathematical objects.
If we think of computation as the exe-
cution of a set of rules, or algorithm, the
process is a purely mathematical one
belonging to the world of symbolic ob-
jects. But if we regard a computation as
the process of turning switches on or off
in the memory of an actual computing
machine, then it is a process firmly root-
ed in the world of physical observables.

One way to demonstrate whether a
given question is logically impossible to
answer by scientific means is to restrict
all discussion and arguments solely to
the world of natural phenomena. If we
follow this path, we are forbidden to
translate a question such as “Is the so-
lar system stable?” into a mathematical
statement and thereby to generate an
answer with the logical proof mecha-
nism of mathematics. We then face the
problem of finding a substitute in the
physical world for the concept of math-
ematical proof.

A good candidate is the notion of
causality. A question can be considered
scientifically answerable, in principle, if
it is possible to produce a chain of causal
arguments whose final link is the answer
to the question. A causal argument need
not be expressed in mathematical terms.
For example, the standard deductive ar-
gument “All men are mortal; Socrates is
a man; therefore, Socrates is mortal” is
a causal chain. There is no mathematics

involved, just plain English. On the oth-
er hand, constructing a convincing caus-
al argument without recourse to mathe-
matics may be a daunting task. In the
case of the stability of the solar system,
for example, one must find compelling
nonmathematical definitions of the
planets and gravity.

Given these difficulties, it seems wise
to consider approaches that mix the
worlds of nature and mathematics. If
we want to invoke the proof machinery
of mathematics to settle a particular real-
world question, it is first necessary to
“encode” the question as a statement in
some mathematical formalism, such as
a differential equation, a graph or an
N-person game. We settle the mathemat-
ical version of the question using the
tools and techniques of this particular
corner of the mathematical world, even-
tually “decoding” the answer (if there is
one!) back into real-world terms. One
challenge here is establishing that the
mathematical version of the problem is
a faithful representation of the question
as it arises in the real world. How do
we know that mathematical models of
a natural system and the system itself
bear any relation to each other? This is
an old philosophical conundrum, en-
tailing the development of a theory of
models for its resolution. Moreover,
mathematical arguments may be sub-
ject to the constraints revealed by Gö-
del, Turing and Chaitin; we do not know
yet whether the real world is similarly
constrained.

The Noncomputational Mind

There may be ways to sidestep these
issues. The problems identified by

Gödel and others apply to number sys-
tems with infinite elements, such as the
set of all integers. But many real-world
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problems, such as the traveling-sales-
man problem, involve a finite number
of variables, each of which can take only
a finite number of possible values.

Similarly, nondeductive modes of rea-
soning—induction, for instance, in which
we jump to a general conclusion on the
basis of a finite number of specific ob-
servations—can take us beyond the
realm of logical undecidability. So if we
restrict our mathematical formalisms to
systems using finite sets of numbers or
nondeductive logic, or both, every math-
ematical question should be answer-
able; hence, we can expect the decoded
real-world counterpart of such ques-
tions to be answerable as well.

Studies of the human mind may re-
veal other ways to bypass logical limits.
Some artificial-intelligence proponents
have proposed that our brains are com-
puters, albeit extremely sophisticated
ones, that perform calculations in the
same logical, step-by-step fashion that
conventional computers (and even par-
allel processors and neural networks)
do. But various theorists, notably the

mathematical physicist Roger Penrose
of the University of Oxford, have ar-
gued that human cognitive activity is not
based on any known deductive rules and
is thus not subject to Gödelian limits.

Recently this viewpoint has been bol-
stered by studies carried out under the
aegis of the Institute for Future Studies
in Stockholm by me, the psychologist
Margaret A. Boden of the University of
Sussex, the mathematician Donald G.
Saari of Northwestern University, the
economist Åke E. Andersson (the insti-
tute’s director) and others. Our work
strongly suggests that in the arts as well
as in the natural sciences and mathemat-
ics, the human creative capacity is not
subject to the rigid constraints of a com-
puter’s calculations. Penrose and other
theorists have conjectured that human
creativity stems from some still unknown
mechanisms or rules, perhaps related to
quantum mechanics. By uncovering
these mechanisms and incorporating
them into the scientific method, scien-

tists may be able to solve some seem-
ingly intractable problems.

Of course, science’s ability to plumb
nature’s secrets is limited by many prac-
tical considerations—such as measure-
ment error, length of computation, phys-
ical and economic resources, political
will and cultural values. But none of
these considerations bears on whether
there is a logical barrier to our answer-
ing a certain question about the natural
world. My contention is that there is not.
So a tour of 20th-century mathematics
need not be so disturbing after all!
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N-BODY SYSTEM consisting of a point
mass oscillating between two binary sys-
tems (left) is unstable, according to a the-
orem by Zhihong Xia of Northwestern
University. Such work may reveal wheth-
er the solar system will someday expel
one of its planets into deep space.
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Sounding Out Science
by Marguerite Holloway, staff writer

Photography by Stephen Ferry

Standing in front of his favorite
boulder, Alan J. Mearns of the
National Oceanic and Atmo-

spheric Administration holds aloft a se-
ries of pictures, comparing this year’s
scene with those of the previous six.
The rock is certainly a nice one—potato-
shaped as it is and covered with a fuzz
of light-brown Fucus, or rockweed—but
that alone cannot explain the photo-
graphic frenzy it triggers. Mearns takes
another shot of the rock, capturing in
the frame his colleague Gary Shigena-
ka, who is taking a video of the same
outcropping, as well as Dennis C. Lees,
who is studying the beach adjacent to
the rock. Meanwhile, as a fourth scien-
tist quips about the Heisenberg uncer-
tainty principle and clamors to get a
picture of Mearns taking a picture of
Shigenaka taking a picture of Lees and
the rock, a photojournalist records the
whole assemblage.

This concept of an image inside an im-
age and so on to infinity, what the French
call mis-en-abîme, provides one of the
keys to understanding what has hap-
pened in Prince William Sound, Alaska,
since the Exxon Valdez crashed into
Bligh Reef in 1989. More important, it
sheds light on how to interpret “recov-
ery,” a term that in the Sound means
very different things to different people.
The tanker spilled about 37,000 metric
tons of North Slope oil, coating a total
of 1,750 kilometers of shoreline and
killing thousands of birds and animals.
The accident was followed by massive in-
fusions of money, lawyers and scientific
studies into the same wilderness—and
these inputs were about as clarifying as
the coat of thick black crude itself.

For years, lawyers watched scientists
watching other scientists watching an
ecosystem that is little understood and
infinitely variable; everyone used a dif-
ferent-size frame to peer through. The
state of Alaska, the people who live on
the Sound and the area’s fishermen all
wanted to document not only the extent

of the devastation but the endurance of
the spill’s deleterious effects. Exxon
wished to show the effectiveness of its
intensive cleanup as well as the evanes-
cent quality of the oil, which is, after
all, a natural substance.

Exxon lost, both in court and out. In
addition to $2.5 billion spent on clean-
up, on claims and on reimbursing agen-

cies for response expenses, the compa-
ny is paying $900 million to the Trus-
tees—a panel of state and federal agen-
cy representatives—for “restoration,”
another ill-defined term that has come
to include buying land so as to protect
it. This 1991 out-of-court settlement in-
cludes a reopener provision: if, between
the years 2002 and 2006, other impacts
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of the oil spill come to light, the Trus-
tees get $100 million more. Exxon,
which is also due to pay $39.6 million
to the region’s fishermen and to Sound
residents, plans to appeal a $5-billion
punitive settlement.

The studies that Exxon and the state
of Alaska—including the departments of
Fish and Game and of Environmental

Conservation—conducted to prove their
respective points were kept largely se-
cret until legal settlements were reached.
This secrecy reduced most of the pillars
of science to rubble: out went scientific
dialogue, data sharing and, for some
parties, peer review. Millions of dollars
were shelled out in duplicate studies—
that reached opposite conclusions. In a
scathing review of post-spill research in
this year’s Annual Review of Ecology
and Systematics, marine biologist Rob-
ert T. Paine and his colleagues at the
University of Washington quote a juror
grappling with these apparent paradox-
es. Originally cited in the American
Lawyer, the juror at the $5-billion pu-
nitive trial summed up many observers’
feelings about the science: “You got a
guy with four Ph.D.’s saying no fish
were hurt, then you got a guy with four
Ph.D.’s saying, yeah, a lot of fish were
hurt. . . . They just kind of delete each
other out.”

Viewfinders

Now, seven years after the disaster,
one can see the mis-en-abîme ef-

fect—or perhaps instead, the Sound un-
certainty principle—at work. Scientists
are still sparring, lawyers are still lurk-
ing around the edges of disputes, and
both claim to be searching for the truth.
Nevertheless, it is becoming obvious
that, with a few exceptions, most of the
frames people have been looking through
as they study the Sound are too small to
permit clear conclusions about the ef-
fects of the oil—suggesting that the next
big spill may be a scientific fiasco as
well. Further, it appears oil may not be
the whole story: there may be much
larger factors at play in the Sound.

Some of this perspective has become

possible because Exxon recently pub-
lished its studies in a thick blue volume,
and the Trustees’ tome came out this
summer. Not surprisingly, almost every
abstract in the Exxon book has the same
refrain: by 1991 the Sound was well. To
the oil company, recovery was defined
as the reestablishment of a “healthy”
biological community characteristic of
the area. By this standard, even a biolog-
ical community that was quite different
from the one before the spill could, ob-
viously, qualify as healthy.

If one scrutinizes Exxon’s research,
one can see how the company reached
its conclusions. For example—and this
will relate later to Mearns’s favorite
rock, still sitting at the beginning of this
article but not forgotten there—the in-
tertidal zone can appear very healthy,
two years after the spill. This zone is
usually one of the most biologically ac-
tive and important in marine ecosys-
tems. Fucus and other algae anchor to
tidally flooded rocks there; barnacles,
drills, periwinkles, mussels, sea anemo-
nes, starfish, sea urchins, baby herring,
pink salmon eggs, tiny sculpins, hermit
crabs and other creatures that are part
of the immense food web thrive in this
rich, diverse place. Ravenous sea otters
rake the intertidal, as do oyster-catchers
and Harlequin ducks, searching for
mussels and other invertebrates.

Looking through tiny frames called
quadrats, Exxon contractor Edward S.
Gilfillan of Bowdoin College and his
team saw something quite different from
what other intertidal researchers saw.
Biologists lay down a quadrat on the
spot they want to investigate and count
every organism inside the boundaries.
They then repeat this procedure many
times, comparing species composition
and diversity between beaches—in this
case, oiled beaches versus unoiled ones.
Frames can also be placed at different
elevations—the lower, the middle and the
upper intertidal—or along “transects”
perpendicular to the water. In places
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Prince William Sound is recovering, 
seven years after the Exxon Valdez disaster. 

But the spill’s scientific legacy remains a mess

Sounding Out Science

INTERTIDAL CREATURES on Rocky
Islet in Northwest Bay are scrutinized and
counted by researcher Dennis C. Lees.

P
H

O
TO

G
R

A
P

H
S

 B
Y

 S
TE

P
H

EN
 F

ER
R

Y
 G

am
m

a 
Li

ai
so

n

Copyright 1996 Scientific American, Inc.



such as Prince William Sound, the in-
tertidal is normally patchy and uneven,
so that within a foot of a Fucus-matted
rock, there may be a naked boulder; six
inches to the right, there may be more
Fucus and a bevy of barnacles.

At each of his sites, Gilfillan put down
one baby quadrat, 12.5 by 25 centime-
ters, at four places along three transects.
If he got, say, Fucus in one, none in the
next and partial covering in the third,
the beach looked extremely variable.
And what he concluded, in essence, was
that there was so much variability on
any beach, it was almost impossible to

distinguish oiled from unoiled sites: ev-
ery beach resembled every other. There-
fore, recovery had occurred.

The Importance of Being Random

Further, because his many sites had
been chosen randomly—the corner-

stone of all good field biology—Gilfil-
lan’s results could be extrapolated to the
entire region. “By 1990 between 73 and

91 percent of the area had recovered,”
Gilfillan notes, adding that people mis-
takenly describe the Sound as a fragile
ecosystem. “As anyone who has been
through an Alaskan winter knows, it is
not fragile. The animals and plants there
are very good at making good their
losses.”

Needless to say, Gilfillan’s findings
bemuse some observers—among them,
Charles H. Peterson, a marine scientist
at the University of North Carolina at
Chapel Hill. Peterson, who was an ex-
pert witness in various Sound-related
trials, points out that the Exxon ap-

proach not only exploits the Sound’s
patchiness, it mixes species together,
wreaking havoc with biodiversity. For
example, Gilfillan lumps different kinds
of barnacles together in measuring total
barnacle cover. And to him, the barnacle
cover in 1990 looked much the same at
oiled and unoiled beaches. In truth, Pe-
terson explains, the lumping was mis-
leading: the oiled sites principally con-
tained one kind of barnacle—a little 
opportunistic gray species called Chtha-
malus dalli—whereas the unoiled beach-
es had larger, more diverse barnacles.

In another grouping, Exxon counted
worms in the lower intertidal and mixed

these figures into totals for the number
of organisms. Yet, Peterson cautions,
those worms congregate at oily sites. It
is akin to saying you have 100 creatures
at place A and 100 at place B; therefore,
place A and B are equivalent. In fact, 99
of the animals in place A could be worms
that love to eat the microorganisms that
love to eat oil. “I have never seen a data
set in my life that combines these com-
munities,” Peterson exclaims. “Some
have argued that what Exxon did was
create a study that was inconclusive by
design.”

Whatever the study was designed to
do, its results gave Exxon 
evidence that all was well 
in 1991, so the company
stopped monitoring the in-
tertidal in quantitative ways.
(Exxon researchers continue
to conduct counts of sea ot-
ters and birds.) The Trustees,
for their part—with Exxon’s
fiscal contribution—are still
watching, waiting for the
long-term negative effects
they are sure will manifest
themselves. 

Ernie Piper of the Alaska
Department of Environmen-
tal Conservation, normally
loquacious, hesitates for a
long time before answering a
question about recovery. “In
terms of the ecology, that, in
many ways, it appears to me,
is a lot more resilient than
we deserved,” he says slow-
ly. “At the same time, there
are lots of effects from the
spill and the cleanup that are
not going to go away.”

“I think it is an improved
picture,” adds Robert B.
Spies of Applied Marine Sci-
ences in Livermore, Calif.,

and the chief scientist for the Trustees
panel. “But it is still variable, depend-
ing on what resource you are talking
about. Pink salmon have improved, yet
we are worried about the herring.” The
Trustees also remain concerned about
sea otter populations and the intertidal.

The state’s principal study of the in-
tertidal, directed by Raymond C. High-
smith of the University of Alaska–Fair-
banks, resembled Exxon’s in that it used
randomly selected sites. It differed in
that it incorporated more transects at
each site and more spacious quadrats
(40 by 50 centimeters). Highsmith and
his colleagues—among them, Michael
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S. Stekoll of the University of Alas-
ka–Fairbanks—found a counterpoint to
Gilfillan. By 1991 they saw only incom-
plete recovery.

And there the study stopped. Despite
all the money available, the Trustees
deemed the work too costly at its origi-
nal price: $10 million for three addi-
tional years. Even when the
biologists proposed doing
half the sites one year, half the
next, it was still not cheap
enough: “There is a lot of
politics,” Stekoll says, ex-
plaining that the Trustees are
under great pressure to use
the $900 million to acquire
land for the state, thereby
protecting it from deforesta-
tion. Two hundred million
dollars have already been
spent to do so, and there are
plans to spend about $180
million more.

As unfinished business,
nonetheless, the study per-
mits the Trustees to defer
conclusions about recovery.
“I would like to bring clo-
sure to this intertidal thing.
It is a question of priorities,”
Spies notes.

The Way We Were

For the Trustees, “recov-
ery” will occur when the

Sound looks as it would
have if the spill had not oc-
curred. The biggest problem
with this criterion is that no
one really knows exactly
what the Sound was like be-
fore the blanket of oil and
scientists descended on it or
how it would have evolved.
The scientists have had to
grapple with the absence of
baseline data, except for a
few specific species, includ-
ing murres on the Barren Islands, killer
whales, sea lions and, of course, the
commercially crucial salmon.

To a lay traveler visiting Prince Wil-
liam Sound this summer for the first
time since 1991, it appears beautiful and
healthy. Although oil still lies under the
boulders and cobbles on some beaches,
it takes longer to find, and the oil is large-
ly weathered—that is, nontoxic. Hump-
back whales can be seen in open water
before they dive, flashing their Fucus- or
barnacle-encrusted tails. Also visible are

orcas, porpoises, seals, sea lions, puf-
fins, kittiwakes, pigeon guillemots and
river otters in coves or channels. In one
unoiled eastern bay, sea otters float ev-
erywhere, bobbing like buoys, some with
young on their chests, while myriad bald
eagles make their high-pitched, halting
cries. And the intertidal, even in places

that were heavily damaged, seems more
luxuriant than it did five years ago—
with purple and orange sea stars and
tousled green, brown and red seaweed.

This big picture, however, can be just
as misleading as a little quadrat. And
that is why Mearns’s rock is so interest-
ing. Mearns belongs to yet another in-

tertidal team, funded by NOAA. The
NOAA study was designed differently
from those of Exxon and the state, be-
cause it was never intended to be part
of damage assessment—that is, it was
not driven by litigation. Instead its agen-
da was to describe differences in recov-
ery between oiled beaches that were left

alone and those that were
cleaned with high-pressure
jets of very hot water.

Given that they spend most
of their time on the beach
staring into fairly big quad-
rats—50 by 50 centimeters—
it is perhaps not surprising
that Mearns and the rest of
the NOAA team constantly
joke about views and frames.
Through these windows, this
group—led by Jonathan P.
Houghton of Pentec Environ-
mental in Edmonds, Wash.,
and Lees of Ogden Environ-
mental and Energy Services
in San Diego—has watched
recovery at many sites for the
past seven years. Generally,
they say, the intertidal looks
good, although wide swings
in species diversity and den-
sity persist.

The NOAA results suggest
that hot-water cleaning ster-
ilized the beaches; whatever
survived the oiling did not
survive the cure. The scien-
tists report that a few years
after the spill, the uncleaned
beaches showed more health
than did stark, cleaned sites.
The finding—something oil
spill experts warned about
to no avail during the inva-
sion of the cleanup crews—is
not popular. Both Exxon and
the state were, and are, un-
der considerable public pres-
sure to rid the Sound of ev-
ery last inch of black veneer.

“Yeah, cleanup is disruptive, and if
you clean up it is going to look like a
very different shoreline,” comments Pi-
per of the Department of Environmen-
tal Conservation. But, he argues, as do
some members of the NOAA team, hot-
water washing just needs to be done
more judiciously. One possible solution,
Mearns suggests, is washing in strips,
which would leave patches of beach
oiled but alive so they can recolonize
the bald spots.

The NOAA intertidal work has also
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been criticized on statistical grounds.
Gilfillan of Exxon argues that because
the sites were not randomly chosen, they
have little statistical power and there-
fore are not generalizable. (According
to a recent paper by Gilfillan, in which
he and three colleagues compare the
three intertidal studies, the Exxon study
was statistically the most powerful.)
Stekoll concurs: “From a pure statisti-
cal viewpoint, you would have to say
that it was not a design to extrapolate
to the Sound.”

Houghton and Lees retort that they

have fully characterized the biology of
recovery—even if their sites were select-
ed by different criteria, such as accessi-
bility and the availability of baseline in-
formation (sometimes frantically gath-
ered just before the oil came ashore).
Thus, they are permitted to describe
what is happening throughout the area.
Statistics aside, it is true that by virtue
of having monitored consistently for
seven years, the NOAA crew has tracked
some fascinating shifts in the ecosystem.
And this is where the shaggy rock en-
ters the picture again.

Mearns’s subject sits in Snug Harbor,
one of the loveliest places in the Sound.
High mountains rise directly up from
the shore, and a waterfall flows right
onto the beach. Snug was heavily oiled
and a large part of it left uncleaned, as
“set-aside.” Such places serve as impor-
tant controls, allowing scientists to study
how long it takes for oil to disappear
naturally from various types of beaches.
Nevertheless, set-asides are controver-
sial: because most Alaskans wanted all
oil removed, NOAA officials had to fight
to get the few they have.

As a protected area, not scoured by
winter waves, Snug is a particularly im-
portant reference. The harbor looks oil
free these days, except for a small patch
of asphalt, and the intertidal seems
lush. But Mearns’s photographs reveal
that his Snug rock is going through a
dramatic cycle. In 1990 its top was cov-
ered with young Fucus; in 1991 the rest
of the rock sported a similar ensemble.
Rockweed—a keystone of the intertidal
ecosystem—was rebounding.

Or was it? If the NOAA workers had
stopped there, they could have shared
the stand with Gilfillan: the Sound
looked recovered. But they went back,
and in 1992 the rock had lost a lot of
cover. The next year some scattered

germlings covered the crown again; in
1994 it was naked; the cycle began
anew in 1995. And this past summer
Mearns found a fuller shag and a few
small mussels in the crevices.

Mystery of the Vanishing Fucus

The NOAA scientists have seen this
pattern in cleaned places as well.

The hypothesis they present is that most
intertidal zones contain Fucus plants of
different ages, whereas in the oiled and
the cleaned sites, most, if not all, of the
Fucus was killed in 1989. The slate
wiped clean, every subsequent plant that
recolonized the site was the same age,
with the same life span. So when the
Fucus dies, taking most of the creatures
it protects with it, the system returns to
ground zero. This suggestion is bolstered
by recent research on the coast of Brit-
ain, where the Torrey Canyon tanker
spilled 119,000 tons of oil in 1967. Fu-
cus there, it seems, still goes through sim-
ilar cycles. “Ten years after Torrey Can-
yon they said it was fine,” Lees states.
“Now they are going back and seeing
flux still.” In particular, Fucus and lim-
pets seem to be in a race for space.

There are anecdotal reports, howev-
er, that such die-offs are being seen in
other, unoiled environments. And de-
spite observations in the Sound, biolo-
gists admit that they do not really know
all that much about the omnipresent al-
gae. As Jennifer L. Ruesink of the Uni-
versity of Washington remarks, scien-
tists are not even sure how to measure
the age of Fucus. Is it necessarily older
when it is darker? Does the number of
dichotomies, or branches off a stem, re-
flect its age in years, like tree rings? How
do adults help or hinder the establish-
ment of young plants?

Ruesink tried to answer some of these
questions as she accompanied the NOAA
crew through the Sound over the sum-
mer; she sat on top of the Snug rock as
well as many others, meticulously count-
ing strands of Fucus, plying them apart.
Her preliminary findings are “equivo-
cal.” It looks as though Fucus may have
slip-slided away, even at sites never
touched by oil. So the mystery remains.

The Fucus provides yet another frame
through which to view the Exxon Val-
dez disaster. The basic questions asked
about this seaweed give the real story
away: nobody actually knows much
about anything in the Sound—or in any
such complicated ecosystem, for that
matter. Most of the studies conducted
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in the early years after the spill centered
on one zone, or one species, at a time.

But, as David Duffy of the University
of Alaska–Anchorage puts it, you have
a problem if your species—say, the ot-
ter—starts eating your colleague’s, the
mussel. It is more appropriate instead
to try to examine from the outset how
the frames fit within one another—like
zooplankton inside herring inside sal-
mon inside bear. Indeed, the relation
between links in the food chain is prov-
ing to be perhaps the most important
information that could be gleaned from
science in the Sound.

A Bird’s-Eye View

The opportunity for real insight may,
however, have been squandered.

“The tragedy is that people are trying
to look at oil spill relations seven years
after the fact,” Duffy explains. “There
should have been greater thinking about
an ecosystem approach.” Spies of the
Trustees agrees: “We are very aware that
looking on a species-by-species basis has
limitations. We thought that that was
very appropriate at the time of the spill
to learn what was killed.” Still, he notes,
“we have got some very exciting proj-
ects right now that go beyond ‘When
did this resource recover?’ to the basic
processes going on in the ecosystem.”
The panel is funding several studies
that take this wider perspective, look-
ing at oceanographic trends in the Gulf
of Alaska and at the food web. The
frame is hundreds of kilometers a side.

For his part, Duffy is looking at birds,
evaluating declines reported among kitti-
wakes and pigeon guillemots. “We don’t
know whether it is the spill, or the spill
and environmental change, or just envi-
ronmental change,” Duffy says. “We
have victims, we have the weapon, we
have the [birds] at the scene of the crime,
but we don’t know whether something
happened before that affected the pop-
ulation and that this spill was only the
trigger. And we will never know.”

What Duffy and others are piecing
together is that the Gulf of Alaska, and
Prince William Sound with it, seems to
be going through a shift that predates
the spill. Researchers have already had
trouble teasing apart the pre-spill effects
of an extremely cold winter in 1989;
those of a 9.2-magnitude earthquake in
1964 that upturned the Sound, deva-
stating the ecosystem and wiping out
communities of people; and those of the
1982–1983 El Niño (a periodic oceanic

disturbance that affects weather and
ocean currents). 

According to the only long-term study
of bait fish in the region, the population
of fatty pelagic fish on which sea lions,
seals and many seabirds feed plummeted
in the early 1980s. Today there are only
17 percent as many sea lions as there
were 20 years ago. The shrimp fishery,
which peaked at about 119 million
pounds in 1976, was down to 10 mil-
lion in 1982. “At that time, there was a
lot of arrow slinging about overfish-
ing,” remarks Robert Otto of the Na-

tional Marine Fisheries Service. “But
the fact of the matter was that [shrimp]
were declining both where they were
fishing and where they were not.”

Shrimp was the center of attention
because it supports a large industry. But
the problem did not stop there. Paul J.
Anderson, also at the National Marine
Fisheries Service, started sampling in
the 1970s with a small mesh net and
caught bait fish, such as capelin and
candlefish. These so-called by-catch are
routinely netted along with shrimp but
are not typically counted, because they
are not important to fish markets. They
are, however, the meals for commercial
fish and as such are as worthy of care
as their flashier predators. 

The by-catch turned out to be the big
catch after all. What Anderson saw was
that capelin fell off when shrimp did,
whereas cod and pollack increased. At
the same time, the crab fishery crashed,
and salmon numbers rose (while prices,
consequently, sank). “There was some-
thing that happened in the North
Pacific that changed the whole ecologi-
cal structure,” Otto says. 

“We may be right in the middle of a
shift back; people just don’t know,”
Duffy remarks. He speculates that sal-
mon may be plentiful because it is sim-

ply a salmon period. “When the fishery
was under the feds, it was downtime for
salmon, and the government workers
were criticized as idiots for not manag-
ing it well. Maybe the state is not good
or bad. Maybe salmon are just doing
what they do.”

The changes in bait fish numbers could
be the result of the growth of hatcher-
ies. These outfits release young fish each
spring to feed in the Sound and the Gulf
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of Alaska before they return home to
spawn. These fish are, however, addi-
tions to the ecosystem—“extras” in a
way—and they may be devouring bait
fish that would have been available to
wild fish and animals. Or the bait fish
fluxes may be related to even bigger
trends, such as those observed by Thom-
as C. Royer, an oceanographer at the
University of Alaska–Fairbanks. Royer
began taking water samples in 1970
and has concluded that the temperature
fluctuates by two degrees Celsius every
15 to 25 years—shifts that could dra-
matically alter fish distribution.

In addition, he has gathered evidence
that salinity shifts in 10- to 11-year cy-
cles. Salinity differences could alter the
way water flows through the Sound,
changing the amount of nutrients avail-
able in the upper layers of the water
column and disrupting the food chain.
“I keep preaching that we need long-
term studies,” Royer comments, adding
that many natural cycles are so long,
however, that funders lose interest in
them. “The funding for science is de-
clining dramatically. There is just a
great deal of frustration.”

When there is suddenly a large influx
of money into a poorly studied ecosys-
tem—and finally the opportunity to do
in-depth work—there is bound to be

similar frustration. More money flood-
ed into Prince William Sound after the
Exxon Valdez spill than has flowed af-
ter any other. But, clearly, wherever liti-
gation and science intersect, there is lit-
tle hope for a frame with an expansive
view. The federal rules governing dam-
age assessment were recently modified
to protect against another scientific fias-
co after the next big spill; the new pro-
visions try to ensure data sharing and to
eliminate duplicative effort. Yet many
observers doubt whether these changes
will make any difference if billions of
dollars are at stake. “I am not convinced
at all that once we had the next big one
everyone wouldn’t go to their respec-
tive battle stations—‘I have my science,
and you have yours,’” comments Da-
vid Kennedy of NOAA.

A Delicate Balance

Beyond the quality of science lies the
public interpretation of science. Even

though NOAA has shown that cleaning
up can do more harm than good, de-
mands to clean up persist. The Alaskan
native village of Chenega has paid close
attention to the spill-related research.
Many of the residents of this communi-
ty on Evans Island in the Sound are
concerned about the oil’s persistence.

Chenega residents thought the oil was
having a biological effect, Piper says.
“But there is nothing to show that it did.
So are we going to spend a lot of mon-
ey to clean up when there is no prob-
lem?” he asks. But science was not the
point; ridding the beaches of unsightly
oil was. “It was more an issue of trash-
ing the neighborhood. It was a very le-
gitimate complaint,” Piper explains.
And so the Trustees, who go through a
public review process before they allo-
cate their funds, will spend $1.9 million
next summer to apply de-oiling com-
pounds, at least one of which is known
to be toxic to intertidal organisms.

Chenega is not alone. Ultimately, it is
the frame of the television set and the
mind-set of the media that dictate peo-
ple’s responses to images of oiled ani-
mals. The public wants the animals
saved—at $80,000 per otter and $10,000
per eagle—even if the stress of their sal-
vation kills them. “Scientists waste a lot
of time saying, ‘Do nothing,’ ” Duffy
notes. “You have to balance the show
and the science.”
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There’s no way around it. Soon-

er or later, every serious ama-

teur needs a vacuum system.

Vacuums are crucial if you ever want to

experiment with particle beams or make

your own optical filters or radiometers,

to name a few projects. The systems,

however, have a reputation for being

complex and costly, discouraging many

amateurs from bringing vacuum tech-

niques into their laboratories. But this

need not be the case. Vacuum systems

adequate for many scientific needs can

be easily built and inexpensively main-

tained. Here’s how to construct a sys-

tem capable of achieving pres-

sures as low as one ten-mil-

lionth of an atmosphere.

When it comes to vacuum

vessels, think small. Low vol-

umes are easier to seal and

pump down. A smooth glass

canning jar (having no de-

signs, artwork or scratches,

which can weaken the glass)

makes an adequate chamber

for the vacuum. From a scrap-

metal yard, purchase a one-

inch-thick aluminum plate to

serve as a base. It should be

larger than the jar’s lid. Secure

the lid to the base plate with

a generous helping of alu-

minized epoxy. (If your local

hardware stores don’t carry

it, call Devcon in Danvers,

Mass., at 508-777-1100, for

the nearest distributor.) The

epoxy should ooze out even-

ly from around the lid when

the lid is pressed into place

under the weight of a few old

books. Wipe away the excess

and let the epoxy set.

Next, drill a hole one quar-

ter inch in diameter through

the center of the lid and the

base plate. If possible, tap the

hole to give it threads. Ob-

tain a one-quarter-inch-wide

threaded pipe from a hard-

ware store. Coat its threads

with epoxy, then screw it through the

bottom of the base plate. If you can’t

tap the hole, just glue in an unthreaded

pipe. Draw a bead of epoxy around the

pipe as it is inserted to make sure the

gap is completely filled with epoxy.

Cut a half-inch-wide hole in an old

card table and rest the base plate on the

table so that the pipe hangs down

through the hole. The pipe’s end should

be about 10 inches from the floor. If the

pipe’s end has threads, cut them off and

file the edge smooth.

Canning jars are designed to hold a

vacuum, so you will most likely be able

to screw the jar right into its lid. If you

need pressures approaching 10 mil-

lionths of an atmosphere, you may want

to take special precautions against tiny

leaks. You can place a layer of Teflon

tape (check your local hardware store)

over the threads on the jar’s lip before

screwing it in. It may be necessary first

to put a bead of vacuum grease along

the rim of the jar’s mouth to ensure an

airtight seal. The grease is available from

Duniway Stockroom Corporation in

Mountain View, Calif. (800-446-8811

or 415-969-8811).

Precautions are needed in case the jar

implodes. (It eventually will if you con-

duct enough vacuum experiments or if

the jar has some structural weakness.)

On implosion, small glass

fragments could hurtle out at

nearly the speed of sound! It

is therefore absolutely vital

that you always keep your

vessel under a protective

shield whenever you pump it

down. If you don’t need to

see inside, a doubled pillow-

case affords the necessary pro-

tection. Otherwise, cover the

jar with a clear, thick-walled

plastic container, such as a

three-liter plastic soft-drink

bottle with its neck cut off.

Additionally, Ace Glass in

Vineland, N.J. (800-223-4524

or 609-692-3333; catalogue

no. 13100-10), sells a protec-

tive plastic coating that will

hold the glass together in case

of a catastrophe. Half a liter

will run you about $28 and is

well worth the cost for the

protection. Use it in addition

to, not in lieu of, a shield.

For many applications,

sorption pumps are the vehi-

cles of choice for creating a

good vacuum. They have no

moving parts; instead they

work by chilling a type of

substance, called a sorbent, to

a temperature at which it ab-

sorbs gases. Activated char-

coal works, but a molecular

sieve is better. Molecular
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sieves are little pellets with so many mi-

croscopic nooks and crannies that they

have fantastically large surface areas; a

one-gram pellet may have more than

1,000 square meters of surface.

When chilled, air molecules get caught

in these microchasms. A 50-gram sup-

ply can pump a one-liter volume down

to 10 millitorr in 20 minutes. (Atmo-

spheric pressure is about 760 torr.) Half

a gallon of molecular sieve from Duni-

way Stockroom sells for about $35.

To hold the sorbent, you need to ob-

tain a Pyrex bulb approximately one inch

in diameter and three and a half inches

long, with a one-quarter-inch glass tube

neck. A local glassblowing shop will

probably make you one for less than

$30. Fill it with the sorbent, then stuff

in a little glass wool on top to keep the

molecular sieve in place. Over the neck

of the glass tube, slip a short length of

flexible tubing, called Tygon tubing

(check your local hardware store).

Before it can be used, the molecular

sieve must first be activated—that is, it

must be baked. Wrap the bulb with

heating tape, available from Omega

Engineering in Stamford, Conn. (800-

826-6342 or 203-359-1660; model no.

FGS0031-010). The 12-inch-long piece

sells for $20. Or cannibalize an old

toaster for its heating element. In either

case, be sure that the heater does not

cross over itself and that all of it touch-

es the bulb. Wire in a dimmer switch to

control the temperature of the heater. 

To monitor the temperature, use a

thermocouple probe (Omega, model no.

5TC-GG-J-30-36, $33) wired to a digi-

tal voltmeter. Place the probe against

the bulb between windings of the heat-

ing tape and then wrap the bulb with

aluminum foil. Safely secure the bulb so

that the neck points downward and

turn on the current. Adjust the current

so that the voltage from the thermocou-

ple increases by 18 millivolts, the signal

that the sieve has reached the correct

baking temperature of 350 degrees Cel-

sius. The heat drives off the trapped

molecules, including water vapor, which

will condense on the bulb’s neck and

drip out. Leave the heater on until the

neck is completely dry. Turn off the heat-

er and pinch off the Tygon tubing to pre-

vent the sieve from absorbing moisture

from the air while the bulb cools. And

you’re ready to connect it to your vessel.

You will need to chill the sorbent

with liquid nitrogen. Don’t worry—liq-

uid nitrogen is inexpensive (less than $1

per liter) and easy to obtain (try the Yel-

low Pages under “Welder’s Supplies”).

It can be safely handled if you exercise

some common sense. Store it in a large

plastic drink cooler—10 liters will last a

weekend. Make sure the container does

not have a spigot at the bottom. Do not

put the lid on tight, or else pressure

from the boiling nitrogen will build up

inside and burst the container.

To pump the air out of the canning

jar, immerse the Pyrex bulb in the liquid

nitrogen. The molecular sieve will suck

the air out of the glass chamber, pro-

ducing a vacuum as low as 10 millitorr.

A few hints. Thoroughly wash and

dry the vacuum-vessel assembly before

using it, making certain not to touch

the inside with your fingers. I’m told

that a fingerprint can outgas (evaporate

under low pressure) for years if not re-

moved. To drive off moisture, bake the

vessel above 100 degrees C for an hour.

The epoxy will also outgas, as will any

plastic seals in the lid of the canning jar

and any coating on the inside of the lid.

Minimize the surface area of these ma-

terials exposed to the vacuum. If more

than about one square centimeter of

any of the materials is exposed, consid-

er coating it with vacuum grease, which

outgases at a much lower rate.

You can insert a vacuum gauge be-

tween the sorption pump and vessel. To

measure pressure in the tens of millitorr

range, you’ll want a thermocouple gauge

or a Pirani gauge. These devices exploit

the fact that the thermal conductivity of

a gas drops sharply from a constant at

about one torr to essentially zero at one

millitorr. You can purchase a complete

thermocouple gauge from Kurt J. Les-

ker Company in Clairton, Pa. (call 800-

245-1656 or 412-233-4200) for about

$200. The electronically inclined can

save about $150 by buying a type 531

thermocouple vacuum tube for $45

(part no. KJL5311) and then building a

simple power supply and amplifier cir-

cuit. Pirani gauges, however, are much

more versatile and are quite easy and

inexpensive to build. I’ll describe how

to do that next month.

As a service to Scientific American

readers, the Society for Amateur Scien-
tists is offering a complete sorption pump
kit, including a Pyrex flask packed with
a molecular sieve, heating tape, a small
liquid-nitrogen holder and Tygon tub-
ing. A vacuum vessel is not included.
The cost is $60 for domestic orders,
$70 for international ones (shipping in-
cluded). This offer expires September
30, 1997. 

For more about vacuum systems, vis-
it the SAS World Wide Web site at http://
www.thesphere.com/SAS/ and the Bell

Jar’s site at http://www.tiac.net/users/ 
shansen/belljar/ I gratefully acknowledge
insightful conversations with George
Schmermund, an amateur scientist from
Vista, Calif., and with Steve Hansen, ed-
itor of the Bell Jar, a newsletter of vacu-
um experiments and the best amateur
science quarterly I’ve seen. 

Editors’ note: In the power-supply
circuit schematic in “Detecting Micron-
Size Movements” [August], the lower
integrated-circuit chip is incorrectly
identified as a type 7805. It should be a
type 7905. The upper chip is correct.
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Further Reading

Procedures in Experimental Physics.
John Strong. Lindsay Publications, Brad-
ley, Ill., 1986 (originally published in 1938).

Building Scientific Apparatus. J. H.
Moore, C. C. Davis and M. A. Coplan.
Addison-Wesley, 1989.

An Experimenter’s Introduction to
Vacuum Technology. Steve Hansen.
Lindsay Publications, 1995.

The Bell Jar. Quarterly journal. Edited by
Steve Hansen (35 Windsor Drive, Amherst,
NH  03031). $20 per year in U.S., $23 in
Mexico and Canada, $29 elsewhere.
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In the April column I described a

mathematical model of the board

game Monopoly. At the start of

the game, when everyone emerges from

the GO position by throwing dice, the

probability of the first few squares be-

ing occupied is high, and the distant

squares are unoccupied. Using the con-

cept of Markov chains, I showed that

this initial bunching of probabilities ul-

timately evens out so that the game is

fair: everyone has an equal chance to oc-

cupy any square and to buy that prop-

erty. This outcome is true, however,

only when certain simplifying assump-

tions are made. Monopoly enthusiasts

were quick to point out that in the real

game, the long-term distribution of

probabilities is not even.

So what are the true probabilities?

The Markov chain method can also be

applied to the real game; I have to warn

you, however, that the analysis is com-

plex and requires substantial computer

assistance. Let me first remind you how

Markov chains are used for Monopoly.

A player can be in any one of 40 squares

on the board, which, for convenience,

we number clockwise from zero to 39,

starting with GO (which is zero). 

Given any two squares A and B, there

is a quantity called the transition prob-

ability—the probability that a player

who starts from A will reach B at the

conclusion of his or her turn at throw-

ing the dice. If this move is impossible,

then the transition probability is zero.

There are 40 × 40 = 1,600 transition

probabilities in all, and they can conve-

niently be encoded in a square matrix

M with 40 horizontal rows and 40 ver-

tical columns. For example, the entry in

the sixth row and 10th column describes

the probability of moving from Read-

ing Railroad to Connecticut Avenue in

one turn. The initial probabilities for a

player are 1 for position 0 and 0 for all

the rest; they can be encoded as a vec-

tor v = (1,0,. . . ,0).

The theory of Markov chains tells us

that the evolution of this probability

distribution is given by the sequence of

vectors v, Mv, M2v, M3v and so on:

each throw of the dice corresponds to

the matrix M operating on the vector v.

The resulting vectors can be calculated

by standard matrix methods, available

on any good computer algebra pack-

age. Such packages can also calculate

the so-called eigenvectors and eigenval-

ues of M. A vector u is an eigenvector

with eigenvalue c if Mu = c × u, where

c can be a real or complex number.

Markov’s key theorem is that the long-

term probability distribution is given by

the eigenvector whose eigenvalue has

the largest absolute value.

So in order to analyze the fairness of

Monopoly, all we need to do is com-

pute M and apply matrix algebra. For

my simplified model this was easy, but

for the real game we must also take into

account multiple rolls of the dice, spe-

cial squares such as GO TO JAIL and in-

structions on cards that players draw

when they land on CHANCE and COM-

MUNITY CHEST.

Many readers sent me their analyses

of the game. The most extensive were

from William J. Butler of Portsmouth,

R.I., Thomas H. Friddell, a Boeing en-

gineer from Maple Valley, Wash., and

Stephen Abbott of the mathematics de-

partment at St. Olaf College in North-

field, Minn., who collaborated with his

colleague Matt Richey. Butler wrote a

Pascal program, Friddell used Mathcad

and Abbott used Maple. The discussion

that follows is a synthesis of their re-

sults. (All models of Monopoly make

assumptions about the degree of detail

to be incorporated; there were insignifi-

cant differences in the assumptions made

by various correspondents.)

The first modification of my original

model is to take full account of the rules

for the dice. A pair of dice is thrown,

and if the result is a double, the player

throws again, but three consecutive dou-

bles lands him or her in Jail. The throw

of the dice is a tiny Markov chain in its

own right and can be solved by the usu-

al method. The result is a graph of the

probability of moving any given dis-

tance from the current position [see il-
lustration at left ]. Notice that the most

likely distance is 7, but that it is possible

to move up to 35 squares (by throwing

6,6; 6,6; 6,5). Yet the probabilities of
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Monopoly Revisited

JAIL, 
and the many ways to land in it, 

makes Monopoly complex.
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moving more than 29 squares are so

small that they fail to show up on the

graph. These results are incorporated

into M by appropriately changing each

individual entry.

Next the effect of the GO TO JAIL

square must be included. The Jail rules

pose a problem, because players can

elect to buy their way out or stay in and

try to throw doubles to get out. (Or at

later stages, when Jail becomes a refuge

from high rents, they can stay in and

hope not to throw doubles!) The prob-

abilities associated with this choice de-

pend on the player’s psychology, so the

process is non-Markovian. Most corre-

spondents got around this poser by as-

suming that the player did not buy his

or her way out. Then Jail becomes not

so much a single square as a Markov

subprocess—a series of three (virtual)

squares where players move from Just

in Jail to In Jail One Turn Already to

Must Come Out of Jail Next Turn. The

GO TO JAIL square itself has probability

zero because nobody actually occupies it. 

The next step is to modify M to ac-

count for the CHANCE and COMMUNI-

TY CHEST cards, which may send a play-

er to Jail or to some other position on

the board. This refinement can be made

quite straightforwardly (if laboriously)

by counting the proportion of cards that

send the player to any given square. The

extra probability is then added to the

corresponding position in M.

Having set up an accurate transition

matrix, one can work out the steady

state probabilities either by numerically

computing its eigenvalues and eigenvec-

tors or by calculating the effect of a

large number of moves from the powers

M2, M3 and so on. Thanks to Markov’s

general theorem, these two methods are

mathematically equivalent.

The long-term probabilities of occu-

pying different squares are shown in the

table [see illustration at left]. The most

dramatic feature is that players are al-

most twice as likely to occupy the Jail

square (5.89 percent) as any other. The

next most frequented square is Illinois

Avenue (3.18 percent). Of the railroads,

B&O is occupied most often (3.06 per-

cent) with Reading (2.99 percent) and

Pennsylvania (2.91 percent) just behind;

however, the probability of occupying

Short Line is much less (2.44 percent).

The reason for this is that unlike the

others, Short Line does not feature a

CHANCE card. Among the utilities, Wa-

ter Works (2.81 percent) wins out, with

Electric Company (2.62 percent) being

marginally less probable. GO (3.11 per-

cent) is the third most likely square,

and the third CHANCE square (0.87

percent) is the least likely—except for

GO TO JAIL (0 percent occupation by

logical necessity).

Friddell went further and analyzed

Monopoly’s property market, which is

what really makes the game interesting.

His aim was to find the break-even point

for buying houses—the stage at which

income starts to exceed costs—and to

determine the best strategies for buying

houses and hotels. The exigencies of the

property market depend on the number

of players and which version of the rules

is being adhered to. Assuming that hous-

es can be bought from the start, a num-

ber of general principles emerge:

• Although it costs more to buy hous-

es early, the break-even point will be

reached more quickly if you do.

• With two houses or fewer, it typi-

cally takes around 20 moves or more to

break even. Three houses produces a

definite improvement.

• Between GO and Indiana Avenue the

property square that offers the quickest

break-even point for three houses is

New York Avenue, which breaks even

in about 10 turns.

Properties beyond Indiana Avenue

were not evaluated: Friddell says he

LONG-TERM PROBABILITY DISTRIBUTION
shows that the Jail square is most likely to be occupied.
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Alan St. George’s sculptures in the May column stimulated a discussion of 
how to make three-dimensional objects based on regular polyhedra.

William J. Sheppard of Columbus, Ohio, sent details of his cunning method for
cutting a regular tetrahedron or octahedron from solid wood, pointing out that
“sturdy, solid models are more convenient than hollow models made by taping
together equilateral triangles.” His
methods can be found in the Journal
of Chemical Education, Vol. 44, page
683; November 1967. 

Norman Gallatin of Garrison, Iowa,
has been working on Platonic solids
for a quarter of a century and has de-
veloped remarkable sculptures, some
made from mirror glass. The picture
at the right represents a three-dimen-
sional projection of a four-dimension-
al hypercube and makes clever use of
reflections to create a complex effect
from simple components.

Any more mathematical sculptors
or modelers out there?              —I.S. 

FEEDBACK

“Tesseract View of HyperCube III”
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stopped there because he never expected

to publish his results. 

Many other readers contributed inter-

esting observations, and I can mention

a few. Simulations by Earl A. Paddon of

Maryland Heights, Mo., and calcula-

tions by David Weiblen of Reston, Va.,

confirmed the pattern of probabilities.

Weiblen points out that these probabil-

ities do not really affect how “fair” the

game is, because all players face the same

situation. Developing this point, he notes

that “if the rewards for landing on low-

probability squares were out of propor-

tion to that lowered probability, then

there would be a problem. When out of

sheer luck, a player in a game gets a big

advantage, the game is unfair.” He con-

cludes that Monopoly is not unfair in

that manner.

Bruce Moskowitz of East Setauket,

N.Y., remarked, “In my youth I played

Monopoly many times with my broth-

ers and friends, and it was common

knowledge that the tan-colored proper-

ties, St. James Place, Tennessee Avenue

and New York Avenue, are especially

valuable since there is a relatively high

probability of landing on one of them

when leaving Jail.” This suggestion re-

ceives confirmation from the calcula-

tions, given that all three of these prop-

erties figure among the top 12 in the

chart of probabilities.

Jonathan D. Simon of Cambridge,

Mass., chided me for suggesting that

cheap properties were put near the start

to help even out the game. “Monopoly

was.. .created during the Great Depres-

sion by a single designer, Charles Dar-

row, with lots of presumably unwelcome

time on his hands. Under the trappings

of wealth, the illustrated fat and rich

men, it is (slyly) a poor man’s game. In

virtually all Monopoly contests . . . the

‘cheap’ properties turn out to be the

most vital to Monopolize....The ‘lucra-

tive’ properties. . .are expensive to own

and prohibitively expensive to build

without a source of income provided by

ownership of a cheap group with hous-

es.” Point taken, though I would still

argue that putting a lucrative property

on the first half of the board would

definitely be unfair, by Weiblen’s criteri-

on that no player should gain a big ad-

vantage purely by chance. And I’m not

convinced that buying up lots of cheap

properties and renting them out is a

poor man’s strategy! SA

Copyright 1996 Scientific American, Inc.



Perhaps the human race carries a

gene for hubris. The history of

technology, since the time of

Icarus’s ill-fated aviation project, is lit-

tered with accounts of Man (it usually

is the males) overreaching himself. Ac-

cidents happen, and after nearly every

major one there is an inquest. With the

benefit of hindsight, it is usually pos-

sible to identify the human error, or

chain of errors, that caused things to go

wrong. Most of the voluminous litera-

ture on risk management—with a few

exceptions, such as that aimed at ven-

ture capitalists—is devoted to picking

over the bones of past accidents and

drawing lessons to ensure that those

particular mistakes can never happen

again. It is a frustrated literature. Things

continue to go wrong, and there is little

evidence that we are learning from this

catalogue of mishap and disaster. Diet-

rich Dörner’s book demonstrates why.

The Logic of Failure is a prescriptive

book, and not a modest one: Dörner sets

out a five-step “schema for the entire

problem-solving process.” Address the

tasks laid out in each step, and whatev-

er problem is at hand will be solved in

the most effective possible way. Or so

one might wish.

First, Dörner states, “We need to have

clear goals in mind.” Here is the initial

problem; rarely can individuals, let alone

societies, define clearly what they want.

We are ambivalent. No one wants an

accident, but everyone appears to want

to be free to take risks. And risks, by

definition, carry the possibility of ad-

verse outcomes.

Second, according to Dörner’s schema,

we must have a model. “Can we as citi-

zens,” he asks, “ever have a complete

understanding of the issues?” The an-

swer is, clearly, “No,” but he presses

on: “Once we have acquired enough in-

formation about a situation and have

formed a model that fits this informa-

tion together, we should be in a posi-

tion to assess not only the status quo

but also developments likely to follow

from the current situation.” Perhaps we

“should be,” but we never are; predic-

tion routinely founders on inadequate

information.

Fourth comes planning, decision and

action—activities that Dörner acknowl-

edges to be challenging: “Decision mak-

ing,” he observes, “is rarely an easy

task,” and “action is a difficult enter-

prise.” The final step is review and revi-

sion: “We must be prepared to acknowl-

edge that a solution is not working.”

Who could disagree with such an obvi-

ous conclusion?

Dörner illustrates his prescriptions

mostly by showing what happens when

people apparently fail to follow them.

In one study, he and his colleagues gave

participants dictatorial powers to run

“Tanaland,” an imaginary nation some-

where in the Sahel. They controlled key

variables such as infrastructure provi-

sion, medical care and birth control,

water and irrigation and agricultural

methods. Most participants produced

simulated catastrophic famine, because

their initial successes generated increas-

es in the human and cattle populations

that soon overran resources. Dörner’s

analysis of these failures smugly pre-

sumes that the developers of the com-

puter simulation knew the “right an-

swer” and that their model was suffi-

ciently realistic to constitute a fair test

of the participants’ risk-management

abilities. In fact, the study used a sim-

plistic Malthusian model certain to trip

up players who did not share the pes-

simism that was built into the game.

When a Grand Prix driver has an ac-

cident, is it because he made a mistake

or simply because he was unlucky? Dör-

ner would almost certainly answer that

someone—a member of the pit crew, a

competitor, the car or track designer,

the driver himself—made an error. As a

result of that attitude, he litters his
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MISTAKES WERE MADE
Review by John Adams

The Logic of Failure: Why Things Go Wrong 

and What We Can Do to Make Them Right

BY DIETRICH DÖRNER

Henry Holt and Company, 1996 (originally published in German in 1989) ($25)

Why Things Bite Back: Technology and the Revenge 

of Unintended Consequences 

BY EDWARD TENNER

Alfred A. Knopf, 1996 ($26)
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book with impossible platitudes guar-

anteed to bring a wry smile to the face

of a racer entering a chicane or to any-

one else who must make a decision with-

out adequate information—which is all

of us most of the time: “We must learn

to cope with side effects”; “Taking the

middle path between clinging stubborn-

ly to a doomed plan and giving up a fun-

damentally good one is not easy. Finding

this path, though, will give us greater

chances for success.”

How can anyone manage these tricks

in a nonlinear world characterized by

conflicting values and populated by bil-

lions of people acting on one another

and on their environment—and in the

process constantly changing one anoth-

er and the world? Dörner’s ultimate an-

swer is a bit lame: “What matters is not,

I think, development of exotic mental

capabilities . . . . There is only one thing

that does in fact matter, and that is the

development of our common sense.”

Why Things Bite Back is a refreshing

antidote to such earnest risk-manage-

ment orthodoxy. Edward Tenner has a

keen nose for paradox and irony and a

very different idea of common sense.

Given the catalogue of errors that serves

as his subject matter, he is remarkably

cheerful—partly, I suspect, because he is

one of nature’s optimists and partly be-

cause like most of us he enjoys what

happens when pomposity steps on a

banana skin.

Although he presumably has not read

The Logic of Failure (it was published

in German in 1989, but the English

translation has just been released), Ten-

ner provides an excellent implicit cri-

tique of it. He shows that our inability

to articulate clear goals for the manage-

ment of risk is found even in sport,

where arguments rage over the use of

new equipment and techniques that

could improve safety and performance.

It is possible, for example, to devise

Reviews and Commentaries Scientific American October 1996      121

I MAY BE SOME TIME: ICE AND THE
ENGLISH IMAGINATION, by Francis
Spufford. Faber and Faber, 1996
($24.95).
Captain Oates’s famous last words
before perishing in the Antarctic
(“I’m just going outside, and I may
be some time”) have set Francis
Spufford off on a lyrical rumination
on the meaning and mythology of the
icy unknown—in science and in liter-
ature, in high society and in the atti-
tudes of the masses. The result is a
wholly original concoction. British
fantasies of Eskimo life, the denoue-
ment of Frankenstein and the bizarre
hollow-earth theory of John Cleves
Symmes blend together naturally
into a kind of neo-Victorian poetry.

EMPIRE OF LIGHT, by Sidney
Perkowitz. Henry Holt and Company,
1996 ($25).
Using light as a unifying theme, Sid-
ney Perkowitz roams widely through
classical and modern physics, the
nature of vision, optics, cosmology
and fine art. The author displays an
obvious love of breaking down the
boundaries between disciplines; art-
ists and scientists alike may discov-
er some intriguing new personalities
in the course of reading this book.
The trade-off is a superficiality that
erodes the subtlety behind some of
the scientific anecdotes and re-
duces a few sections to little more
than name-dropping.

A FIELD GUIDE TO GERMS, by
Wayne Biddle. Anchor Books, 1996
($12.95).
Some are deadly, others crucial 
to sustaining modern life. Wayne
Biddle leads the reader from adeno-
viruses to Zika fever, with more than
five dozen stops along the way, in-
cluding Clostridium botulinum (from
the Latin botulus, “small sausage,”
the food once most likely to harbor
the microbe’s highly lethal neurotox-
in). Given the high price of even this
paperback version, however, far too
few people will enjoy this lively book.

BRIEFLY NOTED

Continued on page 123
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Art and Science: Investigating Matter
PHOTOGRAPHY BY CATHERINE WAGNER

At the Gallery of Art at Washington University in St. Louis 

(through November 3); at the International Center for Photography 

in New York City (March 28–June 15, 1997)

Exhibit catalogue. Nazraeli Press, 1996 ($45)

Catherine Wagner, a photographer and art professor at Mills College in
Oakland, Calif., uses the camera to pick apart everyday parts of our cul-

ture. Earlier exhibits have focused on the knickknacks in people’s homes and
on the construction of a convention center. While serving as artist-in-resi-

dence at Washington Univer-
sity, she turned her lens on
the laboratory to “demystify
the technical language of
science by creating visual
questions.” Her new exhibit
contains 65 works from that
project. One might quibble
that photographs such as Se-
quential Molecules (left) are
more about the form of sci-
ence than about its method.
But therein lies Wagner’s
strength: the utilitarian ap-
paratus and rigorous organi-
zational schemes of scientif-
ic research make for stark
and oddly beautiful composi-
tions, affirming the artist’s
parallel fascination with the
nature of the material world.

—Corey S. Powell

NOW ON VIEW

Copyright 1996 Scientific American, Inc.



procedures that permit mountaineers to

achieve the summit of a particular peak

with less risk than before, but many

climbers resist “improvements” that di-

minish demands on their skill.

Things tend to “bite back” whenever

we interfere with them in ignorance—

the state, Tenner amply demonstrates,

in which the real world usually compels

us to operate. The same is true, only

more so, of our attempts to anticipate

the future. Tenner devotes three chap-

ters to describing the way that insect

pests bite back, often literally, when na-

ture’s rules turn out to be much more

complex than those understood by the

pests’ would-be controllers.

Tenner has enjoyable sport with the

hubris implicit in calls for perfect plan-

ning. Where Dörner endorses a goal of

gathering information that will lead to

an accurate model of future events,

Tenner invokes Paul Valéry to telling ef-

fect: “Unpredictability in every field is

the result of the conquest of the whole

world by scientific power. This invasion

by active knowledge tends to transform

man’s environment and man himself—

to what extent, with what risks, what

deviations from the basic conditions of

existence and of the preservation of life

we simply do not know. Life has be-

come, in short, the object of an experi-

ment of which we can say only one

thing—that it tends to estrange us more

and more from what we were, or what

we think we are, and that it is leading

us. . .we do not know and can by no

means imagine where.”

Tenner covers an impressive range of

“revenge effects” and shows convinc-

ingly that unintended and undesired

consequences are the norm whenever

new technologies are introduced: the

revolution that now permits informa-

tion to be stored and transported elec-

tronically has produced a proliferation

of paper. Flood-control work by the

U.S. Army Corps of Engineers has actu-

ally increased the damage caused by

floods. Helmets and other protective

gear help to make football more danger-

ous than rugby. Roads designed to re-

lieve congestion are themselves clogged

with traffic. Clear, straight roads often

have the highest fatality rates.

The more that we introduce conspic-

uous safety measures, Tenner argues,

the greater becomes the likelihood of a

Titanic-style disaster in which “belief in

the safety of the ship [becomes] the

greatest single hazard to the survival of

its passengers.”

Why can’t we use reason to stamp

out failure? Why do things bite back?

The brief answer appears to be that

“things” are densely interconnected.

Whenever we intervene to change one

specific item, we set in motion innumer-

able other changes. Risk and uncertain-

ty are therefore inescapable.

Perhaps the single most effective thing

that we can do to improve our luck is

to devise ways of ensuring that the peo-

ple responsible for sweeping changes in

the world (or any small part of it) are in

the front line when it comes to suffering

the unintended consequences of their

actions. The irony at the heart of both

books, vainly resisted by Dörner but

thoroughly embraced by Tenner, is one

appreciated more than 100 years ago

by Herbert Spencer: “The ultimate re-

sult of shielding men from the effects of

folly is to fill the world with fools.”

JOHN ADAMS is a reader in geog-
raphy at University College London.
He is the author of Risk (UCL Press,
1995).
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IN “Power and money—is that
what this is all about?”

Chain Reaction
DIRECTED BY ANDREW DAVIS

20th Century Fox, 1996

The specter of the notorious 1989 “discovery”
of cold fusion—not to mention the mythical

100-mile-per-gallon carburetor—looms large over
this scientific thriller. An enterprising college drop-
out, adequately portrayed by Keanu Reeves (shown
at right), chances on a technique for extracting a
nearly limitless supply of energy from ordinary wa-
ter. The scientists leading the project want to re-
lease the news to the world via the Internet; sinis-
ter forces, however, do not want the secret re-
vealed, and the chase is on.

Chain Reaction displays some welcome signs of
scientific literacy. The film intriguingly invokes sono-
luminescence as the key to the energy break-
through, albeit vaguely (it is never really clear if we
are watching fusion or simple hydrogen combus-
tion). And it is nice to see a mainstream movie in
which a lab technician is depicted as heroic and
socially functional. On the other hand, the conspir-
acy-minded plot suggests a basic frustration with
big science. In Hollywood mythology, collaboration
and peer review are just obstacles to the triumph
of the inquisitive spirit. —Corey S. Powell
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BEING MEDICAL
Review by Sherwin B. Nuland

Life after Medical School

BY LEONARD LASTER

W. W. Norton, 1996 ($27.50)

Afew months ago I received a 

telephone call typical of many 

that I and other doctors have

grown used to. A medical school junior

had become infatuated—that is the only

word to describe the intensity of her en-

chantment—with the idea of entering a

training program in my specialty. As I

listened to this intelligent young wom-

an describe the aesthetic intensity of

touch and sight that are the core of a

surgeon’s working life, I remembered

the magnetizing influence those very

qualities had held for me at a similar

stage of my own professional educa-

tion. I also knew well—as she anticipat-

ed—the personal satisfaction of wit-

nessing the direct, curative outcome of

one’s handiwork.

But after more than 30 years of a

busy career, I recognized that I would

have to temper the student’s newfound

fascination and tell her of the some-

times harsh realities of a surgeon’s daily

portion. Joseph Campbell’s pop philos-

ophy notwithstanding, I have seen

more than one young person follow an

ill-considered bliss right up the garden

path, whether in matters of work or of

the heart.

I interrupted the cavalcade of enthu-

siastic adjectives rolling through the re-

ceiver to speak of the rigors of training,

the constant urgencies of the surgeon’s

life and their effect on a family. I made

the point that precisely the solo respon-

sibility that brings such satisfaction

when things go well becomes the source

of much gnashing of teeth when it does

not. Adding to this tension is the fact

that in many cases a surgeon must make

crucial decisions about diagnosis and

treatment before all necessary evidence

is available—the internist’s leisure to

contemplate is too often absent.

I told my caller to speak to other sur-

geons, to visit training programs at sev-

eral different schools and to look care-

fully at other specialties. Throughout

our long conversation, I found myself

wishing for a single published volume I

might recommend, one in which the ex-

periences of many specialties were con-

densed, compared and contrasted. I

know my own field of medicine well

but cannot speak authoritatively about

alternatives.

Those of us who have received more

than a few of these calls (and those who

crave the insights of practitioners in the

medical field) can now relax, at least a

little. Life after Medical School, com-

piled by Leonard Laster, an internist

and chancellor emeritus of the Universi-

ty of Massachusetts Medical Center, is

a collection of 32 interviews of experi-

enced physicians who have spent their

careers in a particular specialty or in

some offshoot of a medical career. It

should help guide the aspiring student,

and it may also provide useful under-

standing of the variety of medical expe-

rience for nonphysicians.

Laster’s subjects tell us about the

background that made them choose

their fields, their experiences in training

and practice, and their reflections on

the decades of work. He has assembled

a remarkably mixed group: some of

them are academics, some in private

practice, some are superspecialists and

others are in primary care. They are
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WEATHER: DRAMA OF THE HEAV-
ENS, by René Chaboud. Translated
by I. Mark Paris. Harry N. Abrams,
1996 ($12.95).
This unpretentious book packs a lot
of glossy illustrations and basics of
weather research into a pocket-size
format. The translation from French
has left behind an odd mix of En-
glish and metric units, but
the text itself could
hardly be clearer. The
extensive marginalia
(captions, quotes,
anecdotes) encour-
age random brows-
ing; a further reading
section provides useful
grist for those whose in-
terest grows past the book’s
intentionally limited depth.

UNRAVELING PILTDOWN, by John
Evangelist Walsh. Random House,
1996 ($25).
The famous Piltdown man fossils ex-
cited and confounded paleontolo-
gists until they were exposed as
fakes in 1953. The question ever
since has been, Who perpetrated
this elaborate fraud? John Walsh
frames the story as a very entertain-
ing whodunit. Disputing several re-
cent theories, he points the finger
back at the most obvious culprit:
Charles Dawson, the amateur fossil
hunter who allegedly discovered the
bones. The wrap-up is unsurprising
and unsatisfying, however, as Walsh
supplies no persuasive motive and
uncovers no smoking gun.

CHARLES DARWIN’S LETTERS: 
A SELECTION, edited by Frederick
Burkhardt. Cambridge University
Press, 1996 ($21.95).
These letters, culled from the seven-
volume Correspondence of Charles
Darwin, span the years from Dar-
win’s student days to the publica-
tion of On the Origin of Species in
1859. There are some revealing per-
sonal insights, such as his battle
with seasickness on board the
H.M.S. Beagle, but high drama is not
much in evidence. The real draw is
the meticulous way the letters tell
the inside story of Darwin’s energet-
ic, 22-year quest for evidence in sup-
port of his theory of evolution
through natural selection.

BRIEFLY NOTED

Continued from page 121
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black, white, male, female,

married and single, born to

wealth or raised in poverty.

Laster chose his interlocu-

tors—friends, professional

acquaintances or simply in-

teresting physicians—not so

much for prominence as for

the wide range of the tales

they tell. We read comments

from the former editor of the

New England Journal of
Medicine and from a former

U.S. surgeon general. We

also learn about the careers

of a general practitioner in a

small town in Massachu-

setts, an internist caring for

homeless patients in Balti-

more and a salaried ophthal-

mologist working for an

HMO in Oregon. Several

physicians’ interests led them

far afield: one now runs a

major corporation, and an-

other oversees a charitable

foundation. A third is gover-

nor of the state of Vermont.

In addition to explaining

the reasons that they chose one special-

ty over others, Laster’s contributors have

described why they ruled out certain ca-

reer choices. This information is almost

equally important. One urologist, for

example, abandoned the idea of neuro-

surgery after doing duty with a poten-

tial mentor who embodied the opposite

of almost everything the younger man

wanted to be as a doctor. A radiologist

and an anesthesiologist both aban-

doned other specialties after realizing

that their healing talents did not include

direct interaction with patients.

Within this diversity, all these doctors

have a few things in common—most

clearly, their love of the art of healing.

Without exception, they agree that the

medical life is both useful to society and

the source of great personal rewards.

Although such attitudes are not surpris-

ing in a group that has been found wor-

thy of interviewing for posterity, it does

provide a good  counterpoint to the

widespread media coverage of doctors’

dissatisfaction with their profession.

Although a book like this calls out to

be read in its entirety, I must attach a

caveat to that recommendation. Laster

has constructed each chapter by trans-

ferring a long interview from speech to

print; the result is a set of monologues

all delivered—despite the differences

among the speakers—in a single voice.

The reader may soon grow tired of “lis-

tening” to one contributor after anoth-

er “speaking” at the same pace and

with the same inflections in the tran-

scribed and Laster-edited sentences. Al-

though the effort is more than repaid

by the broad view of the medical land-

scape a reader attains, the book is very

difficult to read in long sittings.

This volume is no medical Arabian
Nights; still, Laster introduces such a

sympathetic group of personalities do-

ing work of such a high degree of intrin-

sic interest that the end of each chapter

only stimulates the reader to brave the

stylistic tedium and go on. Life after
Medical School will be of immense help

to my young caller and to countless

others in and out of medicine. I have al-

ready phoned her with the advice to buy

her own copy, because I will be needing

mine when the next student calls.

SHERWIN B. NULAND teaches
surgery and the history of medicine at
Yale University. He is the author of
How We Die, which won the National
Book Award for nonfiction in 1994.
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FIRST OPERATION
under ether is performed by John Warren in 1846.
William Morton (left) administers the anesthetic.
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CAN CHINA 
FEED ITSELF?

by Tim Hanstad, Li Ping
and Roy Prosterman

ELECTRIC VEHICLES

by Daniel Sperling

ON SALE OCTOBER 29

COMING IN THE 
NOVEMBER ISSUE.. .

Also in November. . .
Evolution of the 
Immune System

Quantum Seeing in the Dark

Global Climate
Change on Mars

Dyslexia
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Scientists and engineers map their

world in numbers, a form of ex-

pression that is as colorless as it

is information-rich. Common speech

(apart from age, time and the arresting

topic of money) hardly uses numbers.

Speech does draw its distinctions of

quantity—few or many, cheap or dear—

but oddly enough, words rarely part any

range into more than three categories.

One instructive exception is the list of

six nouns that are used for natural rock

fragments: silt, sand, gravel, pebbles,

cobbles, boulders. Although most of

these are everyday terms, they have been

given standardized meaning among ge-

ologists. Still, you don’t have to be a sed-

iment scientist to grasp how much fine

silt differs from big boulders in a moun-

tain stream. The words offer understand-

ing over a scale of size that extends a

millionfold.

Two terms that scale not space but

time are quite widely used, the New

World and the Old World. They record

the European surprise when 500 years

ago the newly emboldened voy-

agers found an inhabited conti-

nent that barred the seaway

westward to the distant shores

of the wealthy Emperor of Cath-

ay. In truth, each side then found

that the other was new enough. Novel-

ty was fully reciprocal: the ruins that dot

Eternal Rome are not a bit older than

those that awaited the Aztec entry to the

Valley of Mexico. The long-term conse-

quences of conquest did not divide an

American New World from a Eurasian

Old World, as we sometimes imagine,

but instead linked them tightly, for good

and for ill.

What endures is the fascinating fact

that for human beings our Americas are

really new; the wider landmasses of Af-

rica, Europe and Asia are factually very

much older, not in their rocks, but in

human experience. The true distinction

between Old and New has nothing

much to do with the modern story

of Admiral Columbus or even of

lucky Leif a mere thousand years

before him, but rather with the

chronology of our prehistory. The

protohuman evolutionary time-

scale can be set roughly but firmly

at some few million years, 100

times as old as Niagara Falls or

Great Salt Lake. We fix that long

time not only by dating a few excava-

tions but by a diverse range of concur-

rent, datable fossil markers, from the

bones of extinct saber-toothed cats,

cave bears and odd little mice to multi-

ple layers of volcanic ash and pollen, in

valley walls as deeply eroded as Oldu-

vai in East Africa.

The evidence of protohumanity lies

within four corners of the Old World:

the shores of the North Sea, the Cape

of Good Hope, the southeastern tip of

Java’s island chain and north beyond

the Great Wall of China. Scores of ex-

cavations over that entire wide hemi-

sphere have shown us worked stones,

old hearths and skeletal remains, all left

by our ancient forebears. They were not

yet members of our own species, but

they are ancestral kinfolk of our own

genus, the hominids, in all those places.

Across the Americas we can point

out scrupulous excavations in plenty to

show who came here to the New World.

A score of sites are found from the Ber-

ing Sea south to the region of the Straits

of Magellan. None bears any witness 

to protohumans at all. All those bison

hunters, spearhead shapers and cunning

basket weavers whose handiwork and

physical remains have been found in

these Americas are of our very own kind,

that single species we self-servingly dub

Homo sapiens. Our living species is

proved by long experience to be a single

species, fully interfertile. By no means

anything like a million years old, H. sa-
piens might go back a tenth of that time,

possibly even as much as a third of it.

Contrast those protohominid fossils of

the African Rift: famous little Lucy, our

apelike ancestor there, is about 10 times

the age of any sapiens find anywhere.

That order of magnitude carries my

point. All over the globe, Old

World and New, there are no living ho-

minids save sapiens. All of us today are

united by one visible anatomy and by a

whole catalogue of common blood pro-

teins. The languages that in some way

part us nonetheless share so much that

we can conclude as a first-rate working

hypothesis that language is in general,

like art, a common heritage of our spe-

cies. We are unsure how much of either

language or art the earlier species had.

It is sure that some of them prepared ef-

fective tools of stone according to very

slow-changing patterns and that they

sometimes occupied cave shelters. Above

all some were the Prometheans who first

Reviews and Commentaries

COMMENTARY

WONDERS
by Philip Morrison          

New World and Old: A Matter of Magnitude

All over the globe, Old World 
and New, there are no living 

hominids save sapiens.

Continued on page 127
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Iwas watching the news the other

night when I saw a story about

somebody being identified by the

so-called DNA-fingerprinting technique.

On the screen were the now familiar

black-and-white bands you’re starting

to see in all the cops and robbers mov-

ies. Back in the 1930s, it was the Swed-

ish Nobel laureate Arne Tiselius who

made all this fun possible. He worked

out how to make protein molecules line

up according to size, by putting them in

a gel that he then zapped with various

charges. Electrophoresis.

The hardly visible differences in the

gel (caused by the migrating proteins)

were more easily seen with Schlieren

photography. With it, the slightest vari-

ations in density show up (because of

changes in the refractive index) in a

transparent medium such as a protein-

loaded gel. Or turbulent air. Which is

why, right from the start, the Schlieren

method was also a great success

with airflow freaks such as The-

odor von Kármán, whose vor-

tices you’ll sometimes see curl-

ing away, like streaks of fog,

from the wings of an airplane

taking off on a damp day.

Both von K. and his streaks were well

known to a pal of his, A.H.G. Fokker,

of the planes of the same name. But

Fokker did something else besides build

great flying machines that would first

cross the U.S. nonstop in 1926 and in

the same year take Byrd first over the

North Pole.

During World War I, Fokker worked

out a clever way to synchronize a pro-

peller with a machine gun, so fighter

aces wouldn’t shoot their own props

off. All you had to do with this new

system was point the plane and fire.

The arrangement was so successful

(particularly in the hands of such hot-

shots as Manfred von Richthofen, the

Red Baron, in his red Fokker) that it be-

came known as “the Fokker scourge.”

At the time, machine guns were doing

well on the ground, too. Especially

against thousands of infantry snagged

on barbed wire during advances. Sitting

ducks, really.

The amazing new invention called

the tank was supposed to prevent this,

by crawling over (and knocking down)

the barbed wire, thus clearing a path

for the troops. Irony was, that the tanks

got taken over by cavalry regiments. The

majority of the horses had been requisi-

tioned from rural America for trans-

port regiments in Europe, to haul sup-

plies (to the men who were now also
missing from the farms). Which caused

the invention in the first place.

Back in California, the shortage of

horsepower and man power had in-

spired a farmer named Ben Holt to in-

vent an entirely new kind of agricultur-

al implement. Holt lived in the San

Joaquin Valley, where a lot of the land

was so wet it wouldn’t support anything

on wheels (or in some cases, hooves).

He came up with a crawler tractor that

ran on tracks as it spread the load. A

friend remarked that it looked like a

caterpillar, and the rest is farm-equip-

ment history.

Most of the early Holt tractors got

sold to the Allies during the war,

which is how the military saw them

and—bingo—came up with tanks. The

tractors ran on gasoline, but later Holt

switched to the diesel (after Rudolf

Diesel) engine, which itself was so suc-

cessful because it was cheaper to run

than gasoline engines and could start

cold. Also, people thought it would burn

almost any junk for fuel; there was even

one that ran on peanut oil. It may have

been this last selling point that won Die-

sel his financial backing from the out-

set. Because right from the start, when

talking to anybody about his engine, he

used the magic word “coal.”

It was how the engine worked that

made such talk possible. With a diesel,

all you do is compress air in a cylinder

so its temperature goes up to near 800

degrees Celsius. At the top of the piston

stroke, when the air is hottest, you in-

ject a suitable liquid, gas or particulate.

Just the heat of the air causes it to com-

bust, which pushes the piston down and

starts the cycle all over again. So the

diesel looked as if it’d burn anything

that—well—burned. Like coal dust. In

1897 this sounded like sweet music to a

man who had a great deal of the stuff.

And so it would to you, if you ran the

biggest steel plant in Europe and the

railways and, to top it off, owned all

the coal mines that went with this way

of making money. In Friedrich Krupp’s

case, a lot of money.

Not surprisingly, Friedrich’s father,

Alfred, who’d brought the firm to

greatness earlier in the century, was less

than keen on the new wind of Socialism

sweeping through the industrial world

just then. For him it meant social anar-

chy. So he devised ways to keep his

workers happy enough not to want

such inconveniences as trade unions.

Reviews and Commentaries126 Scientific American October 1996

CONNECTIONS
by James Burke

Making Your Mark

COMMENTARY

What would you expect 
from a guy who once said: 

“As pants the deer for cooling
streams, so do I for regulation”?
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He gave them canteens, pensions, hous-

ing, company discount stores and even

uniforms to wear at home (what would

you expect from a guy who once said:

“As pants the deer for cooling streams,

so do I for regulation”?).

Such a “welfare” scheme (as well as

his love of trees and dislike of compa-

ny) bonded him with the chap running

Prussia at the time. This person was, I

suppose, regulation personified. Otto

von Bismarck (also an antisocial tree

lover) and Krupp were meant for each

other. After all, Otto made war and Al-

fred made guns. Bismarck was also keen

on welfare (he started the first universal

old-age pension) and statistics and such,

because the more numbers you had on

all the average joes out there in the

streets, the better you could regulate

people so as to increase national output

(or fight wars). Bismarck had developed

this passion for the average joe because

Ernst Engel, the head of the Prussian

Statistical Bureau, greatly admired the

Belgian astronomer who had invented
the average joe.

Here’s how. In 1835 Brussels, Lambert

Adolphe Quételet modified the kind of

math that astronomers used to calcu-

late the probable path of rarely sighted

heavenly bodies to do the same thing

for population statistics. He believed if

you applied this math to large numbers

of people you could develop what he

called “social physics.” This way, you

could work out what the average joe

was up to and do statistically meaning-

ful sampling. Well, this was better than

previous methods (like multiplying the

number of chimneys by an assumed av-

erage family size to get the population),

so it attracted the interest of such math-

ematical biggies as Charles Babbage.

Babbage’s involvement with Quételet

led to the formation of statistical soci-

eties in Britain and eventually motivat-

ed a young man called Francis Galton

to go looking for ways in which any in-

dividual could be singled out from the

masses. The result of his work was the

discovery of a surefire way to differenti-

ate one person from another, known as

the fingerprint. Which was, until the ad-

vent of the DNA version I saw on TV

the other night, the ultimate ID.

P.S. Ironically, given how valuable

electrophoresis was to prove in the orig-

inal discovery of DNA, guess who Gal-

ton’s cousin was? Charles Darwin.
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came bravely to know the use of fire.

But the Americas are a New World, a

new place for humans. No sign of hu-

manity is found here anything near a

million years back. The true dates re-

main to be fixed firmly, but no finds here

are the work of another species. Distant

Australia as well belongs to our New

World of humanity. Its oldest human re-

mains are also those left by clever sapi-
ens, our siblings. Most oceanic islands,

like the three seagirt continents, have

also never felt the tread of any ancestral

species. Big Madagascar and New Zea-

land were first settled by seafarers from

the Pacific only a couple of millennia

past, a timescale that overlaps familiar

written history.

Firmer, more precise dates indeed are

important—just when did the first peo-

ple come to America?—but the inference

from our wealth of loosely dated clues

is fully adequate to distinguish the Old

from the New. The difference between

our own species and those who came

before us has as sharp a meaning in or-

dinary speech as the simple terms “silt,”

“sand” and “gravel.” The terms “Old

World” and “New World” therefore

broadly transcend any uncertainties in

the precision of dating.

We can offer a plausible explanation.

Primates are land animals. Even now, at

any moment, not as many as one hu-

man out of 1,000 is to be found afloat

or aloft. Those ancestral folk could not

cross the seas during their million years

of foraging afoot. The New World was

reached overseas only after the eventual

appearance of a dynamic younger spe-

cies, our very own. It was only the sapi-

ent men and women who journeyed a

couple of hundred centuries ago along

icy coasts and inland valleys. So much

water was locked ashore as glacial ice

that the level of the high seas dropped

by hundreds of feet, and many islands

were for a while part of the main. A few

daring sea passages probably demand-

ed the mastery of sailing canoe or raft.

The remoter islands and the coasts of

distant Antarctica were left unvisited

until explorers could arrive under big

sails. Both ends of the earth’s axis re-

mained for the 20th century itself as icy

adventures by foot and by sledge. At

last our own kind has spread over all

the habitable lands, in both the Old and

New Worlds.

Wonders, continued from page 125
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by Chip Holt

The term “xerography,”
the use of photoelectric
phenomena to transfer

an image from one sheet of paper
to another, comes from the Greek
words for “dry” and “writing.”
Chester F. Carlson, a New York City
patent attorney who had studied
chemistry at the California Institute
of Technology, first demonstrated this
technique 58 years ago in a makeshift
laboratory above a bar in Astoria,
Queens, N.Y.

Over the next six years, more than
20 companies turned down Carlson’s
proposals to develop the technology. In
1944 Battelle Memorial Institute, a non-
profit research organization, entered into a
royalty-sharing arrangement with Carlson. Bat-
telle eventually signed a development contract in
1947 with Haloid Company, a Rochester, N.Y., firm
that produced photographic paper and later became Xe-
rox Corporation. The first xerographic machine came onto
the market in 1949, but it was slow, dirty and hard to use. Not
until 1959 did Xerox introduce an office copier, the 914, which
became the basis for the current multibillion-dollar industry.

CHIP HOLT is vice president of the Joseph C. Wilson Center for 
Research and Technology at Xerox Corporation.
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W O R K I N G  K N O W L E D G E

DRY COPYING exploits the principles that materials with oppo-
site electrical charges attract one another and that some ma-
terials conduct electricity better after exposure to light. In the
basic xerography process, a photoconductive surface receives
a positive electrical charge (a). An image is then exposed on
the surface; because the illuminated sections (the nonimage
areas) become more conductive, their charge dissipates (b). Nega-
tively charged powder spread over the surface adheres through elec-
trostatic attraction to the positively charged image area (c). A piece
of paper is then given a positive charge (d) and placed over the sur-
face, where it attracts the negatively charged powder (e). Finally,
heat fuses the image as etched in powder to the paper (f ).

PHOTOCOPIERS

PHOTOCOPIER moves a docu-
ment from the handler to the
glass platen (not shown), where
the pattern of the image is pro-
jected by lamps, mirrors and
lenses onto a photoreceptor belt
(or drum). The electrostatic
charge on the belt fades in areas
receiving light from the project-
ed image. Magnetic rollers brush
the belt with dry ink (toner),
which because of its static
charge clings to the image area
on the belt. A sheet of copy pa-
per approaching the belt is also
given a static charge sufficiently
strong to draw the image pattern
in the toner away from the belt.
Rollers then apply heat and pres-
sure to fuse the toner image into
place. For color copying, a multi-
step process is used, which
scans the image through color
filters and then applies separate
toners for magenta, cyan, yellow
and black.

BIRTH OF XEROGRAPHY
occurred on October 22, 1938, 
in Astoria, Queens, N.Y., when
Carlson used the process to
print this notation on a glass
slide using India ink.

DOCUMENT HANDLER

PHOTORECEPTOR BELT

MAGNETIC 
ROLLER

PAPER
TRAYS

HEAT 
ROLLERS

INVENTOR CHESTER F. CARLSON re-creates
the experiment that marked the advent of xe-
rography. The original machine never worked
well, but it provided the technological proto-
type for today’s photocopiers.
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