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Tackling Turbulence with Supercomputers
Parviz Moin and John Kim

J a n u a r y  1 9 9 7         V o l u m e  2 7 6         N u m b e r  1

Imagine a screamingly fast-moving atom fragment

that packs all the concentrated wallop of a hard-

thrown rock. Astrophysicists can still only speculate

about the cataclysms that create such cosmic rays,

but they have solid clues.
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Understanding Parkinson’s Disease
Moussa B. H. Youdim and Peter Riederer

The signature tremors and immobility of this af-

fliction are traceable to slowly accumulating damage

in a part of the brain that regulates movement. Oxy-

gen free radical molecules are likely culprits; now the

aim for many medical researchers is to find drugs

that can head off the assault.
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Predicting the swirling motions of air, water and other fluids just may be the most

staggeringly difficult problem in classical physics. Wind tunnels used to be an engi-

neer’s best tool for simulating turbulence. Now supercomputers fill the bill: in

many cases, such as estimating the stresses on future hypersonic aircraft designs,

computers can do what wind tunnels never could. Yet the complexities of flow still

dwarf even the most powerful machines.
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Transgenic Livestock as Drug Factories
William H. Velander, Henryk Lubon
and William N. Drohan

Genetic engineering has brought the “farm” to

pharmaceuticals. Thanks to advances in manipu-

lating DNA, it is now possible to breed pigs, cows,

sheep and other animals whose milk contains large

amounts of medicinal proteins. 

Surprisingly, when blind people draw three-dimen-

sional objects, they use many of the same conven-

tions that sighted artists do: lines represent edges,

foreshortening indicates perspective, and so on.

That discovery suggests that mental worlds orga-

nized around touch and sight are much alike.
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Air turbulence affects the performance

of golf balls, planes and other moving

objects. Supercomputers can help mod-

el airflow, sometimes better than wind
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Last spring researchers opened floodgates on the

Colorado River and sent a surge of water through

Grand Canyon. Their intention: to see if periodic

man-made floods could improve the canyon’s en-

vironment while boosting its value for tourism.

Experimental Flooding in Grand Canyon
Michael P. Collier, Robert H. Webb 
and Edmund D. Andrews

Creationist “refutations” of evolution, a glut of tele-

vision shows on the paranormal, scholarly attacks

on objectivity—is a tide of irrationalism besieging

science? Does it threaten further progress?

Trends in Society
Science versus Antiscience?
Gary Stix, Sasha Nemecek 
and Philip Yam, staff writers

Strange but true: Albert Einstein and Leo Szilard,

two of this century’s greatest theoretical physicists,

were also inventors. During the 1920s, they col-

laborated on designs for home refrigerators based

on novel principles. Recently recovered documents

explain what happened to these devices.

The Einstein-Szilard Refrigerators
Gene Dannen
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Alarmed by the public’s continuing enthusiasm for the paranor-

mal, the illogical and the unreasonable, many scientists and 

skeptics have gone on the defensive. They warn that this 

wave of irrationalism threatens to engulf society and, in the process, im-

pede science by robbing it of support and brains suitably equipped for

the rigors of future research. Mindful of these consequences, Gary Stix,

Sasha Nemecek and Philip Yam of Scientific American’s editorial board

therefore took a closer look at the ominous phenomenon that has come

to be known as antiscience. Their report appears on page 96.

They quickly discovered

that defining antiscience, let

alone assessing its danger, is

no easy task. Antiscience has

become like “political cor-

rectness,” an all-purpose slur

that defines the position of

the person using the phrase

better than it does the thing

being described. Are astrolo-

gy columns, creationist text-

books, television programs

about angels and tracts on

feminist physics all antiscience? Are they all antiscientific in the same

way? Does calling them antiscience do much to explain or refute them?

For that reason, it seemed most sensible and informative to get past the

broad heading and instead examine a few of the movements labeled an-

tiscientific in their particulars.

Few of the phenomena called antiscience are unique to our era. Belief

in the supernatural predates the written word; conversely, more peo-

ple may know at least some of the rudiments of science today than ever

before. The root causes of modern antiscience probably have less to do

with premillennial irrationality than they do with long-standing failures

of education (and not merely within the schools).

Even if a discrete antiscience trend does not exist, it is still important

to treat the individual problems (if that’s what they are) seriously and

thoughtfully. Antievolution movements damage the public’s understand-

ing of all biology and of the incremental nature of scientific progress.

That is why we must be prepared to pursue the maddening fight, over

and over again, to make sure that evolution is taught in schools. Ridicu-

lous assertions about UFOs and the supernatural need to be answered.

In our zeal to defend science, however, let’s not make the mistake of

overgeneralizing or falling into conspiracy-minded thinking.

Our greatest misfortune as rationalists is that it usually takes less work

to spout nonsense than to debunk it—but that extra effort is the un-

avoidable price for being on the side of the angels. So to speak.

JOHN RENNIE, Editor in Chief
editors@sciam.com
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WELFARE REFORM

Iam always sorry to see Scientific
American stray from science into pol-

itics, as you did in October 1996 with

the article “Single Mothers and Wel-

fare,” by Ellen L. Bassuk, Angela Browne

and John C. Buckner. You are not very

good at it, which perhaps is not surpris-

ing, since scientists are not in general any

better at such issues than anyone else.

There is no reason, though, why people

with credentials in psychiatry and psy-

chology should not say something sen-

sible about welfare economics. But when

an article is obviously a tendentious

piece of political pleading, you should

at least attempt to solicit some contrary

remarks from actual economists.

KELLEY L. ROSS
Los Angeles Valley College

I read “Single Mothers and Welfare”

with great interest because I spent seven

years as a social worker in a public wel-

fare agency in Alabama. I left the field

of social work, however, because of a

profound sense of disillusionment with

the welfare system. One problem I nev-

er see addressed is that welfare bureau-

cracies actually benefit from having un-

successful clients. If a caseworker gets

her clients to find jobs and become self-

supporting, she works herself out of a

job. The authors of the study—who re-

veal their own bias against the recent

welfare bill, labeling it “draconian”—

fail to address the problems with a sys-

tem that encourages self-destructive be-

havior and a bureaucracy that requires

more clients so it can exist and grow.

KATHERINE OWEN WATSON
Vestavia Hills, Ala.

Bassuk, Browne and Buckner ignore

the real inroads states such as Massa-

chusetts, Wisconsin, Indiana and Okla-

homa have made in reducing welfare

dependency by limiting the time over

which they will pay benefits. We have

done a terrible disservice to welfare re-

cipients by allowing them to become

dependent on a monthly check and ex-

pecting nothing in return. I hope those

days are over.

WILLIAM D. STEPANEK
Mahopac, N.Y.

Bassuk and Buckner reply:
The economist David Ellwood once

observed that “everyone hates welfare.”

Even so, extremely poor mothers and

children cannot be left scrambling to

survive without a safety net. We support

welfare reform, but sadly, reform has

typically been based on stereotypes and

myths, rather than rigorously collected

information about the realities of life

for poor women and children. We have

attempted to fill the gap in empirical

knowledge with our epidemiological

study. Although issues such as welfare

cannot be addressed without discussing

values, that does not diminish the scien-

tific rigor of our study or the critical need

for relevant research about social issues. 

We agree that bureaucracies tend to

be self-interested and paradoxically at

odds with those they serve. Sometimes,

as with welfare, the only solution is to

overhaul the system. Unfortunately,

states have not evaluated the effects of

current reforms. Our home state of

Massachusetts, for example, has been

touted for reducing its welfare rolls by

10,000, but no one knows what has

happened to these people; certainly, not

all of them are working. 

ALTERNATIVE VIEWS

Gary Stix’s profile of Wayne B. Jo-

nas and the Office of Alternative

Medicine [“Probing Medicine’s Outer

Reaches,” News and Analysis, October

1996] was colored by the prejudice of-

ten advanced against homeopathy in the

U.S., which stands in contrast to more

accepting attitudes in Europe. Stix chose

to describe the OAM in the peculiar

American landscape of personal energy,

harmonic resonance, assorted nostrums,

potions and electromagnetic-field gen-

erators. There is no doubt that the range

of therapies within alternative medicine

strains credulity, but recognizing those

therapies that have been assessed by

published clinical trials is a simple way

to cut through this complexity.

NORMAN K. GRANT
Michigan Technological University

Congratulations for your objective ap-

praisal of alternative medicine and the

director of the OAM. The terms “alterna-

tive” and “complementary” themselves

are obscurations meant to suggest that

unproved treatments are acceptable in

place of standard medical care. Those of

us on the front lines of medicine have

seen the results of uncritical public accep-

tance of appealing but unproved claims.

EDWARD H. DAVIS
Professor Emeritus, 

College of Medicine

State University of New York 

at Brooklyn

MINIATURE MICROBES

In the story by Corey S. Powell and

W. Wayt Gibbs discussing the possi-

bility that fossilized bacteria may have

been found in a meteorite from Mars

[“Bugs in the Data?” News and Analysis,

October 1996], Carl R. Woese is quoted

as saying, “These structures contain one

one-thousandth the volume of the small-

est terrestrial bacteria.” He expresses

doubt that anything so small could pos-

sibly be alive. But in another article in

the same issue, “Microbes Deep inside

the Earth,” James K. Fredrickson and

Tullis C. Onstott explain that when wa-

ter or other nutrients are in short supply,

bacteria stay alive by shrinking to one

one-thousandth of their normal volume

and lowering their metabolism. Could

the shrinkage of such subterranean bac-

teria provide a model for the very small

size of the alleged Martian bacteria?

LES J. LEIBOW
Fair Lawn, N.J.

Letters selected for publication may
be edited for length and clarity. 

Letters to the Editors8 Scientific American February 1997
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JANUARY 1947

Using a radar-transmitter tube and a horn antenna, an un-

usual cooker, called Radarange, bakes biscuits and gin-

gerbread in 29 seconds, cooks hamburgers with onion in 35

seconds, and grills a frankfurter and roll in ten seconds. The

equipment beams the radio-frequency output into the food be-

ing cooked. In operation, when cooking is completed, a timer

automatically shuts off the machine and the food is ready to

eat, according to the Raytheon Manufacturing Company.”

“Vibration tests are absolutely essential in aircraft and rock-

ets designed to approach the speed of sound. The principle of

resonant vibration is now being utilized for structural tests.

Electronic shaker units, essentially like a radio loudspeaker,

are positioned near the structure being tested. The moving el-

ement of each shaker is coupled to a metal rod that fits onto

a rubber suction cup attached to the structure. The shaker

need only be energized at the natural vibrating frequency of

the structure in order to produce, in a few minutes, vibrating

forces so strong that iron beams snap in two and 30-ton

bombers actually bounce off their landing wheels.”

“It is really astonishing to find what effects odors can have

on purchasers. A case in point: scented hosiery is bought in

preference to unscented hosiery, but, oddly enough, a survey

has shown that purchasers are not consciously influenced by

the odor; they imagine that the scented goods have a better

texture or a more appealing color.”

“When the city-fathers of a municipality decide to spend

some of the taxpayers’ money for a new sewage-disposal or

water-supply system, one type of piping, made from asbestos

fibers and cement, is at or near the top of the list. It is free

from various types of corrosion, and its internal smoothness

keeps flow capacity at a peak through the years.”

JANUARY 1897

An invention which promises to be of the greatest practical 

value in the world of telegraphy has received its first

public announcement at the hands of Mr. William H. Preece,

the telegraphic expert of the London post office. During a

lecture on ‘Telegraphy Without Wires’ recently delivered in

London, Mr. Preece introduced a young Italian, a Mr. Mar-

coni, who, he said, had recently come to him with such a sys-

tem. Telegraphing without wires was, of course, no new idea.

In 1893 telegrams were transmitted a distance of three miles

across the Bristol Channel by induction. But young Marconi

solved the problem on entirely different principles, and post

office officials had made a successful test on Salisbury Plain

at a distance of three-quarters of a mile.”

“Crowding close on the heels of famine comes the bubonic

plague, and to-day half the population of Bombay have fled

from the city. The point which most interests Europeans is

whether the awful disease is likely to flourish in northern lat-

itudes if the infection is introduced there; but no evidence is

forthcoming as yet. Dr. Waldemar Haffkine, who is investigat-

ing the subject in Bombay, fastens the responsibility for car-

rying the infection upon rats, and ants. Rats have the plague.

They die and are eaten by ants, which carry the germs into

the crevices of buildings and to watertaps and sinks. Thus the

poison is diffused and cannot be eradicated except by fire.

Dr. Haffkine has, it is said, proved the efficiency of attenuat-

ed plague virus as an antidote for the disease.”

“Our engraving shows the working of a new style of eleva-

tor which is being put to a practical test by the trustees of the

Brooklyn Bridge. It is the invention of Mr. Jesse W. Reno,

who, by way of introducing it to public and official notice,

erected this same machine at Coney Island last September,

where it carried over 75,000 people. The movable flooring

has an inclination of 25 degrees, the vertical lift being 7 feet.”

JANUARY 1847

An iron bridge, in size and magnificence, perhaps, never 

before equaled, is about to be erected, with a viaduct

across the Tyne, from Gateshead to Newcastle-upon-Tyne,

for the Newcastle and Berwick railway. The contractors are

to make, supply, and erect all the cast and wrought iron and

wood work for bridges and approaches, according to the de-

signs, and under the instructions of Robert Stephenson, Esq.”

[Editors’ note: Opened in 1849, the High Level Bridge still
carries road and rail traffic across the Tyne.]

50, 100 and 150 Years Ago

5 0 ,  1 0 0  A N D  1 5 0  Y E A R S  A G O
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Inclined elevator at the Brooklyn Bridge
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CHEMISTRY

BUCKYBALLS

ROBERT F. CURL
Rice University

HAROLD W. KROTO
University of Sussex

RICHARD E. SMALLEY
Rice University

Robert F. Curl, Harold W. Kro-
to and Richard E. Smalley
won the Nobel Prize for

Chemistry for their 1985 discovery of
buckminsterfullerene, a third form of
carbon, in which the atoms are arranged
to form a closed, cagelike sphere. (The
other two forms of carbon are graphite
and diamond, which are, respectively,
sheetlike and tetrahedral.) The
archetype of the fullerene family
is carbon 60 (C60), which has the
shape of a soccer ball. The name
derives from the molecule’s resem-
blance to the geodesic dome de-
signed by the American architect
and inventor Buckminster Fuller.
Five years after the discovery, oth-
ers uncovered a way to make mac-
roscopic quantities of them easi-
ly, thus opening an entirely new
branch of organic chemistry.

Curl, Kroto and Smalley, along
with Rice graduate students James
R. Heath and Sean C. O’Brien,
found “buckyballs” serendipitous-
ly. At Sussex, Kroto had been
studying the carbon-rich atmo-
spheres of red giant stars and,
through spectroscopy, noted that
they contain long chains of car-
bon and nitrogen molecules.

Kroto sought help from his Rice
colleagues to explain how such

molecules formed in stellar
atmospheres. Smalley had
built a device that could
create small agglomera-
tions of molecules. In the
device, a laser ablates, or
cooks off, a bit of a sam-
ple material. The ablated
matter, in the form of
plasma, is cooled with
helium gas and ejected
into a vacuum chamber.
This jet of material expands supersoni-
cally. As a result, the molecules cluster
into various sizes and cool to near ab-
solute zero, making them stable enough
for study in a mass spectrometer.

Smalley and Curl had been using the
device to examine metal clusters that
might be useful in semiconductors. The

feedstock changed to car-
bon on September 1, 1985,
when Kroto arrived for a
visit. With the apparatus,
they found that carbon
preferred to form clusters

of 60 (and to a lesser ex-
tent, 70) atoms. These clus-

ters were extremely sta-
ble: C60 did not react
when exposed to gases
such as hydrogen or am-

monia. At first the investigators could
not fathom how 60 carbon atoms, if ar-
ranged in the typical sheets or pyra-
mids, could fail to have dangling chem-
ical bonds that would react with other
molecules. After days of discussion, in
the laboratory and in a Mexican restau-
rant, they concluded that the 60 carbon

atoms must be arranged as a trun-
cated icosahedron, consisting of
12 pentagons and 20 hexagons—

in other words, a soccer ball.
Further investigation showed

that carbon could form a variety
of closed, cagelike structures, start-
ing with a minimum of 32 atoms.
The formation pattern agrees with
Euler’s law, which states that any
polyhedron with more than 22
even-numbered edges can be con-
structed from 12 pentagons and
some number of hexagons.

Smalley’s apparatus had one
drawback: it could create only mi-
croscopic amounts of fullerenes.
In 1990 Donald R. Huffman and
Lowell Lamb of the University of
Arizona and Wolfgang Krätsch-
mer and Konstantinos Fostiropou-
los of the Max Planck Institute for
Nuclear Physics in Heidelberg
found a simple way to make ful-
lerenes in gram quantities. They

The 1996 Nobel 
Prizes in Science
The Royal Swedish Academy of Sciences has again recognized four sets 
of researchers for their outstanding contributions. Here is a look at the work 
behind these achievements in chemistry, physics, medicine and economics
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Special Briefing

CARBON 60 has the cagelike
shape of a soccer ball.
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“BUNNYBALL,” more formally described as C60 

(OsO4)(4-tert-butylpyridine)2, is one of numerous
chemical variations on the basic buckyball.
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showed that an electric arc be-
tween two graphite rods would
vaporize some of the carbon,
which would then recondense as

fullerenes.
With this technique, fullerene re-

search exploded. Workers found they
could encase other atoms within a
buckyball (C60 has a diameter of about
one nanometer). Adding rubidium and
cesium to C60 turned it into a substance
that superconducted at 33 kelvins (de-

grees Celsius above absolute zero).
Buckyball structures could also be
stretched to form hollow nanotubes.

Fullerenes have been proposed as lu-
bricants, catalysts and drug-delivery ve-
hicles. Carbon nanotubes, if they can be
grown to suitable lengths without de-
fects, might serve as ultrathin wires
stronger than steel. So far, though, imag-
ination has outstripped the elusive prac-
tical applications. Making defect-free
samples is still expensive and time-con-

suming. Many observers nonetheless
feel it is only a matter of time before the
molecules find technological uses. And
in any case, fullerenes have forever
changed the theoretical foundations of
chemistry and materials science.

From Scientific American
The Fullerenes. Robert F. Curl and Rich-
ard E. Smalley, October 1991.

The All-Star of Buckyball (Profile:
Richard E. Smalley). Philip Yam,
September 1993.

The 1996 Nobel Prizes in Science Scientific American January 1997      15

1996 Nobel Prizes

PHYSICS 

A NEW SUPERFLUID

DAVID M. LEE
Cornell University

DOUGLAS D. OSHEROFF
Stanford University

ROBERT C. RICHARDSON
Cornell University

Superfluidity is an odd phenome-
non unique to the element heli-
um. When helium 4, the most

common isotope, is cooled to 4.2 kel-
vins, the gas condenses into a liquid.
Cooled further to 2.7 kelvins, it does not
freeze solid, like all other substances.
Instead it becomes a superfluid: it flows
without viscosity, can move through
tiny pores and, when rotated, produces
minivortices that obey quantum rules.

The Russian physicist Pjotr Kapitza
first observed superfluidity in 1938 while
studying helium 4. Now the Nobel Prize
in Physics has gone to David M. Lee,
Douglas D. Osheroff and Robert C.
Richardson for demonstrating superflu-
idity in a rare isotope, helium 3—a phe-
nomenon once regarded as impossible.

Helium 4 can become superfluid be-
cause it consists of an even number of
subatomic particles (two protons, two
neutrons and two electrons), making it
what physicists call a boson. Bosons
obey certain rules, known as Bose-Ein-
stein statistics, which permit all the heli-
um atoms in a sample to condense into
a common state of minimum energy.
The atoms then lose their individuality
and essentially act as a single entity.
(Technically, all the atoms acquire the
same wave function, an equation that
describes quantum particles.) On the
macroscopic scale, this singular identity
manifests itself as superfluidity.

But for years after the
discovery of superfluidity
in helium 4, physicists
did not think the same
thing could happen to
helium 3. Its odd num-
ber of constituents (two
protons, one neutron,
two electrons) classifies the
helium 3 atom as a fer-
mion. It obeys Fermi-
Dirac statistics, which
specify that fermions
cannot share the same energy state.

In 1957, however, John Bardeen, Leon
Cooper and J. Robert Schrieffer pro-
posed a way for fermions to combine
like bosons. The researchers were study-
ing superconductivity, the resistanceless
flow of electrons. They argued that two
electrons (which, as lone particles, are
fermions) can pair up under the influ-
ence of surrounding atoms, effectively
turning into a single boson. Likewise,
two atoms of helium 3 can pair to form
one boson, through a more complicat-
ed process involving magnetism.

Once physicists realized that helium
3 could conceivably become bosonic in
character, they sought to chill the iso-

tope enough to see if su-
perfluidity would set in.
Exploiting new cooling
techniques developed in
the 1960s, Lee, Osheroff
and Richardson devised
their own refrigerator at

Cornell University. They
made use of an unusual

property of helium 3:
one must add heat to
cool it, because the sol-
id phase is actually less

well ordered (that is, warmer) than the
liquid phase. The physicists realized
that pressure applied to liquid helium
could change parts of it into a solid.
The solidifying part would thus draw
heat from the surrounding liquid, cool-
ing it. This process can chill the liquid
to just below two millikelvins (0.002
kelvin) before all the liquid solidifies.

The Cornell workers were actually
exploring the magnetic properties of
helium 3 when they made their discov-
ery. Osheroff, a graduate student at the
time, noticed changes in the way the in-
ternal pressure varied over time. These
changes corresponded to the transition
of helium 3 to superfluidity.

HELIUM 3 NUCLEUS consists
of two protons and one neutron.

EXTERNAL
FIELD

HELIUM 3 
ATOMS

SUPERFLUID HELIUM 3 in its A1
phase consists of paired helium 3
atoms whose elementary spins pro-
duce a net magnetism (red arrows)
that lines up with an external
magnetic field (blue arrow).
The atoms rotate around one
another in the plane of the
external field.
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PHYSIOLOGY OR MEDICINE 

UNVEILING 

AN ANTIVIRAL DEFENSE

PETER C. DOHERTY
St. Jude Children’s Research Hospital,

Memphis, Tenn.

ROLF M. ZINKERNAGEL
University of Zurich

Few recent insights in the field of
immunology have proved so ba-
sic as MHC restriction, a princi-

ple pivotal to understanding how the
body fights infection. Remarkably, Pe-
ter C. Doherty and Rolf M. Zinkerna-
gel hit on this idea while trying to solve
a relatively narrow problem in veteri-
nary medicine; that unexpected out-
come has now brought them the Nobel
Prize for Physiology or Medicine. 

For much of the past century, immu-
nology researchers had generally as-
sumed that bacteria and viruses were
sufficient in themselves to stir the de-
fenses of the immune system. Antibod-
ies recognized and attacked invaders di-
rectly, and so it seemed possible that T
lymphocytes and other white blood
cells did as well. That assumption left
many mysteries unsolved, however.

One was how the immune system
distinguished between healthy cells and
infected cells, inside which viruses ap-
peared to be safely hidden from immu-
nologic scrutiny. A second concerned
the variability of immune responses. In
the 1960s, for example, Hugh O. Mc-
Devitt of Harvard University showed
that the intensity of an animal’s response
correlated with the presence of genes for
certain major histocompatibility com-
plex (MHC) proteins. These proteins
were known to be important in organ

transplantation—unless a
donor and a recipient
had matching MHC
profiles, a graft was
rejected—but their
natural function was
unclear. How MHC
proteins and other fac-
tors intervened in an
immune assault was
clearly an issue of far-
reaching significance.

Thrown together by chance in the
early 1970s at the John Curtin School
of Medical Research at the Australian
National University, Doherty and Zin-
kernagel became concerned with a far
less lofty problem. They hoped to learn
why laboratory mice died if infected
with the lymphocytic choriomeningitis
virus, which does not kill the cells it en-

ters. Their hunch was that
T cells acting against the
virally infected tissues
in the brain and spinal
cord were igniting a
lethal inflammation. 

Doherty and Zinker-
nagel checked this idea
by isolating T cells
from the cerebrospinal
fluid of mice with
meningitis, then put-

ting them into cultures with cells taken
from healthy mice and later exposed to
the virus. The T cells killed the infected
cells, as hypothesized.

But mindful of McDevitt’s previous
finding and other studies, Doherty and
Zinkernagel decided to repeat their
work using mice of assorted breeds. A
startling pattern emerged: T cells from
one strain of mouse did not kill infected
cells from another strain unless they
shared at least one MHC protein. The
investigators proposed a dual-signal hy-
pothesis: that the T cells could not initi-
ate an immune response unless they
were exposed both to antigenic pep-
tides (protein fragments) from a virus
or bacterium and to suitable histocom-
patibility proteins.

That discovery laid the foundation
for much of the detailed understanding
of the immune regulatory system that
has accumulated since then. Subsequent
work has shown that MHC molecules
on the surface of cells hold and present
antigenic peptides; the peptides fit into
a cleft on the top of the MHC molecules
much like a hot dog fits into a bun. Class
I MHC molecules present peptides de-
rived from a cell’s own proteins; they
are therefore important in flagging cells
that are sick or otherwise abnormal.
Class II MHC molecules, found only
on certain cell types, display peptides
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Subsequent measurements revealed
that unlike helium 4, helium 3 has three
superfluid phases, which arise from dif-
ferences in the elementary spins of the
atoms. In the A phase, which takes
place at 2.7 millikelvins, both helium 3
atoms in a boson pair have parallel
spins, roughly speaking. In the B phase,
occurring at 1.8 millikelvins, the atoms
have opposing (parallel and antiparallel)
spins. The third, or A1, phase appears
when a magnetic field is applied to the
A phase; the paired atoms have parallel

spins that all point in the same direction.
Later research showed how much su-

perfluid helium 3 differs from helium 4.
Both superfluids, when rotated, produce
microscopic vortices whose circulation
takes on quantized values. But helium 3
shows a much richer variety of vortices
with more complex appearances.

Applications of superfluid helium 3
are so far strictly limited to fundamen-
tal physics, mostly to serve as a testing
ground for other theories. For instance,
physicists have used the vortices in su-

perfluid helium 3 to simulate cosmic
strings, entities that are hypothesized to
have formed when the young universe
cooled after the big bang and that may
have seeded the formation of galaxies.
Studies of helium 3 may also illuminate
high-temperature superconductivity, for
which there is no definitive explanation.

From Scientific American
Superfluid Helium 3. N. David Mermin
and David M. Lee, December 1976.

The 3He Superfluids. Olli V. Lounasmaa
and George Pickett, June 1990.
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COMPLEX of major histocompatibility
(MHC) protein and a viral peptide on a
cell’s surface allows a T lymphocyte to
recognize the cell as infected. The antigen
receptor on the T cell must fit to both the
MHC protein and the peptide.
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from scavenged cellular debris. They
are especially important in the surveil-
lance for extracellular parasites.

T cells have receptor molecules that
complementarily fit against the MHC-
peptide complex. A T cell does not be-
come active unless its receptor matches
a specific MHC-peptide combination—

which explains the dual-signal result

that Doherty and Zinkernagel observed.
In fact, immunologists now know that

a T cell’s activity also depends on other
cofactor molecules, whose presence or
absence on a cell being scrutinized for
infection can further modulate the im-
mune response. Nevertheless, it is rec-
ognition of the MHC-peptide complex
that lies at the heart of the immunolog-

ic mechanism, and it is for their role in
that discovery that Doherty and Zinker-
nagel are now honored.

From Scientific American
How the Immune System Recognizes
Invaders. Charles A. Janeway, Jr., Sep-
tember 1993.

How Cells Process Antigens. Victor H.
Engelhard, August 1994.

ECONOMICS

MAKING HONESTY PAY

WILLIAM VICKREY
Columbia University

JAMES A. MIRRLEES
University of Cambridge

Traditional economic analyses of
the efficiencies of markets as-
sume perfect knowledge. That

is, everyone involved in a transaction
supposedly knows all the pertinent facts
about the goods being exchanged and
the values that the buyers and sellers
place on them. In the real world, of
course, such a symmetric distribution of
information almost never occurs. The
Nobel Prize for Economics went to
William Vickrey and James A. Mirrlees
for helping to make these analyses more
realistic and for developing schemes to
overcome these inequalities.

Consider the case of a sealed-bid auc-
tion, in which no one knows how much
the other bidders are willing to pay for
a prize. The collected bids do not reveal
much about the true value of the prize,
because the bidders may be looking for
bargains. The odds are that the winner
will end up paying too much (because
she valued the prize significantly more
than her competitors) or too little (be-
cause everyone bid low). Either result
harms economic efficiency because the
price paid does not reflect real worth.

During the early 1960s, Vickrey solved
the auction problem with a technique
known as a second-price auction. Po-
tential buyers submit sealed bids; the
highest bidder wins but pays only the
second-highest bid. Everyone has incen-
tive to bid what she thinks the prize is
worth: bidding too low can take her out
of the competition; bidding too high
runs the risk that the second-highest bid
will also be more than she is willing to
pay. The crucial insight of Vickrey’s so-

lution was his design of a market insti-
tution that makes it in people’s interest
to reveal information that would other-
wise remain hidden.

Vickrey had previously looked at sim-
ilar asymmetries in taxation. As he point-
ed out during the 1940s, the government
does not know how hard people are
willing to work to earn an extra dollar,
so it cannot predict what income tax
rate will decrease overall economic pro-
duction by discouraging people from
working or by forcing them to work
longer hours to meet their necessities
when they would rather be at leisure. He
wrestled with finding an optimal tax
structure but, despite progress, could not
overcome the sheer mathematical com-
plexity of the problem.

His efforts nonetheless inspired Mirr-
lees, who in 1971 succeeded in making
the mathematics more tractable. His
analytical method, which proved appli-
cable to a broad range of situations,

demonstrated that, in general, the best
way to overcome informational inequi-
ties is to create incentives for revealing
knowledge, directly or indirectly. In the
case of taxes, the government should
set rates so that workers find it worth-
while to reveal their productivity prefer-
ences, rather than feeling constrained to

work more—or less—than they would
choose. (For practical and political rea-
sons, no one has ever tried to imple-
ment Mirrlees’s taxation technique.)

These techniques have been applied to
many other areas of economics. During
the 1970s, for example, Mirrlees devel-
oped a formal theory of management
pay scales that specified how much of a
bonus executives should get for a good
year and—less often used—how far their
salaries should be cut for bad perfor-
mance. Vickrey concentrated on the
pricing of public goods, such as roads
and mass transit. He was an early pro-
ponent of congestion-based road tolls,
which set the cost of entering a highway
according to the number of cars already
traveling it. Such tolls have been pro-
posed in a number of countries and in
particular car-bound states such as Cal-
ifornia; new digital-transaction technol-
ogy could soon make them more feasi-
ble. Until his death from a heart attack

three days after the announcement of
the prize, Vickrey himself worked in
New York City, where subways, buses
and sidewalks are the overwhelming
choices for transportation.

Reporting by John Rennie, Paul Wal-
lich and Philip Yam.

SEALED-BID AUCTION shows how unequal knowledge hurts efficiency. In a con-
ventional auction, buyers underbid or overbid because they do not know others’ valu-
ations. A “second price” auction makes revealing valuations profitable. 
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To the oohs and aahs of a

handpicked audience and the

whir of camera shutters, Gra-

ham S. Hawkes gently tugs away a logo-

emblazoned veil to reveal a new and

truly odd submarine. Adorned with tail

fins, stubby wings and a hull hardly big-

ger than a coffin, Deep Flight would look

more at home on a movie set than on

this corner patio of the Monterey Bay

Aquarium in California. That is proba-

bly no coincidence—the eight-year proj-

ect was funded in large part by television and film compa-

nies. But Hawkes, a veteran ocean engineer and the craft’s

creator, sketches a grandiose vision of the science to be en-

abled by his new designs.

“We live on an aquatic planet with most of the biosphere

under the sea. The bulk of it remains unexplored,” he ex-

pounds. Current tools for oceanic research, he asserts, are too

slow, cumbersome and expensive: “To open up access to the

deep ocean, we’re going to have to learn how to fly underwa-

ter.” Hence Deep Flight’s strange stature. In other submers-

ibles that can transport a human to the ocean’s depths, the

pilot sits upright and maneuvers using directional thrusters.

In this sub, which is designed to dive down to one kilometer,

the pilot lies prone as the craft flies through the water. Putter-

ing slowly around the shallows near the aquarium, Hawkes

shows how flaps on the vehicle’s wings and tail allow it to

turn, dive and roll—much like an airplane with its wings on

upside down. The sub even floats toward the surface if it

stops (and the wings stall), a feature that makes the craft saf-

er but also prevents it from hovering over the bottom. 

Later, after a champagne reception, several distinguished

scientists join Hawkes to share publicly their enthusiasm for

the day’s events and to drum up backing for Deep Flight II, a
successor designed to dive 11 times as far, down to the very

deepest part of the ocean floor. The panel reflects the oceano-

graphic community’s general support for piloted submers-

ibles despite their stiff competition from robots called ROVs

(remotely operated vehicles) that do their undersea work

News and Analysis22 Scientific American January 1997
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tethered to a ship on the surface. Deep Flight, exclaims Bruce
H. Robison, a marine biologist at the Monterey Bay Aquari-
um Research Institute, is pioneering “a revolutionary tech-
nology that I firmly believe will lead to revolutionary scien-
tific discoveries.” The sub’s key advantage, he contends, is its
mobility: “It can acquire continuous data over kilometers, al-
lowing us to study questions that can’t be answered with
small-scale measurements. Where do the salmon go? Why do
the tuna swim with the dolphins?”

Sylvia A. Earle, former chief scientist for the National
Oceanic and Atmospheric Administration and Hawkes’s busi-
ness partner, invokes a more visceral argument for sending a
person to the bottom. “Three-dimensional imaging and head-
coupled camera systems can come pretty close to transporting

your presence down to a remote vehicle,” she concedes. “But
you aren’t twitching with every nerve, because you are warm
and dry sitting on the surface. If some problem happens, you
don’t have the same edge pushing you to solve it.”

Neither, as some more detached scientists are quick to point
out, do you have the same handicaps. Maurice A. Tivey, a ge-
ologist at the Woods Hole Oceanographic Institution who has
conducted research on the ocean bottom using a variety of
underwater vehicles, notes that with an ROV, scientists on the
support ship can leave the control room at will (when, for
example, nature calls). And if need be, they can fetch a spe-
cialist to help them interpret images of objects below. Where-
as a submersible is limited by batteries (Deep Flight can run
for less than four hours, or for about 20 kilometers), ROVs
can provide a virtual presence underwater for days on end.
During a recent expedition with an ROV, Tivey boasts, “we
were on the seafloor for 87 hours straight.”

Still, piloted submersibles have traditionally had an advan-
tage in their heft. Geologists such as Tivey sometimes need to
extract samples from formations on the seafloor, and ROVs
lack the mass necessary to break things off. Woods Hole bi-
ologist Lauren S. Mullineaux further suggests that Alvin (a
three-person undersea vehicle operated by the institution) can

perform delicate experimental manipulations more easily be-
cause it can plant itself firmly on the ocean floor. ROVs,
which typically use thrusters to hover over the bottom, tend
to be less stable.

But Deep Flight and its successors will be little bigger or
stronger than many ROVs. And because winged subs would
tend to float upward when they stopped moving, pilots would
find close, stationary work difficult. Moreover, says Robert
D. Ballard, president of the Institute for Exploration, in Mys-
tic, Conn., the complications of using ROVs are negligible
compared with the main drawback of submersibles: the phys-
ical risk at which they put their occupants. Ballard, whose
name became synonymous with deep-sea exploration after
his investigations of the wreck of the Titanic, is perhaps one

of the most vocal champions
of the kind of ROV technol-
ogy that he and colleagues at
Woods Hole—and, ironical-
ly, Graham Hawkes—helped
to pioneer. Certainly, he ad-
mits, exploring the deep in
person is more exciting, more
romantic: “When I landed
on the Titanic with Alvin, it
was definitely spiritually dif-
ferent” than steering tethered
vehicles around the sunken
liner with a joystick. Never-
theless, Ballard says, “Robots
are better.”

Ballard believes oceanog-
raphers remain reluctant to
use ROVs instead of sub-
mersibles out of an inherent
conservatism. Most research-
ers, he finds, are willing to
take risks in formulating their
scientific ideas but not in test-
ing them: they do not want
to take the chance that unex-

pected problems with new technology will foul up their ex-
periments. Piloted subs are a known quantity, with a longer
track record than ROVs. Yet Ballard maintains that although
delicate manipulations may be trickier when looking at a vid-
eo monitor rather than out a window, time pressure is much
less severe. And in many cases, he says, the video camera ac-
tually offers a clearer view or a better vantage point than the
view ports of a deep-diving submersible.

Although Ballard applauds the construction of Deep Flight
and is intrigued by the prospect of flying gracefully through
the abyss, he doubts the diminutive sub offers much value for
scientists: “I would be the first person who would want to
ride—but I’m not putting it on my research grant.” Without
the advantages of size and stability that scientists such as Ti-
vey and Mullineaux want for their research, it is not clear
who, if anyone, will pay for a multimillion-dollar flying sub-
marine. Preliminary sketches of a 10-seat “tour sub” that
Hawkes presented at the postlaunch symposium may reveal
his thoughts on that question. So perhaps the new underwa-
ter craft could be better labeled: Ballard calls it “a recreation-
al vehicle, pure and simple.”

—David Schneider in New York City 
and W. Wayt Gibbs in Monterey

News and Analysis24 Scientific American January 1997

WINGED SUBMARINE
prepares for an underwater flight in Monterey Bay.
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Nerves throughout most of
the body regenerate when
they are damaged, just like

any other tissue. Damage to the central
nervous system, however—the brain and
spinal cord—is different. Something goes
tragically wrong. Nerve bundles start
feebly to repair themselves but then de-
generate around the site of the injury.
For many patients, that means life con-
fined to a wheelchair.

Experiments in two laboratories now
seem to bear out earlier indications that
the degeneration is not because of an
intrinsic inability of spinal nerves to re-
grow. Rather it seems to be a conse-
quence of a separate effect that may be
controllable.

Nurit Kalderon and Zvi Fuks of the
Memorial Sloan-Kettering Cancer Cen-
ter in New York City did most of their
experiments on rats that had just one
side of their spinal cord cut. The inves-
tigators found that treating the injury
with high doses of x-rays during the
third week after injury allowed nerve
cells to grow across the site and prevent-
ed the usual degeneration. Subsequent
experiments confirmed that nerve im-
pulses could be transmitted across injury
sites following x-ray treatment during

the critical time window. The treatment
even allowed some rats that had suf-
fered a complete cut across their spinal
cord to regain partial use of their hind
limbs. Kalderon, who described the
work in the Proceedings of the Nation-
al Academy of Sciences, believes the ef-
fect works because the x-rays kill spe-
cialized nervous system cells that slowly
migrate to the site of an injury and cause
incidental damage.

Michal Schwartz and her colleagues
at the Weizmann Institute of Science in
Israel used a different system to encour-
age regeneration in severed rat optic
nerves. Schwartz found evidence that she
could promote regrowth of nerve cells
by injecting the injury with immune sys-
tem cells—macrophages—that she had
previously incubated with nerves that

News and Analysis26 Scientific American January 1997
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Suburban Amber

The moist, black lignite breaks into rough planes studded
with weathered grains of red amber. Carefully, I crumble

away the matrix to extract the globules, some only five mil-
limeters wide. A few feet away David A. Grimaldi of the Amer-
ican Museum of Natural History takes a pickax to a large
chunk of earth, breaking into curses when he discovers in its

depths the fractured remnants of a fist-size piece of amber.
The extremely brittle fossilized globs of tree sap are 93 million
years old. In them are stuck flowers, leaves and insects that
lived in a grove of giant conifers, at a time when the first flow-
ering plants appeared.

We are in New Jersey, an hour and a half from New York City.
The taxi driver had looked quite suspicious when we asked to
be dropped off at the roadside, at no address at all. (For secu-
rity reasons, the location is kept secret.) Slouched in the sun
on a vast sandy riverbed, we are sorting through soil that a
bulldozer has just excavated from 10 feet below. A few hun-
dred yards away, forming a horizon, sit brand-new rows of box-
like prefab housing. Bordering the empty riverbed are cliffs
that harbor exquisitely preserved flowers, turned into charcoal

by an ancient forest fire; a heap of old tires lies at their base.
The site was discovered about five years ago by Gerard 

Case, a fossil hunter who has been prospecting the East Coast
for 35 years. Grimaldi relates how Case walked into his office
one day and put a bagful of amber on his desk, saying the
classic line: “I have something here you might be interested
in.” There are several amber deposits in the region; early in
this century clay miners on Staten Island burned the fragrant
fossil in barrels to keep warm at night.

The amber from this site embalms the greatest diversity of
Cretaceous life ever found. “The community is preserved in
beautiful detail,” Grimaldi explains, so that ecological connec-
tions between its members can be inferred. Why flowering
trees suddenly proliferated in that period remains controver-
sial. The 80 taxa of charcoal flowers unearthed here, in combi-
nation with hundreds of kinds of insects—some related to
modern pollinators—may help solve that mystery.

Today we have hit a rich vein. The lignite, made of com-
pressed forest litter, is loose; the forms and patterns of the
original leaves are still evident in places. Alongside the amber
occur glittering nodules of pyrite. “Easy to see how people
got bit by gold fever in the old days,” offers volunteer Jamie
Luzzi. I hear a long-drawn-out “Oh, man”: Caroline Chaboo,
also of the museum, is holding up a large, clear, wine-red frag-
ment and grinning with delight. A big piece very likely has
more insects, and its transparency allows them to be seen. A
local resident walking his Labradors brings us ice-cream cook-
ie sandwiches. We stop and eat, wiping off our filthy fingers
on our jeans.

Soon the lignite will be exhausted. Like other amber sites in
suburbia, the riverbed is destined to be developed, probably
into an industrial park. The prospect doesn’t bother Grimaldi.
“Any amber left will far outlive anything built here,” he muses.
“If it becomes a parking lot, the amber is sealed in. It is protect-
ed for generations to come.” When we leave, fatigued, the sun
is setting over the tract housing, throwing long shadows of its
pointed rooftops across the sand. —Madhusree Mukerjee
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STEPS TO RECOVERY

Researchers find ways of coaxing 
spinal nerves to regrow
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can regenerate, such as the sciatic nerve
in the leg. Macrophages allowed to sit
for 24 hours with sciatic nerve caused
optic nerve cells to regrow across the cut.
Schwartz, who described the results last
fall in the FASEB Journal, has conduct-
ed similar experiments on spinal cord
and achieved the same kind of results.

Schwartz believes, in contrast to Kal-
deron’s theory, the central nervous sys-
tem of mammals prevents immune cells
from carrying out a function that is es-
sential to recovery. Perhaps, she suggests,
mammals have evolved a way of sup-
pressing immune system activity in the
central nervous system in order to avoid
damaging inflammation that could dis-
rupt mental functioning. The suppres-
sion might have a net benefit except in
serious injuries. Schwartz maintains that
she has identified a previously unknown
molecule in the central nervous system
that causes immune suppression, and
an affiliate of the Weizmann Institute
has licensed her system for spinal cord
regrowth to a start-up firm in New York
City, Proneuron Biotechnologies.

Wise Young of the New York Univer-
sity Medical Center, a prominent re-
searcher in the field, says he has no
doubt that Kalderon “has a very inter-
esting phenomenon on her hands” with
x-ray-induced healing. But he empha-
sizes that her experiments must be re-
peated, because untreated rats often ex-
hibit a surprising degree of recovery
from incomplete damage, sometimes
learning to walk again. Young wonders
whether an infection or other extrane-
ous effect might have hurt Kalderon’s
untreated animals, thus making the x-

ray-treated groups appear better off by
comparison. Schwartz’s results, which
employed only a few animals, also have
alternative explanations, Young thinks.
The central nervous system might, for
example, simply lack an important ele-
ment rather than have some active means
to suppress immune function.

Young asserts that the value of Kal-
deron’s and Schwartz’s theories should
become clearer when current studies
with standardized experimental systems
are complete. But some success with a
different approach to spinal cord repair
had been reported earlier by Henrich
Cheng, Yihai Cao and Lars Olson of the
Karolinska Institute in Stockholm. The
team, which described its results last July
in Science, removed a section of rats’
spinal cords, bridged the gap with nerves
transplanted from another part of the
body and finally added a protein glue
containing a nerve growth factor. The
rats regained some use of their hind
limbs, a demonstration that Young terms
a “milestone.”

The Swedish technique is not directly
applicable to humans, unless a way is
found to achieve regeneration without
removing a section of cord that may
still perform some function (most in-
juries leave tissue intact). Experiments
are continuing, although Young says
progress is still slower than he would
like. Fewer than 30 laboratories in the
U.S. are engaged in spinal cord injury re-
search. And the $40 million the U.S.
spends on the field will need to be dou-
bled, he says, to pursue all promising
avenues.

—Tim Beardsley in Washington, D.C.
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Women Gain on Pain
Morphine, codeine, Percodan. These
mu-opioids, which mimic the body’s
own painkilling endorphins, are among
the most powerful drugs around. Until
now, kappa-opioids, chemical cousins
that act on different endorphin recep-
tors in the brain, were considered sec-
ond rate. But a recent study at the Uni-
versity of California at San Francisco has
found that kappa-opioids can work as
well and cause fewer side effects, but
only in women. Lead researcher Jon D.
Levine speculates that testosterone
counteracts the kappa-agonists in men
or that the brain circuitry for pain relief
differs between the sexes.

Not So Smart Cards 
The public-key encryption schemes and
digital signatures that secure your bank
card can now be crippled through

brute force, re-
port Bellcore
scientists Dan
Boneh, Richard
DeMillo and
Richard Lipton.
They describe
an algorithmic
attack that
gleans critical

information from computational errors
liable to occur when a smart card—or
any other tamperproof device used in
networked transactions—undergoes
physical stress. Because the method
does not rely on solving the difficult
problems, such as factoring large num-
bers, on which most encryption
schemes are based, it presents an all-
new kind of threat.

Femtosecond Flash
Tracking an atom during a chemical
change is trickier than spying on Clark
Kent switching to his Superman suit.
Most reactions take place in mere fem-
toseconds, or hundred millionths of a
billionth of a second. But now scientists
at Lawrence Berkeley National Labora-
tory have created a superfast x-ray for
the job. By crossing the path of an in-
frared laser and a tightly focused elec-
tron beam, they produced x-ray pulses
lasting only 300 femtoseconds. Unlike
lasers previously used in this way, the 
x-rays interact directly with nuclei and
core electrons and so better reveal
atomic structure. 

IN BRIEF

TREATMENT OF HALF-SEVERED RAT SPINAL CORDS
with x-rays 18 days after injury prevents degeneration usually observed weeks later. 

Cord on the left was untreated; that on the right was irradiated.
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Over the years, astronomers
have gained new perspectives
on the universe by exploring

sections of the electromagnetic spec-
trum invisible to human eyes. More sub-
tly, they have also learned to broaden
their perspective on time, looking for
events that happen so swiftly that we
might never notice them. The National
Aeronautics and Space Administration’s
orbiting Rossi X-ray Timing Explorer
(RXTE) has a clever talent for both kinds
of insight. It focuses on the energetic x-
rays that originate in violent processes
occurring around hyperdense objects
such as neutron stars and black holes.
And unlike previous x-ray observato-
ries, RXTE can observe lightning-fast
flickerings that reveal unprecedented de-
tails of their underlying phenomena.

When seen through RXTE’s eyes, the
sky flares with radiation from a class of
variable stars known as x-ray binaries.
In these misfit duos, one member has
evolved either into a neutron star—a
dense stellar corpse just 20 kilometers
across—or into an even smaller yet more
massive black hole. The collapsed star’s
powerful gravity snatches material from
its partner, a more sedate star like the
sun. Gas spiraling inward grows fierce-
ly hot, emitting the observed x-rays.

Or so the theory goes—nobody un-

derstands the exact details of what hap-
pens around a neutron star. But using
RXTE, such researchers as Tod E. Stroh-
mayer of the NASA Goddard Space Flight
Center are starting to find out. In a re-
cent paper in Astrophysical Journal Let-
ters, Strohmayer and his colleagues re-
port that the emissions from one x-ray
binary fluctuate an astounding 1,100
times per second. “The first thing you
say when you see something like that is,
this can’t be!” he exclaims. M. Cole-
man Miller of the University of Chica-
go thinks the x-ray stuttering is a kind
of beat pattern from the overlapping
periods of the neutron star’s rotation
and the cyclic orbiting of hot gas about
to crash onto the star’s surface.

Related RXTE studies may finally set-
tle the mystery concerning the origin of
a group of astronomical speedsters called
millisecond pulsars. About 15 years ago
radio astronomers discovered that some
pulsars (spinning neutron stars that emit
pulses of radiation) have rotation peri-
ods of just a few thousandths of a sec-
ond. Startled theorists proposed that
these pulsars might be born in x-ray bi-
naries, where the disk of gas crashing
into the neutron star could give it an in-
tense kick of angular momentum.

RXTE observations of three star sys-
tems that emit brilliant bursts of x-rays
bolster the speculation. Those bursts
are thought to result from episodic nu-
clear detonations on the surfaces of the
neutron stars in these systems; the re-
sulting hot spots may act as beacons that
temporarily allow astronomers to ob-
serve directly each neutron star’s rota-
tion. Strohmayer reports that the oscil-
lation period during bursts is just 1/600

X-RAY VIEW OF THE SKY
highlights energetic objects whose rapid variability defies easy explanation.

ALL IN THE TIMING

A quick-seeing satellite catches 
cosmic cannibals in the act

ASTRONOMY

Earliest Earthlings
The oldest known bacterial fossils, found
back in 1993, are some 3.5 billion years
old, but new evidence reported in Na-
ture hints that life on the earth in fact be-
gan 300 million years earlier. Burrowing
into 3.8-billion-year-old rock in Green-
land, scientists led by Gustaf Arrhenius
of the Scripps Institution of Oceanogra-
phy found “light” carbon isotopes
sealed in grains of calcium phosphate—
samples that could have resulted only
from organic activity. The mystery now
is how quickly evolution must have pro-
ceeded at that time, only 200 million
years after the planet was steadily being
bombarded with sterilizing meteorites.

Preventive Payback
Cancer deaths have, for the first time in
U.S. history, declined. A study in the
November 1996 issue of Cancer reports
that mortality rates fell by some 3.1 per-
cent from 1990 to 1995. The authors
credit improved medical care, as well as
reductions in smoking and in exposure
to other environmental carcinogens.

Making a Better Brew 
To curb the effects of carbonyls—chem-
icals that curdle beer’s taste—brewers
have in the past added sulfites. Yeast
produces these
natural preserva-
tives during fer-
mentation, but an-
other compound,
S-adenosyl me-
thionine, quickly
breaks them
down. Now genet-
ic engineers at
Carlsberg in Den-
mark have created strains of yeast that
lack the genes encoding S-adenosyl
methionine. Compared with wild
strains, these organisms yield 10 times
more sulfite and so potentially a fresher
brew as well.

Genetic Junkyards
Last year scientists charting the human
genome put many key landmarks on
the map. Now they have filled in street
addresses for 16,354 genes—many of
unknown function. Of greater interest,
some of the new genetic neighbor-
hoods are heavily populated, whereas
others are deserted. One theory posits
that barren stretches in the genome
may be junkyards for discarded DNA
scraps. The map is available at http:// 
www.ncbi.nlm.nih.gov/SCIENCE96/

Continued on page 30
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When a volcano becomes
restless, people living near-
by often turn to scientific

specialists to help them judge the dan-
ger. Residents of the Caribbean island
of Montserrat did just that in July 1995,
when the long-dormant Soufriere Hills
volcano became clearly active. But after
more than a year of monitoring seismic
rumbling, gas venting and bulging of

the mountain, the experts are still strug-
gling to anticipate what exactly the vol-
cano will do next. Although stunningly
advanced in comparison to earthquake
prediction, forecasting volcanic erup-
tions remains uncomfortably inexact.

The ongoing crisis on Montserrat may
be a perfect example of the challenges
of forecasting volcanic hazards. After the
first series of steam-driven eruptions in
the summer of 1995, public officials on
Montserrat evacuated thousands of peo-
ple from the southern part of the island.
But after three weeks without a catas-
trophic eruption, residents were allowed
to return home—temporarily.

Throughout the following autumn,
the volcano remained sporadically alive,
with magma eventually breaching the

News and Analysis30 Scientific American January 1997

SOUFRIERE HILLS VOLCANO
looms over the island population of Montserrat, threatening calamity.
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The Price of Silence
Explaining why high blood pressure is
more common among blacks than
whites is not hard. To some extent, so-
cioeconomic and environmental differ-
ences divide the races in terms of risk.
Also, some evidence suggests that
blacks have a genetic predisposition to
the disease. But a new study from the
Harvard School of Public Health cites
another source: racial discrimination.
The researchers found that blacks who
challenged unjust acts were less likely
to have high blood pressure than those
who did not and so presumably inter-
nalized their reaction.

FOLLOW-UP
Under the Wire
A committee from the National Re-
search Council has concluded that elec-
tromagnetic fields (EMFs) pose no real

health threat, as
was first alleged
in 1979. The
group surveyed
more than 500
studies conduct-
ed over the past
17 years investi-
gating the link
between EMFs
and, among oth-
er diseases, can-
cer, reproductive
abnormalities

and behavioral problems. They found
that only exposures 1,000 to 10,000
times stronger than what is common in
residential settings could alter cellular
function; in no study did EMF exposure
affect cellular DNA. (See September
1996, page 80.)

Young Planets Shine Brightly
Through current ground-based tele-
scopes, distant planets are a million
times more faint than their parent stars.
But new work from Alan Stern at the
Southwest Research Institute suggests
that some planned facilities, such as the
Keck Interferometer in Hawaii, will easi-
ly spot the infrared radiation of young
planets. For 100 to 1,000 years after
birth, frequent and large impacts
(events postulated by the standard the-
ory of planetary formation) can render a
planet molten, making its infrared radi-
ation some 10,000 times greater than 
it will ultimately be. (See April 1996,
page 60.)                          —Kristin Leutwyler

In Brief, continued from page 29

SA

of a second—much shorter than the spin
rate of known newborn pulsars and
hence a strong sign that these stars are
in fact being sped up. But the process is
far from cut and dried. Jean H. Swank
of Goddard, the project scientist for
RXTE, notes that neutron stars in some
other x-ray binaries appear to slow down
at times; this paradoxical phenomenon
may be caused by magnetic interactions
between the star and the surrounding
accretion disk, but slipping and sliding
between the layers of nuclear material
that make up a neutron star may also
play a role.

These findings are only the beginning.
Swank hopes RXTE could detect x-ray
variations caused by oscillations of a
neutron star’s surface, which would per-

mit astronomers to trace the star’s inter-
nal structure. Measurements of the swirl-
ing gas around especially massive col-
lapsed stars could prove once and for
all that black holes are real. And Swank
notes that RXTE is looking far beyond
our galaxy to study the emissions from
quasars, objects that resemble scaled-up
x-ray binaries: the central object is
thought to be a black hole having as
much as a billion times the mass of the
sun—a beast capable of swallowing en-
tire stars.

Herein lies a beautiful irony. The rays
we see from quasars have been travel-
ing earthward for hundreds of millions
of years or more—and yet their deepest
secrets might be resolved, literally, in
the blink of an eye. —Corey S. Powell

AWAITING THE 

BIG BANG?

Scientists grapple with 
Montserrat’s live volcano
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surface. Initially this molten rock had
ascended comparatively slowly, allow-
ing the volatile gases it contained to es-
cape gradually. So rather than explod-
ing like uncorked champagne, the lava
gently built a mound of new rock. But
by the spring of 1996 the volcano be-
gan to generate dangerous pyroclastic
flows—fiery-hot mixtures of volcanic
debris that can travel down the slopes
of the mountain at the speed of an au-
tomobile. (This behavior stands in con-
trast to the recent eruptions in Iceland,
where the rising magma lacks volatiles
and thus seeps out without exploding.)

“I think that the greatest hazards are
from pyroclastic flows,” explains Wil-
liam B. Ambeh of the University of the
West Indies in Trinidad, who has been a
leader of the fledgling Montserrat Vol-
cano Observatory. But the danger of ex-

plosive activity is also of great concern:
recently small explosions hurled hot
“rock bombs” a kilometer or more into
a nearby settlement. This energetic be-
havior is consistent with the scientists’
conclusion that the rising magma is now
moving upward more rapidly.

Does this mean that a truly big bang
is impending? Ambeh does not expect to
see sudden explosions on a scale larger
than those that have already occurred.
But he readily admits that the geologists
working on the problem have a wide
range of opinion about what the volca-
no might or might not do next, even
though they are armed with a dizzying
array of sophisticated monitoring equip-
ment—seismometers, laser range finders,
satellite surveying instruments and gas
analyzers. Ambeh and his colleagues on
Montserrat have tried to keep track of

the myriad uncertainties using “proba-
bility trees,” a formalized system that
Christopher G. Newhall of the U.S. Ge-
ological Survey has championed. This
methodology prompts the scientists to
identify possible events and assign nu-
merical probabilities to each of them.
This approach can help volcanologists
communicate their forecasts to public
officials and can aid scientists in think-
ing through clearly the difficult prob-
lem of charting the likelihood of differ-
ent eventualities. “In a crisis situation,
you can jump to conclusions; you can
be spooked; you can be running on an
hour of sleep a night,” Newhall explains.

Yet probability trees do not necessarily
add precision to the forecasts. The past
success of such trees in showing the im-
minent danger from the Mount Pinatu-
bo volcano in the Philippines just weeks

A N T I  G R AV I T Y

Chewing the Fat

In any list of history’s greatest inventions, the usual suspects
include the telephone, the automobile, the computer. The

thermos bottle always gets a few votes. (Keeps hot things hot,
cold things cold—how does it know?) But has humanity ever
really come up with anything better than cream cheese? The
phone is merely a convenient way to order cheesecakes. The
car serves as a vehicle for getting to where the bagels are. The
home computer is just a way for millions to work just steps
from their chilled cream cheese caches. And the thermos, of
course, holds the coffee to go with the cakes and bagels.

Cream cheese’s standing thus demonstrated, what then to
make of a scientific study in which human subjects fasted for
10 hours, then got rewarded with cream cheese–covered
crackers every five minutes for an hour, which they dutifully
chewed until the resulting smoothness danced on every taste
bud? And which they then spit into a bucket?

Amazingly, the study was not evaluating the psychological
effects of torture. Rather the research showed that just tasting
fat, without actually taking it in, somehow raises the levels of
blood triglycerides, the form in which fat gets stored
and transported.

All 15 subjects in the study, conducted by Purdue
University nutritionist Richard D. Mattes, went through
the ordeal on four randomized occasions. First
came the preparation: each subject swallowed
50 one-gram capsules of safflower oil. That
gave the gut a fat reservoir approximating a
concurrent meal, without having the mouth
come in direct contact with any of the fat.
“The amount of fat was the equivalent of
one serving of Ben & Jerry’s butter
pecan,” Mattes says. Not as good a
load as three servings perhaps, but
acceptable for scientific purposes.

Then came the actual tastings.

On one day subjects got the real deal: full-fat cream cheese.
On a second, their crackers held dreaded nonfat cream
cheese. In a third run, Mattes cut the cheese, giving his volun-
teers unadorned crackers. For the fourth pass, subjects re-
ceived a firm handshake from a grateful researcher. Blood
samples revealed that levels of triglycerides almost doubled
when subjects masticated the full-fat cheese, but not the
nonfat variety or the plain crackers.

“We don’t know what is responsible,” Mattes acknowl-
edges. “One possibility is that sensory stimulation enhances
[fat] absorption from the gut. Another is that your liver makes
new triglycerides. And the third possibility is that mechanisms
for clearing fat from the blood are somehow turned down.” A
repeat of the cream cheese experiment, without the safflower
oil, is under way to clear up at least the first scenario.

Mattes’s finding flies in the face of fat-fanciers’ faith. The
dogma is that fat is a textural attribute, that you don’t taste it,
he says. In fact, in a separate trial, participants were unable to
differentiate between the full-fat and nonfat cream cheeses.
“But that doesn’t explain our results. This suggests that there
is some kind of chemical detection system in the mouth,”
Mattes concludes. Such a system has important implications
for metabolic studies, which have not paid attention to fat’s

sensory properties, he insists.
The big business of creating fat substitutes also needs to

pay attention to this work—if some low-fat victuals con-
tain a food concocted to provide the “mouth feel” nor-

mally associated with fat, they might set off that
chemosensory mechanism. Hence, they may
still cause the body to free up fat stores, circulat-
ing them in the blood where they can harden
arteries. On the other hand, fat substitutes low-

er the intake of real fat. On a third hand,
anecdotal evidence has it that
there is no fat in any foods eaten
while standing over the sink,
sneaked after midnight or pil-
fered from the plate of your din-
ner companion. —Steve Mirsky
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before its violent eruption in June 1991
may represent the exceptional case. C.
Daniel Miller, a geologist at the USGS’s
Cascades Volcano Observatory, says it
was, in part, just good luck that the Pin-
atubo volcano went ahead and erupted
before people became inured to the

warnings. Newhall believes the geolo-
gists involved in managing a volcanic
crisis can typically offer specific fore-
casts that are only good to within a fac-
tor of 10. Thus, in hazardous situations
such as the one now plaguing Montser-
rat, even the best scientific experts often

cannot distinguish with any assurance
whether a coming eruption will be large
or small, whether it will occur within a
few weeks or not for many months.
Newhall observes, “I’ve seen scientists
try to cut it closer than that, but they
get into trouble.” —David Schneider
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For some time, many naturalists have felt that the world is
entering a period of major species extinction, rivaling five

other periods in the past half a billion years. A new study by the
World Conservation Union (also known as the IUCN), issued in
October 1996, provides strong support for this theory. Using
more thorough study methods than previously, the IUCN finds
a much higher level of threat to several classes of animals
than was generally thought. It found that an astonishing 25
percent of mammal species—and comparable proportions of
reptile, amphibian and fish species—are threatened. Of five
classes of animals, birds are the least at risk [see bar chart].

Of the 4,327 known mammal species, 1,096 are at risk, and
169 are in the highest category of “critically endangered”—
extremely high risk of extinction in the wild in the immediate
future. (The other two are “endangered,” meaning very high
risk in the near future, and “vulnerable,” a high risk in the
medium-term future.) Of the 26 orders of mammals, 24 are
threatened. Among the most affected are elephants, primates
and Perissodactyla  species (such as rhinoceroses and tapirs).

Although the IUCN data probably understate the number
of threatened mammal species in some regions, it is possible
to draw conclusions about the pattern on the map, in particu-
lar, that habitat disturbance by humans increases the threat
to mammals. Also important is a high proportion of endemic
species, especially in the case of geographically isolated areas.
Such regions have unique evolutionary histories and fixed

boundaries to species ranges, and thus, degradation of such
habitats is more likely to take a toll on animals. Striking exam-
ples are the Philippines and Madagascar, where 32 and 44 per-
cent, respectively, of all mammal species are threatened. In
both countries, well over half the species are endemic, and
habitat disturbance is high. In contrast are Canada and the
U.S. with, respectively, 4 and 8 percent of mammal species
threatened. Less than a quarter of the species in the U.S. and
only 4 percent in Canada are endemic. Habitat disturbance is
moderately above average in the U.S. and very low in Canada.

The countries with the most threatened mammals are In-
donesia, with 128 species, and China and India, both with 75.
These three account for 43 percent of the world’s population
and are among the most densely populated. —Rodger Doyle

B Y  T H E  N U M B E R S

Threatened Mammals

LESS THAN 10 10 TO 14.9 15 TO 19.9 20 OR MORE NO DATA 

SOURCE: 1996 IUCN Red List of Threatened Animals, 
by IUCN (Gland, Switzerland, 1996); and Biodiversity Data 
Sourcebook, by World Conservation Monitoring Center 
(Cambridge, England, 1994)

PERCENT OF MAMMAL SPECIES CLASSIFIED AS THREATENED, BY COUNTRY 

MAMMALS

VULNERABLE

PERCENT OF SPECIES THREATENED

BIRDS

REPTILES

AMPHIBIANS

FISH

25%

11%

20%

25%

34%

ENDANGEREDCRITICALLY ENDANGERED

Data for reptiles, amphibians and fish are insufficient to classify accurately the 
degrees of extinction risk. 
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Outside, a chilly rain is pelting
Silicon Valley on a miserable
gray afternoon. Inside, com-

fortably ensconced in a fake living room
at Home—or, technically, @Home—my
colleague Wayt Gibbs and I are basking
in the glow of a 33-inch, $5,000 Mit-
subishi monitor. Officially, I have come
to interview Milo Medin, @Home’s vice
president of networking and Silicon Val-
ley’s genius of the moment. Unofficially,
we’ve both come to see whether one of
the first Internet services delivered by
television cable, rather than by telephone
line, is all it’s cracked up to be.

@Home was founded on an alluring
premise. Cable television systems are
broadband: they convey signals occupy-
ing a wide piece of the radio-frequency
spectrum. They are in effect “fat pipes”
that can carry data at up to 10 million
bits per second. This capability—with a
fair amount of supporting hardware—

could make them a much better medi-
um for connecting to the Internet than
the narrowband telephone network,
which by comparison is a bunch of soda
straws, with data poking along at sev-
eral thousand, or at most tens of thou-
sands, of bits per second.

Although @Home is only two years
old, its bold plan has already fired the
imagination of a number of technology
writers, who have portrayed the com-
pany’s quest in David and Goliath terms.
Besides @Home, David consists of sev-
eral relative upstarts in the Internet bus-
iness, such as Netscape Communica-
tions Corporation and the three cable
television operators that own much of
@Home: Tele-Communications, Inc.
(TCI), Comcast Corporation and Cox
Communications, Inc. Goliath consists
of (what else?) Microsoft Corporation
and the regional telephone companies,
who argue that cable’s apparent over-
whelming speed advantage will wither
if many users flock to cable-Internet sys-
tems, gobbling up their fat bandwidth.

Moreover, the telephone people in-
sist, several advanced telecommunica-
tions technologies, successors to the in-
tegrated-services digital network (ISDN),
will narrow the gap in the near future.
At present, ISDN service offers typically
56,000 bits per second at a cost of about

$25 a month; Internet service adds an-
other $20 or so a month. (A commer-
cial T1 line can transmit data at 1.544
million bits per second but, with corpo-
rate Internet access, costs in the neigh-
borhood of $2,500 per month.)

Whether cable-Internet systems can
avoid potentially fatal growing pains
will largely be determined by the inge-
nuity of Medin (pronounced meh-
DEEN), a 33-year-old communications
engineer. Regardless of whether Goliath
keels over, Medin may wind up influenc-
ing the Internet as much as anyone else
in the near future. It would be another in
a string of achievements for the man

that technology writer George Gilder
called a “hard-core Unix Christian lib-
ertarian netbender from outer space.”

Medin’s office is a study in Silicon Val-
ley spartan. On his desk is a Sun Sparc-
station 20 and towering heaps of paper.
There’s a small round table, a tall but
empty bookcase and 10 black mugs, all
of them containing black coffee in vari-
ous amounts and vintages. On the table
is a partly disassembled cable modem.
Exuding technical know-how in a striped
oxford shirt, blue jeans, white leather
sneakers and a pager, Medin holds forth
on @Home’s system. Words tumble out
at a remarkable rate, as his eyebrows

fly up and down, his eyes widen and al-
most seem to bug out, and his arms and
hands jab and wave.

“He can talk about technology for a
whole evening and never tire of it,”
warns Jay A. Rolls, director of multime-
dia technology for Cox. What sets him
apart, Rolls adds, is “an ability to com-
municate” and “vision. He can look at
a technology and see right away where
he can take it.”

Medin learned early what it was like
to face a difficult situation. When he
was five years old, his father, a Serbian
immigrant who farmed eight hectares
of grapes in Fresno, Calif., died of a

heart attack. No one else in the family—

Milo, his four-year-old sister, Mary Ann,
and his mother, Stella—spoke English.
His mother could not drive a car and
knew nothing about farming or financ-
es. “When I went to kindergarten, I
didn’t understand a word the teacher
was saying,” Medin recalls. “My sister,
my mom and I went through my kin-
dergarten workbooks together, learning
about [English] words.” His mother
subsequently not only learned how to
run the farm but increased its output.

Medin read voraciously, especially
about science. An interest in technology
blossomed in high school, when his
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PROFILE: MILO MEDIN

Do Try This @Home

CABLE GUY MILO MEDIN
is delivering the Internet to homes via television cable.
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mother bought him an Apple II com-
puter and a 300-bits-per-second mo-
dem. Class valedictorian, he went on to
the University of California at Berkeley
and loved it. At the height of the nucle-
ar freeze movement of the early 1980s,
an activist approached him and ex-
claimed, “Do you know that Reagan
wants to spend a trillion dollars on a
defense buildup?” Medin’s incredulous
response was, “Is that all?” The man’s
jaw dropped.

But if Berkeley’s leftists found Medin
hard to believe, so, too, did the Federal
Bureau of Investigation. While at Berke-
ley, Medin worked part-time at Law-
rence Livermore National Laboratory
writing software that was used to de-
sign solid-state lasers and to model nu-
clear weapons effects. The job required a
security clearance and therefore a back-
ground check by the FBI. Medin’s more
liberal friends seemed to sail
through the process, but ap-
parently the bureau had
trouble accepting the exis-
tence, in the Berkeley stu-
dent body, of a right-wing
conservative with strong re-
ligious beliefs. “Is this guy a
plant? Is he a nut?” is how
Medin guesses their reac-
tion. While Medin was be-
ing investigated, a man ap-
proached him and tried to
sell him a white powder. If it
was a test, Medin passed: he
immediately had the man
arrested by the campus po-
lice. He got his clearance not
long after.

After college, Medin went
to work at the National Aeronautics
and Space Administration Ames Re-
search Center, where he found a hodge-
podge of proprietary data networks.
His view was that the agency should
abandon such networks in favor of an
open one that was compatible with any
kind of computer. In those days, that
meant switching to a brand-new De-
fense Department creation known as
the Transmission Control Protocol/In-
ternetworking Protocol—the founda-
tion of today’s Internet. Medin became
a tireless and well-informed evangelist
for TCP/IP, and the good times rolled.
“Being a nonconformist in the govern-
ment can be a lot of fun,” he says, “be-
cause you’re on a crusade against in-
competence.”

A number of achievements and an-
ecdotes burnished the Medin mystique.

In 1988 he shut down Scandinavian In-
ternet connectivity (which ran through
Ames at the time) because an adminis-
trator in Finland refused to rein in a
hacker who had invaded Medin’s net-
work. Such stories had made a minor
celebrity of Medin when, in 1995, Klei-
ner Perkins Caufield & Byers, one of the
Valley’s top venture capital firms, came
calling. Medin ignored them. “I thought
it was a law firm,” he explains. K-P part-
ner John Doerr persisted and finally ar-
ranged a breakfast meeting with Medin,
at which Doerr and others made a pitch
for @Home and asked Medin to be its
technical chief. Medin politely declined
the offer, then went on to tell them why
their plan wouldn’t work. “It’s a nice
idea, but it’s overly simplistic,” was the
gist of what he said. “The expression on
their faces was like I ran over their pup-
py,” he recalls.

It took Doerr two months, but at last
he landed Medin, whose first order of
businesss was addressing the flaws in
@Home’s technical plan. Although he
was a data-networking legend, he only
began learning about cable television
while he was being recruited for
@Home. (He did not even have cable in
his own home.) “You mean you have
all this fiber?” he remembers thinking.
“And you don’t digitize, you AM mod-
ulate? Very weird.”

The main problem with @Home’s
original scheme was that it did not deal
with bottlenecks throughout the Inter-
net that would render pointless @Home’s
fat pipes to the home. The only way to
ensure high data rates all the way from
World Wide Web site to viewer, Medin
concluded, was to build a private, high-
speed backbone network and, most im-

portant, store frequently accessed pages
closer to viewers in large caches spread
around the country.

With the backbone and caching sys-
tem largely in place, TCI began offering
@Home’s service for $35 a month to its
California customers in Sunnyvale and
Fremont last September. At press time,
Cox, TCI and Comcast were also about
to introduce the service to subscribers
in Baltimore, Hartford, Orange County,
California, and Arlington Heights, Ill.

“We want to show people how broad-
band is different,” Medin says. While
accessing @Home’s own content through
its Web browser, screens refresh instant-
ly. The displayed pages are also huge,
generated from as many as 50 times
more bits as conventional pages. On
one side of the screen, reports on traffic,
weather, stocks or other subjects are up-
dated at intervals as short as two min-

utes. In the center of the
screen, the main image seems
almost frenetically alive, with
smart design, flashing graph-
ics and dollops here and there
of audio and video. The over-
all experience compares to
conventional Internet in the
way water skiing compares
to the backstroke.

But how about when the
content isn’t @Home’s? Dur-
ing a break in the demonstra-
tion, Gibbs, my co-worker,
grabs the keyboard and calls
up a few sites. Some snap up
instantly; others, particularly
Apple Computer’s site, are
slower (Apple’s site, however,
is a notorious underperform-

er). An informal survey of seven @Home
customers by the San Francisco Exam-
iner last October found that all were
happy with the service.

Of course, speed alone won’t guaran-
tee @Home’s success, not with other ca-
ble mavens readying high-speed servic-
es of their own. Excalibur, a joint ven-
ture of Time-Warner Cable and Time,
Inc., is offering its broadband Roadrun-
ner service in Akron and Canton, Ohio,
and in Binghamton, N.Y. Like the
pesky Finnish hacker, though, the com-
petition will find Medin a formidable
adversary. What else would you expect
of a man who peppers conversations
with allusions to nuclear weapons and
whose war cry, dating to his NASA

Ames days, is: “If you are willing to bet
your job on your beliefs, you can go a
long way.” —Glenn Zorpette

News and Analysis36 Scientific American January 1997

@HOME WEB PAGE
is a gate into information thickets.

@
H

O
M

E

Copyright 1996 Scientific American, Inc.Copyright 1996 Scientific American, Inc.



Geneticists have devised nu-
merous tests to learn whether
a fetus is likely to develop a

serious inherited disease during gesta-
tion. All these tests, however, need a
specimen of fetal cells. Until now, that
has meant either amniocentesis or cho-
rionic villus sampling. Both techniques
involve putting a needle into the uterus
to extract cells from either amniotic fluid
or embryonic membrane, and both can
be painful for the mother-to-be. More
disturbing, once in every 50 to 100 preg-
nancies, the procedures trigger a mis-
carriage, and there are suggestions that
villus sampling can very occasionally
cause limb deformities in the fetus.

Separate teams of researchers in Ja-
pan and California have recently dem-
onstrated a novel way to obtain fetal
cells without any such risk. The scien-
tists have found an apparently reliable
way to isolate immature red blood cells
belonging to the fetus from a sample of
the mother’s blood. They have also
shown that they can use the cells suc-

cessfully to perform various kinds of
genetic tests on the fetus.

Researchers have known for over a
decade that a few fetal blood cells leak
into the mother’s circulation. Isolating
them routinely has, however, proved to
be a challenge, because fetal cells ac-
count for only one in several million of
the mother’s own. Until a little over a
year ago, most attempts to pick out fetal
cells concentrated on lymphocytes, be-
cause unlike the far more numerous red
blood cells, they contain genes and so
can be used for analysis. This strategy
suffered a setback in 1995, when U.S.
investigators discovered, to their dis-
may, that fetal lymphocytes can persist
in a mother’s blood for as long as 27
years. That greatly limits their use, be-
cause a fetal lymphocyte in the blood of
a pregnant woman who carried an ear-
lier fetus could be a survivor from the
earlier pregnancy.

Efforts have therefore turned to try-
ing to isolate fetal immature red blood
cells. Unlike mature red blood cells—

which both mother and fetus have in
abundance—immature cells have nuclei
containing genes, and unlike lympho-
cytes they cannot survive for long. Aki-
hiko Sekizawa of the National Center
of Neurology and Psychiatry in Tokyo
and his colleagues first described a suc-
cessful application of the technique last
year. They obtained blood samples from
women who were eight to 20 weeks

pregnant and concentrated the fetal and
maternal immature red blood cells using
standard laboratory techniques. They
then laboriously picked out fetal cells
under the microscope and were able to
test them for Duchenne’s muscular dys-
trophy and for the rhesus factor, which
can cause dangerous problems if a wom-
an lacks the factor but her fetus has it.
The work was published in Neurology
and in Obstetrics and Gynecology.

Yuet Wai Kan and his associates at the
University of California at San Francis-
co have now made the technique easier.
They first used an antibody to concen-
trate fetal and maternal immature red
blood cells. The U.S. researchers spread
the resulting cells on microscope slides
and used a second antibody to stain just
those cells that were displaying charac-
teristic fetal proteins. Under a micro-
scope they could then fairly easily pick
up 10 or 20 stained cells (out of several
thousand unstained maternal cells) on
the point of a fine needle. For modern
techniques of genetic analysis, 10 or 20
cells are plenty. Kan’s work was pub-
lished in Nature Genetics.

Kan and his colleagues have tested
cells from fetuses that had been consid-
ered at risk for sickle cell anemia, cystic
fibrosis or beta-thalassemia and con-
firmed that the fetuses did not in fact
have those conditions. The diagnoses
were checked against cells that were
obtained conventionally.

Barring any problems that might
emerge in bigger tests, there is no obvi-
ous reason why Kan’s technique should
not be used with any genetic test for a
disorder caused by a mutation in a single
gene. That covers many common genet-
ic diseases. Diane Bianchi of the New
England Medical Center says the tech-
nique might also be applicable to Down
syndrome and other diseases caused by
whole-chromosome mutations. Such
mutations often occur in harmless form
in the placenta, which could complicate
diagnoses because placental cells may
leak into the mother’s circulation. Bian-
chi is currently participating in a multi-
center study to check the value of fetal
immature red blood cells for detecting
Down syndrome. And Kan points out
that although his technique demands
some skill and is “quite tedious,” it does
not require expensive equipment or the
costly time of an obstetrician.

—Tim Beardsley in Washington, D.C.
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TECHNOLOGY AND BUSINESS

FETAL CHECKUP

A simple blood test can 
replace invasive procedures 

such as amniocentesis

MEDICAL DIAGNOSTICS

EXPECTANT MOTHERS UNDERGOING AMNIOCENTESIS
and other uncomfortable invasive methods may soon have an alternative: a simple

blood sample that can yield enough fetal cells for genetic diagnosis.
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Asmoke ring can be a pleasing 
thing to look at. At the Geor-

gia Institute of Technology,
Ari Glezer and Mark G. Allen are build-
ing devices that could boost the power
of computer chips by blowing similar
vortices of fresh air.

Keeping chips cool is a crucial re-
quirement in electronic design. Fans are
the traditional solution, but they are
cumbersome and inefficient. Glezer and

Allen adapted the principle behind a
smoke-ring generator to make a device
that efficiently cools circuits and can be
made small enough to chill individual
chips. The concept is straightforward: a
box has one flexible wall and a hole, or
several holes, in the opposite wall. Vi-
brating the flexible wall at a suitable fre-
quency causes cooling jets of vortices to
emerge from the holes. 

Allen has made devices with holes as
small as 100 microns in diameter. That
makes it possible to think of microma-
chining such devices into a chip, Glezer
notes. They need no external plumbing,
and because the microjets are highly di-
rectional, they can be pointed where
needed. In one test, a device with a hole
1/16 of an inch in diameter allowed the
researchers to boost the power of an ar-

ray of chips by 150 percent, with no in-
crease in temperature. Yet the power
consumed by the microjet device itself
was only 3 percent of the power gained.

Glezer and Allen’s studies originated
in work supported by the U.S. Air
Force, which is interested in using vast-
ly larger versions for steering thrusters.
For cooling chips, an easily made piezo-
electric crystal actuator suffices to drive
test devices, although other options are
possible, Glezer says. Only one prob-
lem looms: some actuators emit a whis-
tle while they work. Practical versions
might have to be used with sound-ab-
sorbing padding. Provided, of course,
the padding does not make the chips
warmer again. Technology development
is seldom simple.

—Tim Beardsley in Washington, D.C.
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CHILLING CHIPS

Microjets of air can cool chips, 
but. . . speak up!

MICROELECTRONICS

Prospecting for oil and gas used
to be a matter of simply looking
for places where oil seeps to the

surface, drilling nearby and hoping for
the best. These days the search for civi-
lization’s lifeblood is more scientific,
and oil companies spend many millions
of dollars studying the types of rock
formations most likely to have trapped
worthwhile reserves. Now they have a
new tool that could help find places
worth exploring—and so eliminate some
expensive dry holes.

Researchers have identified in oil a pair
of molecules that seems to reveal how
far the oil has migrated from its site of
origin. Oil moves laterally through the
ground an inch or so every year as the
force of buoyancy pushes it up from the
depths where it was formed through in-
clined layers of porous rock. Sometimes
it is trapped at accessible depths hun-
dreds of miles from where it started. Ex-
plorers already use chemical analysis to
try to infer what kind of source rocks
are likely to have yielded a given sam-
ple. By adding information about how
far the sample has moved, they should
rule out some suspects.

The new markers of migration dis-
tance were described last fall in Nature
by Steven R. Larter of the University of

Newcastle in England, together with a
team of co-authors from Norsk Hydro
and Saga Petroleum (both in Norway),
Shell and Imperial Oil Resources. The
chemicals they studied are two variant
forms of a carbon- and nitrogen-con-
taining compound called benzocarba-
zole, which is present in all oils in trace
amounts. Although the two forms are
chemically very similar, benzo[a]carba-
zole is slightly more readily absorbed by
clay and other minerals than benzo-
[c]carbazole, an effect the researchers
demonstrated experimentally by allow-
ing oil to ooze through wet clay. That
means the farther oil moves, the less of
the [a] form there is left compared with
the [c] form. Conveniently, the ratio

does not depend on how long the oil
has been on the move.

The benzocarbazole ratios in three
well-studied oil fields in Europe and
North America seem to confirm the ex-
perimentally observed behavior, accord-
ing to Larter’s Nature paper. Larter says
other fields confirm the effect as well.
To use the compounds as markers of
migration distance, prospectors have to
consider the estimated ratio of the com-
pounds when the oil started its subter-
ranean migration. That adjustment can
usually be made as observations accu-
mulate. “It is an important tool,” de-
clares Gary H. Isaksen of Exxon Pro-
duction Research, who notes that more
studies will be needed before all the lim-

OIL EXPLORATION
should become more efficient with a new tracing method.

MORE GALLONS 

PER MILE

Chemical signals narrow 
the search for petroleum

CHEMISTRY
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These should be the best of times
for telephone companies: de-
mand for their services is surg-

ing thanks to long-distance price wars
and burgeoning Internet use. But many
firms were caught off guard by the run
on bandwidth. The trunks of their fi-
ber-optic networks are perilously full,
and some central offices are running out
of switches during peak periods. In re-
sponse, many phone companies are em-
bracing a relatively new technology that
can increase the data capacity of their
optical networks by 100-fold—perhaps,
within a decade, by 1,000-fold.

Last spring research groups at AT&T,
Fujitsu and Nippon Telegraph and Tele-
phone (NTT) announced that they had
successfully sent data at more than one
trillion bits per second over many kilo-
meters of a single optical fiber. Seven
months later NEC Corporation doubled
the record, demonstrating speeds 1,000
times those used on commercial long-
distance networks. “These so-called
hero experiments are carefully orches-
trated,” points out Rajiv Ramaswami,
manager of optical network systems for
the IBM Thomas J. Watson Research
Center. “If you add a kilometer of fiber
or change the temperature of the room
by 10 degrees, they probably wouldn’t
work. But they demonstrate what is
possible.” To demonstrate what is prac-
tical, major telephone companies have
formed four alliances, each of which is
building its own experimental network.

All four are pursuing the same clever
idea to get around the speed limit phys-
ics imposes on standard optical net-
works, which encode data in pulses of
laser light and dispatch them through

wires made of glass. Very fast data rates
require very short pulses, which tend to
smear into one another as they travel
through kilometers of fiber. Electronic
devices staggered along the path can
clean up the signal, but they are expen-
sive and can work on at most 50 billion
bits per second.

To go faster, researchers have bor-
rowed a trick from radio: they transmit
many signals simultaneously over a sin-
gle fiber by encoding them in different
wavelengths, or channels. Commercial
devices that use this technique, known
as wavelength division multiplexing
(WDM), can already boost the capacity
of existing fiber 20-fold. NEC’s hero ex-

periment demonstrated 132 channels,
each conveying a full load to 20 billion
bits per second—all told, enough speed
to carry roughly 40 million telephone
calls at once.

“I doubt that more than 32 [chan-
nels] will be commercially practical for
some time,” Ramaswami says. But
WDM has another strong advantage.
By eliminating the need for electronic-
signal cleaners, it opens the door to net-
works that switch light signals directly,
without converting them to electronic
form [see “All-Optical Networks,” by

Vincent W. S. Chan; Scientific Amer-
ican, September 1995]. “Such networks
don’t care what bit rate or [encoding
technique] you send through them,”
Ramaswami notes. That makes them
much cheaper to upgrade. Over time,
estimates Joseph Berthold, who leads
Bellcore’s work on a test-bed project
called MONET, “WDM could save
[telephone companies] 35 percent of
their capital costs, or about $100 mil-
lion, in high-demand regions.”

The telephone industry has remained
skeptical of all-optical networks, be-
cause optical switches are still expen-
sive and unstable, and they offer no easy
way to spot and fix traffic jams. But that
is changing swiftly. IBM has built pro-
totype optical switches using photolith-
ography, the process that made micro-
chips so inexpensive. NTT has developed
a device that could allow engineers build-
ing a 32-channel system to use just one
stable, high-power laser and 32 filters
instead of 32 tunable lasers. And Rod-
ney C. Alferness of Lucent Technologies
predicts that by February, MONET will
be running—and monitoring—a small,
all-optical local telephone exchange
linked to AT&T’s long-distance system.

As the test beds begin to prove WDM
networks feasible, telephone company
executives will have to judge whether
they are wise. If a single glass fiber can
carry all the voice, fax, video and data
traffic for a large corporation yet costs
little more than today’s high-speed In-
ternet connections, how much will they
be able to charge for telephone service?
Peter Cochrane of BT Laboratories in
Ipswich, England, predicts that “photon-
ics will transform the telecoms industry
by effectively making bandwidth free
and distance irrelevant.” Joel Birnbaum,
director of Hewlett-Packard Laborato-
ries, expects that this will relegate tele-
phone companies to the role of digital
utilities. “You will buy computing like
you now buy water or power,” he says.

Others, such as industry analyst
Francis McInerney, believe the double-
time march of technology has already
doomed them to fall behind. AT&T
and its ilk, he claims, “are already dead.
When individuals have [megabits per
second of bandwidth], telephone ser-
vice should cost about three cents a
month.” Having discovered how to of-
fer high-bandwidth service, telephone
companies may now need to invent use-
ful things to do with it, just to stay in
business.

—W. Wayt Gibbs in San Francisco
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ONE GLASS FIBER
could transmit 40 million calls at once.

itations of the technique are clear. One
possible difficulty is that vertical migra-
tion may skew results.

Isaksen notes the technique could be
especially valuable for guiding offshore
exploration, where drilling is monumen-
tally expensive. Offshore West Africa, the
Caspian Sea, and Sakhalin Island off

Russia all have rich deposits that ben-
zocarbazoles might help explore. Isak-
sen says several companies, including his
own, have started to look at the com-
pounds. And as long as oil companies
can keep finding black gold, there seems
to be little doubt there will be customers.

—Tim Beardsley in Washington, D.C.

BANDWIDTH, 

UNLIMITED

Optical devices moving to market 
could boost telephone company 

profits—or wipe them out
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Fear of computers is creeping
back into political debate. Sure,
lawmakers still thump about the

Internet to show how much they love
progress. But underneath the enthusiasm
is a fresh emergence of an old fear. In
France, politicians are discussing short-
ening the workweek to share a pool of
jobs, which, they say, is being steadily
shrunk by the progress of automation.
In Belgium, the economics minister pro-
posed that computers be taxed and the
proceeds used to subsidize threat-
ened blue-collar jobs. And in the U.S.,
author and rabble-rouser Jeremy Rif-
kin is echoing the French call for a
shorter workweek.

Like all bad ideas, these are not
just wrong but also counterproduc-
tive. Computers don’t destroy jobs;
they create them. But they do so by
changing the nature of work beyond
all recognition. In that transforma-
tion, the notion of the workweek be-
comes about as accurate a measure
of work and opportunity as the erg
is a measure of financial success.

Computers alter the nature of em-
ployment because they augment
workers, not substitute for them.
They help to flatten office hierarchies by
turning secretaries from typists into as-
sistant managers. Communications tech-
nology has lessened—or at least made
less obvious—the demands of juggling
career and family by enabling some of-
fice work to be done at home. Comput-
ers also help to increase the total amount
of work available. Because it emphasiz-
es brain over brawn, the computer has
drawn more women into the paid labor
force. With women, more of the devel-
oped world’s population is now em-
ployed than ever before. History’s most
automated country, the U.S., has the
highest employment. In 1950 about 56
percent of adults were employed (some
59 million people). By 1992 the figure
had reached 62 percent (118 million).

This transformation of work renders
obsolete the idea that hours, weeks and
months can serve as true accountings of
labor. Among the first to notice was
Frederick P. Brooks, author of the 1975
book, The Mythical Man-Month.
Brooks was in charge of creating IBM’s

OS/360 operating system. Despite his
best efforts, the system was massively
late. Worse, it grew later as Brooks put
more programmers on the project.

The problem, Brooks explained in his
book, is that man-months of informa-
tion work just don’t add up the way that
man-months of physical labor do. Add-
ing more programmers to the OS/360
project ate up more time in the meetings
needed to bring newcomers up to speed
than it added in code-crunching produc-
tivity. But if information work is too
complex and interdependent to figure in
man-months of effort, as Brooks tried
to do, there is no reason to believe that it

will subtract or divide, as Rifkin would
have it. Time for a new arithmetic.

One of the first to begin formulating
the new math was Erik Brynjolfsson of
the Massachusetts Institute of Technol-
ogy. With graduate student Marshall
van Alstyne, Brynjolfsson built a simple
model in which the basic raw material
is ideas, and the potential value of ideas
is enhanced by the speed and ease with
which technology enables them to be
traded. The problems this model illus-
trates turn out to be different from those
discussed by Rifkin and most politicians.

The most important is that, while
tradable and transportable ideas make
everybody better off, not everybody is
equally better off. The more tradable
ideas become, according to Brynjolfs-
son’s model, the more the information-
rich accelerate away from the informa-
tion-poor (the assumption is that infor-
mation-haves will generally prefer to
hobnob with other information-haves).
This model is fairly simple, so it has no
overlay of money and doesn’t take into

account the possibility that the relative-
ly ignorant could just purchase exper-
tise. Nor does it admit the possibility
that knowledge can lose relevance.

But what is interesting about the mod-
el is how resistant it is to any of the tra-
ditional political tools used to try to
distribute work and rewards. Reducing
work hours rapidly leaves everyone
worse off. Value in the new economy
comes from weighing evidence to make
decisions and deductions, and that work
is ultimately done in a single brain. So
someone laboring 60 hours a week can
make many more decisions and connec-
tions than two people working 30 hours.

Somewhat ironically, increasing ac-
cess to technology improves overall
wealth but also exacerbates inequality,

because access benefits the informa-
tion-rich the most. More and broad-
er education is the single most effec-
tive way of reducing disparity, but it
doesn’t work on the kind of time-
scale that wins elections.

Brynjolfsson’s results do show some
of the questions that politicians must
try to answer. Is there an emerging
information elite? Certainly the com-
pensation of bosses is surging ahead
of that of workers. But the evidence
that computers have redistributed
income throughout the population is
inconclusive. Equally unproved is
the assumption that salaried income—

rather than, say, equity or intangible
benefits—is the right measure of suc-

cess in the information economy.
A second question concerns the na-

tural measure of work: it’s no longer
weeks, hours or months. An intriguing
aspect of the new economy is the grow-
ing bands of consultants who flit from
one project to the next—staying only so
long as their skills are needed. Their re-
wards are typically defined by results as
well as by time. Perhaps, in this world,
there is a trade-off between job security
and equality of opportunity: the more
temporary the jobs, the more opportuni-
ties exist to get one. But to begin to un-
derstand such trade-offs requires a defi-
nition of “project” that will enable dif-
ferent information jobs to be compared.

Indeed, participating in the creation
of that definition is one of the greatest
opportunities to emerge from the trans-
formation of work. We have more work
for more people than ever before—and
more ways of working. That looks a lot
like liberation for the worker, rather
than oppression.

—John Browning in London
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Roughly once a second, a subatom-
ic particle enters the earth’s atmo-
sphere carrying as much energy

as a well-thrown rock. Somewhere in the
universe, that fact implies, there are forces
that can impart to a single proton 100 mil-
lion times the energy achievable by the most
powerful earthbound accelerators. Where
and how?

Those questions have occupied physicists
since cosmic rays were first discovered in
1912 (although the entities in question are
now known to be particles, the name “ray”
persists). The interstellar medium contains
atomic nuclei of every element in the period-
ic table, all moving under the influence of
electrical and magnetic fields. Without the
screening effect of the earth’s atmosphere,
cosmic rays would pose a significant health
threat; indeed, people living in mountainous
regions or making frequent airplane trips
pick up a measurable extra radiation dose.

Perhaps the most remarkable feature of
this radiation is that investigators have not
yet found a natural end to the cosmic-ray
spectrum. Most well-known sources of
charged particles—such as the sun, with its
solar wind—have a characteristic energy
limit; they simply do not produce particles
with energies above this limit. In contrast,
cosmic rays appear, albeit in decreasing
numbers, at energies as high as astrophysi-
cists can measure. The data run out at levels
around 300 billion times the rest-mass ener-
gy of a proton because there is at present no
detector large enough to sample the very low
number of incoming particles predicted.

Nevertheless, evidence of ultrahigh-ener-
gy cosmic rays has been seen at intervals of
several years as particles hitting the atmo-
sphere create myriad secondary particles
(which are easier to detect). On October
15, 1991, for example, a cosmic-ray obser-
vatory in the Utah desert registered a show-

er of secondary particles from a 50-joule
(3 × 1020 electron volts) cosmic ray. Al-
though the cosmic-ray flux decreases with
higher energy, this decline levels off some-
what above about 1016 eV, suggesting that
the mechanisms responsible for ultrahigh-
energy cosmic rays are different from those
for rays of more moderate energy.

In 1960 Bernard Peters of the Tata Insti-
tute in Bombay suggested that lower-energy
cosmic rays are produced predominantly in-
side our own galaxy, whereas those of high-
er energy come from more distant sources.
One reason to think so is that a cosmic-ray
proton carrying more than 1019 eV, for ex-
ample, would not be deflected significantly
by any of the magnetic fields typically gen-
erated by a galaxy, so it would travel more
or less straight. If such particles came from
inside our galaxy, we might expect to see
different numbers coming from various di-
rections because the galaxy is not arranged
symmetrically around us. Instead the distri-
bution is essentially isotropic, as is that of
the lower-energy rays, whose directions are
scattered.

Supernova Pumps

Such tenuous inferences reveal how little
is known for certain about the origin of

cosmic rays. Astrophysicists have plausible
models for how they might be produced
but no definitive answers. This state of af-
fairs may be the result of the almost un-
imaginable difference between conditions
on the earth and in the regions where cos-
mic rays are born. The space between the
stars contains only about one atom per cu-
bic centimeter, a far lower density than the
best artificial vacuums we can create. Fur-
thermore, these volumes are filled with vast
electrical and magnetic fields, intimately
connected to a diffuse population of

Cosmic Rays 
at the Energy Frontier

These particles carry more energy than 
any others in the universe. Their origin

is unknown but may be relatively nearby

by James W. Cronin, Thomas K. Gaisser and Simon P. Swordy
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Cosmic rays—atomic nuclei travel-
ing at nearly the speed of light—
inhabit a bizarre relativistically
foreshortened universe before
smashing into nuclei of atoms of
atmospheric gas high above the
earth. A significant fraction of the
incoming energy is converted to
matter in the form of subatomic
particles, including muons, which
in turn collide violently with other
atoms in the atmosphere to create
an “air shower.” Gamma rays are
also emitted.
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Particles in the initial stages of the cascade of
collisions are traveling so fast that they exceed
the speed of light in the tenuous upper atmo-
sphere (which is negligibly less than the speed
of light in a vacuum) and so emit Cerenkov ra-
diation—an optical analogue of a sonic boom.

As the particles created in the initial collision
strike atmospheric nuclei, their energy may
create additional particles and high-energy
radiation. Conservation of momentum dic-
tates that most of the matter created travels
in the same direction as the initial cosmic ray,
but photons may be emitted essentially in all
directions.

Muons and other cosmic-ray debris remain-
ing toward the end of an air shower have
dissipated enough energy that their interac-
tion with the atmosphere gives rise mostly
to ultraviolet light from the disruption of
electron energy shells. This light can be de-
tected by sensitive photomultipliers. In a
particularly powerful event, some of the
particles from the shower will reach the
ground, where they can be detected as well.

The Life of a Cosmic Ray
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charged particles even less numerous
than the neutral atoms.

This environment is far from the
peaceful place one might expect: the
low densities allow electrical and mag-
netic forces to operate over large dis-
tances and timescales in a manner that
would be quickly damped out in mate-
rial of terrestrial densities. Galactic space
is therefore filled with an energetic and
turbulent plasma of partially ionized
gas in a state of violent activity. The mo-
tion is often hard to observe on human
timescales because astronomical distanc-
es are so large; nevertheless, those same
distances allow even moderate forces to
achieve impressive results. A particle
might zip through a terrestrial accelera-
tor in a few microseconds, but it could
spend years or even millennia in the ac-
celerator’s cosmic counterpart. (The
timescales are further complicated by
the strange, relativity-distorted frame-
work that ultrahigh-energy cosmic rays
inhabit. If we could observe such a par-
ticle for 10,000 years, that period would
correspond to only a single second as
far as the particle is concerned.)

Astronomers have long speculated
that the bulk of galactic cosmic rays—

those with energies below about 1016

eV—originate with supernovae. A com-
pelling reason for this theory is that the
power required to maintain the observed
supply of cosmic-ray nuclei in our Milky
Way galaxy is only slightly less than the
average kinetic energy delivered to the
galactic medium by the three supernova

explosions that occur every century.
There are few, if any, other sources of
this amount of power in our galaxy.

When a massive star collapses, the
outer parts of the star explode at speeds
of up to 10,000 kilometers per second
and more. A similar amount of energy
is released when a white dwarf star un-
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AIR-SHOWER DETECTOR watches for
traces of cosmic rays entering the upper
atmosphere. Photodetectors can track
flashes of light caused by particles inter-
acting with air molecules and determine
the energy and probable identity of the in-
coming rays. The Fly’s Eye detector (close-
up at far right) is located in Utah.

COSMIC-RAY ACCELERATOR is be-
lieved to arise from a supernova explosion.
Astrophysicists hypothesize that atomic
nuclei crossing the supernova shock front
will pick up energy from the turbulent
magnetic fields embedded in the shock. A
particle may be deflected in such a way
that it crosses the boundary of the shock
hundreds or even thousands of times, pick-
ing up more energy on each passage, until
it escapes as a cosmic ray. Most of the
particles travel on paths that result in rel-
atively small accelerations, accounting for
the general shape of the cosmic-ray ener-
gy spectrum (far right), which falls off at
higher energies. The “knee,” or bend, in
the curve suggests that most of the parti-
cles are accelerated by a mechanism inca-
pable of imparting more than about 1015

electron volts. The relative excess of ultra-
high-energy particles indicates an addi-
tional source of acceleration whose na-
ture is as yet unknown. 
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dergoes complete disintegration in a
thermonuclear detonation. In both types
of supernovae the ejected matter ex-
pands at supersonic velocities, driving a
strong shock into the surrounding me-
dium. Such shocks are expected to ac-
celerate nuclei from the material they
pass through, turning them into cosmic
rays. Because cosmic rays are charged,
they follow complicated paths through
interstellar magnetic fields. As a result,
their directions as observed from the
earth yield no information about the lo-
cation of their original source.

By looking at the synchrotron radia-
tion sometimes associated with super-
nova remnants, researchers have found
more direct evidence that supernovae

can act as accelerators. Synchrotron ra-
diation is characteristic of high-energy
electrons moving in an intense magnet-
ic field of the kind that might act as a
cosmic-ray accelerator, and the presence
of synchrotron x-rays in some superno-
va remnants suggests particularly high
energies. (In earthbound devices, syn-
chrotron emission limits a particle’s en-
ergy because the emission rate increases
as a particle goes faster; at some point,
the radiation bleeds energy out of an
accelerating particle as fast as it can be
pumped in.) Recently the Japanese x-
ray satellite Asca made images of the
shell of Supernova 1006, which explod-
ed 990 years ago. Unlike the radiation
from the interior of the remnant, the x-
radiation from the shell has the features
characteristic of synchrotron radiation.
Astrophysicists have deduced that elec-
trons are being accelerated there at up
to 1014 eV (100 TeV).

The EGRET detector on the Comp-
ton Gamma Ray Observatory has also
been used to study point sources of gam-
ma rays identified with supernova rem-
nants. The observed intensities and spec-
tra (up to a billion electron volts) are
consistent with an origin from the de-
cay of particles called neutral pions,
which could be produced by cosmic rays
from the exploding star’s remnants col-
liding with nearby interstellar gas. In-
terestingly, however, searches made by
the ground-based Whipple Observatory
for gamma rays of much higher energies
from some of the same remnants have
not seen signals at the levels that would
be expected if the supernovae were ac-

celerating particles to 1014

eV or more.
A complementary method

for testing the association of
high-energy cosmic rays with
supernovae involves the ele-
mental composition of cos-
mic-ray nuclei. The size of the
orbit of a charged particle in
a magnetic field is propor-
tional to its total momentum
per unit charge, so heavier
nuclei have greater total en-
ergy for a given orbit size.
Any process that limits the
particle acceleration on the
basis of orbit size (such as an
accelerating region of limited
extent) will thus lead to an
excess of heavier nuclei at
high energies.

Eventually we would like
to be able to go further and

look for elemental signatures of acceler-
ation in specific types of supernovae.
For example, the supernova of a white
dwarf detonation would accelerate what-
ever nuclei populate the local interstel-
lar medium. A supernova that followed
the collapse of a massive star, in con-
trast, would accelerate the surrounding
stellar wind, which is characteristic of
the outer layers of the progenitor star at
earlier stages of its evolution. In some
cases, the wind could include an in-
creased fraction of helium, carbon or
even heavier nuclei.

The identity of high-energy cosmic
rays is all but lost when they interact
with atoms in the earth’s atmosphere
and form a shower of secondary parti-
cles. Hence, to be absolutely sure of the
nuclear composition, measurements
must be made before the cosmic rays
reach dense atmosphere. Unfortunately,
to collect 100 cosmic rays of energies
near 10 14 eV, a 10-square-meter detec-
tor would have to be in orbit for three
years. Typical exposures at present are
more like the equivalent of one square
meter for three days.

Researchers are attacking this prob-
lem with some ingenious experiments.
For example, the National Aeronautics
and Space Administration has developed
techniques to loft large payloads (about
three tons) with high-altitude balloons
for many days. These experiments cost
a tiny fraction of what an equivalent
satellite detector would. The most suc-
cessful flights of this type have taken
place in Antarctica, where the upper at-
mosphere winds blow in an almost con-
stant circle around the South Pole. 

A payload launched at McMurdo
Sound on the coast of Antarctica will
travel at a nearly constant radius from
the Pole and return eventually to near
the launch site. Some balloons have cir-
cled the continent for 10 days. One of
us (Swordy) is collaborating with Diet-
rich Müller and Peter Meyer of the Uni-
versity of Chicago on a 10-square-me-
ter detector that could measure heavy
cosmic rays of up to 1015 eV on such a
flight. There are efforts to extend the ex-
posure times to roughly 100 days with
similar flights nearer the equator.

Across Intergalactic Space

Studying even higher-energy cosmic
rays—those produced by sources as

yet unknown—requires large ground-
based detectors, which overcome the
problem of low flux by watching enor-
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mous effective areas for months or years.
The information, however, must be ex-
tracted from cascades of secondary par-
ticles—electrons, muons and gamma
rays—initiated high in the atmosphere
by an incoming cosmic-ray nucleus.
Such indirect methods can only suggest
general features of the composition of a
cosmic ray on a statistical basis, rather
than identifying the atomic number of
each incoming nucleus.

At ground level, the millions of sec-
ondary particles unleashed by one cos-
mic ray are spread over a radius of hun-
dreds of meters. Because it is impracti-
cal to blanket such a large area with
detectors, the detectors typically sample
these air showers at a few hundred or
so discrete locations.

Technical improvements have en-
abled such devices to collect increasing-
ly sophisticated data sets, thus refining
the conclusions we can draw from each
shower. For example, the CASA-MIA-
DICE experiment in Utah, in which two
of us (Cronin and Swordy) are involved,
measures the distributions of electrons
and muons at ground level. It also de-
tects Cerenkov light (a type of optical
shock wave produced by particles mov-
ing faster than the speed of light in their
surrounding medium) generated by the
shower particles at various levels in the
atmosphere. These data enable us to re-
construct the shape of the shower more
reliably and thus take a better guess at
the energy and identity of the cosmic
ray that initiated it. 

The third one of us (Gaisser) is work-
ing with an array that measures showers
reaching the surface at the South Pole.
This experiment works in conjunction
with AMANDA, which detects ener-
getic muons produced in the same
showers by observing Cerenkov radia-
tion produced deep in the ice cap. The
primary goal of AMANDA is to catch
traces of neutrinos produced in cosmic
accelerators, which may generate up-
ward-streaming showers after passing
through the earth.

In addition to gathering better data,
researchers are also improving detailed
computer simulations that model how
air showers develop. These simulations
help us to understand both the capabil-
ities and the limitations of ground-based
measurements. The extension to higher
energies of direct cosmic-ray detection
experiments, which allows both ground-
based and airborne detectors to observe
the same kinds of cosmic rays, will also
help calibrate our ground-based data. 

Rare Giants

Cosmic rays with energies above 1020

eV strike the earth’s atmosphere at
a rate of only about one per square kilo-
meter a year. As a result, studying them
requires an air-shower detector of truly
gigantic proportions. In addition to the
1991 event in Utah, particles with ener-
gies above 1020 eV have been seen by
groups elsewhere in the U.S., in Akeno,
Japan, in Haverah Park, U.K., and in
Yakutsk, Siberia. 

Particles of such high energy pose a
conundrum. On the one hand, they are
likely to come from outside our galaxy
because no known acceleration mecha-
nism could produce them and because
they approach from all directions even
though a galactic magnetic field is insuf-
ficient to bend their path. On the other
hand, their source cannot be more than
about 30 million light-years away, be-
cause the particles would otherwise lose
energy by interaction with the universal
microwave background—radiation left

over from the birth of the cosmos in the
big bang. In the relativistic universe that
the highest-energy cosmic rays inhabit,
even a single radio-frequency photon
packs enough punch to rob a particle of
much of its energy.

If the sources of such high-energy
particles were distributed uniformly
throughout the cosmos, interaction with
the microwave background would cause
a sharp cutoff in the number of parti-
cles with energy above 5 × 1019 eV, but
that is not the case. There are as yet too
few events above this nominal thresh-
old for us to know for certain what is
going on, but even the few we have seen
provide us with a unique opportunity
for theorizing. Because these rays are es-
sentially undeflected by the weak inter-
galactic magnetic fields, measuring the
direction of travel of a large enough
sample should yield unambiguous clues
to the locations of their sources.

It is interesting to speculate what the
sources might be. Three recent hypothe-
ses suggest the range of possibilities: ga-
lactic black-hole accretion disks, gam-
ma-ray bursts and topological defects
in the fabric of the universe. 

Astrophysicists have predicted that
black holes of a billion solar masses or
more, accreting matter in the nuclei of
active galaxies, are needed to drive rela-
tivistic jets of matter far into intergalac-
tic space at speeds approaching that of
light; such jets have been mapped with
radio telescopes. Peter L. Biermann of
the Max Planck Institute for Radioas-
tronomy in Bonn and his collaborators
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HIGH-ALTITUDE BALLOON launched
near McMurdo Base in Antarctica carries
cosmic-ray detectors above most of the
atmosphere. Winds 40 kilometers above
the ice cap blow in a circle around the
Pole, returning the balloon to the vicinity
of its starting point after about 10 days.
Balloon detectors are not as sensitive as
those placed on board satellites, but they
can be made much larger and lofted much
more cheaply.
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suggest that the hot spots seen in these
radio lobes are shock fronts that accel-
erate cosmic rays to ultrahigh energy.
There are some indications that the di-
rections of the highest-energy cosmic
rays to some extent follow the distribu-
tion of radio galaxies in the sky.

The speculation about gamma-ray
bursts takes off from the theory that the
bursts are created by relativistic explo-
sions, perhaps resulting from the coa-
lescence of neutron stars. Mario Vietri
of the Astronomical Observatory of
Rome and Eli Waxman of Princeton
University independently noted a rough
match between the energy available in
such cataclysms and that needed to sup-
ply the observed flux of the highest-en-
ergy cosmic rays. They argue that the
ultrahigh-speed shocks driven by these
explosions act as cosmic accelerators.

Perhaps most intriguing is the notion
that ultrahigh-energy particles owe their
existence to the decay of monopoles,

strings, domain walls and other topo-
logical defects that might have formed
in the early universe. These hypothetical
objects are believed to harbor remnants
of an earlier, more symmetrical phase of
the fundamental fields in nature, when
gravity, electromagnetism and the weak
and strong nuclear forces were merged.
They can be thought of, in a sense, as
infinitesimal pockets preserving bits of
the universe as it existed in the fraction-
al instants after the big bang. 

As these pockets collapse, and the
symmetry of the forces within them
breaks, the energy stored in them is re-
leased in the form of supermassive par-
ticles that immediately decay into jets
of particles with energies up to 100,000
times greater than those of the known
ultrahigh-energy cosmic rays. In this
scenario the ultrahigh-energy cosmic
rays we observe are the comparatively
sluggish products of cosmological par-
ticle cascades. 

Whatever the source of these cosmic
rays, the challenge is to collect enough
of them to search for detailed correla-
tions with extragalactic objects. The
AGASA array in Japan currently has an
effective area of 200 square kilometers,
and the new Fly’s Eye HiRes experiment
in Utah will cover about 1,000 square
kilometers. Each detector, however, can
capture only a few ultrahigh-energy
events a year.

For the past few years, Cronin and
Alan A. Watson of the University of
Leeds have been spearheading an initia-
tive to gather an even larger sample of
ultrahigh-energy cosmic rays. This de-
velopment is named the Auger Project,
after Pierre Auger, the French scientist
who first investigated the phenomenon
of correlated showers of particles from
cosmic rays. The plan is to provide de-
tectors with areas of 9,000 square kilo-
meters that are capable of measuring
hundreds of high-energy events a year.
A detector field would consist of many
stations on a 1.5-kilometer grid; a single
event might trigger dozens of stations. 

An Auger Project design workshop
held at the Fermi National Accelerator
Laboratory in 1995 has shown how
modern off-the-shelf technology such as
solar cells, cellular telephones and Glo-
bal Positioning System receivers can
make such a system far easier to con-
struct. A detector the size of Rhode Is-
land could be built for about $50 mil-
lion. To cover the entire sky, two such
detectors are planned, one each for the
Northern and Southern hemispheres.

As researchers confront the problem
of building and operating such gigantic
detector networks, the fundamental
question remains: Can nature produce
even more energetic particles than those
we have seen? Could there be still high-
er-energy cosmic rays, or are we already
beginning to detect the highest-energy
particles our universe can create?
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Understanding Parkinson’s Disease

One of the more
emotional mo-
ments of the 1996

summer Olympics in Atlan-
ta occurred at the opening
ceremonies, even before the
games started. Muhammad
Ali—the former world heavy-
weight boxing champion and
a 1960 Olympic gold medal
winner—took the torch that
was relayed to him and, with
trembling hands, determin-
edly lit the Olympic flame.
His obvious effort reminded
the world of the toll Parkin-
son’s disease and related dis-
orders can take on the hu-
man nervous system. Ali,
who in his championship
days had prided himself on
his ability to “float like a
butterfly, sting like a bee,”
now had to fight to control
his body and steady his feet.

Ali’s condition also high-
lighted the urgent need for better treat-
ments. We cannot claim that a cure is
around the corner, but we can offer a
glimpse into the considerable progress
investigators have made in understand-
ing Parkinson’s disease, which afflicts
more than half a million people in the
U.S. alone. Although still incomplete,
this research has recently begun sug-
gesting ideas not only for easing symp-
toms but, more important, for stopping
the underlying disease process.

Parkinson’s disease progressively de-
stroys a part of the brain critical to co-
ordinated motion. It has been recog-
nized since at least 1817, when James
Parkinson, a British physician, described
its characteristic symptoms in “An Es-

say on the Shaking Palsy.” Early on, af-
fected individuals are likely to display a
rhythmic tremor in a hand or foot, par-
ticularly when the limb is at rest. (Such
trembling has helped convince many
observers that Pope John Paul II has the
disorder.) As time goes by, patients may
become slower and stiffer. They may
also have difficulty initiating movements
(especially rising from a sitting posi-
tion), may lose their balance and coor-
dination and may freeze unpredictably,
as their already tightened muscles halt
altogether.

Nonmotor symptoms can appear as
well. These may include excessive sweat-
ing or other disturbances of the involun-
tary nervous system and such psycho-

logical problems as depres-
sion or, in late stages, demen-
tia. Most of the problems,
motor or otherwise, are sub-
tle at first and worsen over
time, often becoming dis-
abling after five to 15 years.
Patients typically show their
first symptoms after age 60.

The motor disturbances
have long been known to
stem primarily from destruc-
tion of certain nerve cells
that reside in the brain stem
and communicate with a re-
gion underlying the cortex.
More specifically, the affect-
ed neurons are the darkly pig-
mented ones that lie in the
brain stem’s substantia nigra
(“black substance”) and ex-
tend projections into a high-
er domain called the stria-
tum (for its stripes). 

As Arvid Carlsson of Goth-
enburg University reported

in 1959, the injured neurons normally
help to control motion by releasing a
chemical messenger—the neurotransmit-
ter dopamine—into the striatum. Stria-
tal cells, in turn, relay dopamine’s mes-
sage through higher motion-controlling
centers of the brain to the cortex, which
then uses the information as a guide for
determining how the muscles should fi-
nally behave. But as the dopamine-pro-
ducing neurons die, the resulting de-
cline in dopamine signaling disrupts the
smooth functioning of the overall mo-
tor network and compromises the per-
son’s activity. Nonmotor symptoms ap-
parently result mainly from the elimina-
tion of other kinds of neurons elsewhere
in the brain. What remains unknown,

Understanding
Parkinson’s Disease

The smoking gun is still missing, but growing evidence 
suggests highly reactive substances called free radicals

are central players in this common neurological disorder

by Moussa B. H. Youdim and Peter Riederer
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MUHAMMAD ALI, who suffers from parkinsonism, lit the
Olympic flame at the 1996 Summer Games in Atlanta. The un-
steadiness of this once indomitable athlete served as a stark re-
minder of the pressing need for more effective therapies. 
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however, is how the various neurons
that are lost usually become injured.

Because damage to the substantia ni-
gra accounts for most symptoms, inves-
tigators have concentrated on that area.
Some 4 percent of our original comple-
ment of dopamine-producing neurons
disappears during each decade of adult-
hood, as part of normal aging. But Par-
kinson’s disease is not a normal feature
of aging. A pathological process ampli-
fies the usual cell death, giving rise to
symptoms after approximately 70 per-
cent of the neurons have been destroyed.

Whether this process is commonly trig-
gered by something in the environment,
by a genetic flaw or by some combina-
tion of the two is still unclear, although
a defect on chromosome 4 has recently
been implicated as a cause in some cases.

Drawbacks of Existing Therapies

Research into the root causes of Par-
kinson’s disease has been fueled in

part by frustration over the shortcom-
ings of the drugs available for treatment.
Better understanding of the nature of the

disease process will undoubtedly yield
more effective agents.

The first therapeutics were found by
chance. In 1867 scientists noticed that
extracts of the deadly nightshade plant
eased some symptoms, and so doctors
began to prescribe the extracts. The find-
ing was not explained until about a cen-
tury later. By the mid-1900s pharma-
cologists had learned that the medica-
tion worked by inhibiting the activity in
the striatum of acetylcholine, one of the
chemical molecules that carries messag-
es between neurons. This discovery im-
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BRAIN REGIONS affected physically or functionally by Par-
kinson’s disease are highlighted. The pars compacta region of
the substantia nigra (dark area in detail) loses neurons that nor-
mally issue motion-controlling signals (arrows) to the striatum
in the form of the naturally occurring chemical dopamine. Stri-
atal neurons relay the messages to higher motor centers (gray).

Death of the nigral neurons lowers dopamine levels and thereby
disrupts the circuit and, in turn, a patient’s motor control. Dopa-
mine-producing neurons outside the substantia nigra are not
harmed much, but areas that lose other kinds of neurons, such
as the raphe nuclei and locus ceruleus, contribute to depression
and to additional nonmotor manifestations of the disorder.
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plied that dopamine released into the
striatum was normally needed, at least
in part, to counteract the effects of
acetylcholine. Further, in the absence of
such moderation, acetylcholine overex-
cited striatal neurons that projected to
higher motor regions of the brain. 

Although the acetylcholine inhibitors
helped somewhat, they did not elimi-
nate most symptoms of Parkinson’s dis-
ease; moreover, their potential side ef-
fects included such disabling problems
as blurred vision and memory impair-
ment. Hence, physicians were delighted
when, in the 1960s, the more effective
drug levodopa, or L-dopa, proved valu-
able. This agent, which is still a main-
stay of therapy, became available thanks
largely to the research efforts of Walter
Birkmayer of the Geriatric Hospital
Lainz-Vienna, Oleh Hornykiewicz of the
University of Vienna, Theodore L. Sour-
kes and Andre Barbeau of McGill Uni-
versity and George Cotzias of the Rock-
efeller University.

These and other workers developed
L-dopa specifically to compensate for
the decline of dopamine in the brain of
Parkinson’s patients. They knew that
dopamine-producing neurons manufac-
ture the neurotransmitter by converting
the amino acid tyrosine to L-dopa and
then converting L-dopa into dopamine.
Dopamine itself cannot be used as a

drug, because it does not cross the blood-
brain barrier—the network of special-
ized blood vessels that strictly controls
which substances will be allowed into
the central nervous system. But L-dopa
crosses the barrier readily. It is then con-
verted to dopamine by dopamine-mak-
ing neurons that survive in the substan-
tia nigra and by nonneuronal cells, called
astrocytes and microglia, in the striatum. 

When L-dopa was introduced, it was
hailed for its ability to control symp-
toms. But over time physicians realized
it was far from a cure-all. After about
four years, most patients experience a
wearing-off phenomenon: they gradu-
ally lose sensitivity to the compound,
which works for shorter and shorter in-
crements. Also, side effects increasingly
plague many people—among them, psy-
chological disturbances and a disabling
“on-off” phenomenon, in which epi-
sodes of immobility, or freezing, alter-
nate unpredictably with episodes of nor-
mal or involuntary movements. Long-
er-acting preparations that more closely
mimic dopamine release from neurons
are now available, and they minimize
some of these effects.

As scientists came to understand that
L-dopa was not going to be a panacea,
they began searching for additional ther-
apies. By 1974 that quest had led Don-
ald B. Calne and his co-workers at the

National Institutes of Health to begin
treating patients with drugs that mimic
the actions of dopamine (termed dopa-
mine agonists). These agents can avoid
some of the fluctuations in motor con-
trol that accompany extended use of L-
dopa, but they are more expensive and
can produce unwanted effects of their
own, including confusion, dizziness on
standing and involuntary motion.

In 1975 our own work resulted in the
introduction of selegiline (also called
deprenyl) for treatment of Parkinson’s
disease. This substance, invented by a
Hungarian scientist, had failed as a ther-
apy for depression and was almost for-
gotten. But it can block the breakdown
of dopamine, thus preserving its avail-
ability in the striatum. Dopamine can
be degraded by the neurons that make
it as well as by astrocytes and microglia
that reside near the site of its release.
Selegiline inhibits monoamine oxidase
B, the enzyme that breaks down dopa-
mine in the astrocytes and microglia.

Selegiline has some very appealing
properties, although it, too, falls short
of ideal. For example, it augments the
effects of L-dopa and allows the dose of
that drug to be reduced. It also side-
steps the dangers of related drugs that
can block dopamine degradation. Such
agents proved disastrous as therapies
for depression, because they caused po-
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NEURONAL CIRCUIT disrupted in Par-
kinson’s disease is shown schematically.
When dopamine-producing neurons die,
loss of dopamine release in the striatum
causes the acetylcholine producers there to
overstimulate their target neurons, thereby
triggering a chain reaction of abnormal
signaling leading to impaired mobility. The
pars compacta region of the substantia ni-
gra in the normal brain appears dark (left
photograph) because dopamine-producing
neurons are highly pigmented; as neurons
die from Parkinson’s disease, the color
fades (right photograph).
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tentially lethal disturbances in patients
who ate certain foods, such as cheese. In
fact, we began exploring selegiline as a
treatment for Parkinson’s disease partly
because studies in animals had implied it
would avoid this so-called cheese effect.

Tantalizingly, some of our early find-
ings suggested that selegiline could pro-
tect people afflicted with Parkinson’s dis-
ease from losing their remaining dopa-
mine-producing neurons. A massive
study carried out several years ago in the
U.S. (known as DATATOP) was unable
to confirm or deny this effect, but animal
research continues to be highly support-
ive. Whether or not selegiline itself turns
out to be protective, exploration of that
possibility has already produced at least
two important benefits. It has led to the
development of new kinds of enzyme
inhibitors as potential treatments not
only for Parkinson’s disease but also for
Alzheimer’s disease and depression. And
the work has altered the aims of many
who study Parkinson’s disease, causing
them to seek new therapies aimed at
treating the underlying causes instead
of at merely increasing the level or ac-
tivity of dopamine in the striatum (ap-
proaches that relieve symptoms but do
not prevent neurons from degenerating).

Key Role for Free Radicals

Of course, the best way to preserve
neurons is to halt one or more key

steps in the sequence of events that cul-
minates in their destruction—if those
events can be discerned. In the case of
Parkinson’s disease, the collected evi-
dence strongly implies (though does not
yet prove) that the neurons that die are,
to a great extent, doomed by the exces-
sive accumulation of highly reactive mol-
ecules known as oxygen free radicals.
Free radicals are destructive because they
lack an electron. This state makes them
prone to snatching electrons from other
molecules, a process known as oxida-
tion. Oxidation is what rusts metal and
spoils butter. In the body the radicals
are akin to biological bullets, in that
they can injure whatever they hit—be it
fatty cell membranes, genetic material
or critical proteins. Equally disturbing,
by taking electrons from other mole-
cules, one free radical often creates many
others, thus amplifying the destruction.

The notion that oxidation could help
account for Parkinson’s disease was first
put forward in the early 1970s by Ger-
ald Cohen and the late Richard E.
Heikkila of the Mount Sinai School of

Understanding Parkinson’s Disease

COMMON SYMPTOMS of
Parkinson’s disease include tre-
mor, muscle rigidity and bradyki-
nesia—slowing of movement and
loss of spontaneous motion. Dis-
orders of balance and changes in
handwriting may also be seen.

Rhythmic tremor often occurs at first in one hand,
where it resembles the motion of rolling a pill be-
tween the thumb and forefinger.

Muscle rigidity shows itself in
the cogwheel phenomenon:
pushing on an arm causes it to
move in jerky increments instead
of smoothly.

Leaning forward 
or backward when
upright reflects 
impairment of 
balance and 
coordination.

Difficulty rising 
from a sitting position
is a common sign of 
disordered control over
movement. Some 
patients report feelings
of weakness and of
being restrained by
ropes or other
external forces.

Shrinkage of handwriting
is a symptom in some 
people. The samples show
writing when a patient’s
medicine was working (top)
and when it was not
(bottom).
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Medicine. Studies by others had shown
that a synthetic toxin sometimes used in
scientific experiments could cause par-
kinsonian symptoms in animals and that
it worked by inducing the death of dopa-
mine-producing neurons in the substan-
tia nigra. Cohen and Heikkila discov-
ered that the drug poisoned the neurons
by inducing formation of at least two
types of free radicals.

Some of the most direct proof that
free radicals are involved in Parkinson’s
disease comes from examination of the
brains of patients who died from the dis-
order. We and others have looked for
“fingerprints” of free radical activity in
the substantia nigra, measuring the lev-
els of specific chemical changes the rad-
icals are known to effect in cellular com-
ponents. Many of these markers are
highly altered in the brains of Parkin-
son’s patients. For instance, we found a
significant increase in the levels of com-
pounds that form when fatty compo-
nents of cell membranes are oxidized.

Circumstantial evidence is abundant
as well. The part of the substantia nigra
that deteriorates in Parkinson’s patients
contains above-normal levels of sub-
stances that promote free radical for-
mation. (A notable example, which we
have studied intensively, is iron.) At the
same time, the brain tissue contains un-
usually low levels of antioxidants, mol-
ecules involved in neutralizing free rad-
icals or preventing their formation.

Researchers have also seen a decline
in the activity of an enzyme known as
complex I in the mitochondria of the
affected neurons. Mitochondria are the
power plants of cells, and complex I is
part of the machinery by which mito-
chondria generate the energy required
by cells. Cells use the energy for many
purposes, including ejecting calcium and
other ions that can facilitate oxidative
reactions. When complex I is faulty, en-
ergy production drops, free radical lev-
els rise, and the levels of some antioxi-
dants fall—all of which can combine to

increase oxidation and exacerbate any
other cellular malfunctions caused by
an energy shortage.

Early Clues from Addicts

What sequence of events might ac-
count for oxidative damage and

related changes in the brains of people
who suffer from Parkinson’s disease?
Several ideas have been proposed. One
of the earliest grew out of research fol-
lowing up on what has been called “The
Case of the Frozen Addicts.”

In 1982 J. William Langston, a neu-
rologist at Stanford University, was as-
tonished to encounter several heroin
addicts who had suddenly become al-
most completely immobile after taking
the drug. It was as if they had devel-
oped severe Parkinson’s disease over-
night. While he was exploring how the
heroin might have produced this effect,
a toxicologist pointed him to an earli-
er, obscure report on a similar case in
Bethesda, Md. In that instance, a medi-
cal student who was also a drug abuser
had become paralyzed by a homemade
batch of meperidine (Demerol) that was
found, by Irwin J. Kopin and Sanford P.
Markey of the NIH, to contain an im-
purity called MPTP. This preparation
had destroyed dopamine-making cells
of his substantia nigra. Langston, who
learned that the drug taken by his pa-
tients also contained MPTP, deduced
that the impurity accounted for the par-
kinsonism of the addicts.

His hunch proved correct and raised
the possibility that a more common sub-
stance related to MPTP was the trigger-

ing cause in classical cases of Parkinson’s
disease. Since then, exploration of how
MPTP damages dopamine-rich neurons
has expanded understanding of the dis-
ease process in general and has uncov-
ered at least one pathway by which a
toxin could cause the disease.

Scientists now know that MPTP
would be harmless if it were not altered
by the body. It becomes dangerous after
passing into the brain and being taken
up by astrocytes and microglia. These
cells feed the drug into their mitochon-
dria, where it is converted (by mono-
amine oxidase B) to a more reactive
molecule and then released to do mis-
chief in dopamine-making neurons of
the substantia nigra. Part of this under-
standing comes from study in monkeys
of selegiline, the monoamine oxidase B
inhibitor. By preventing MPTP from
being altered, the drug protects the ani-
mals from parkinsonism. 

In the absence of a protective agent,
altered MPTP will enter nigral neurons,
pass into their mitochondria and inhib-
it the complex I enzyme. This action
will result, as noted earlier, in an energy
deficit, an increase in free radical pro-
duction and a decrease in antioxidant
activity—and, in turn, in oxidative dam-
age of the neurons.

In theory, then, an MPTP-like chemi-
cal made naturally by some people or
taken up from the environment could
cause Parkinson’s disease through a sim-
ilar process. Many workers have sought
such chemicals with little success. Most
recently, for instance, brain chemicals
known as beta carbolines have attract-
ed much attention as candidate neuro-
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CASCADE OF CELLULAR REACTIONS (thick arrows) that might explain the neu-
ronal damage seen in Parkinson’s disease begins when some unknown signal (top)
causes immune cells of the brain (microglia) to become overactive. Other as yet uniden-
tified triggers (blue question marks), such as ones that overstimulate glutamate release
(far right), could well initiate many of the same reactions (blue arrows). It is conceiv-
able that Parkinson’s disease sometimes results from one sequence depicted here but at
other times from a combination of processes.

DAMAGE TO BRAIN TISSUE can be
strikingly evident in samples from people
who died with Parkinson’s disease. Dopa-
mine-producing cells (brown ovals), visi-
ble in the substantia nigra of a healthy
brain (left), are virtually absent in a spec-
imen from an afflicted individual (cen-
ter).  And cells that survive often harbor
a distinctive sign that the disease was at
work (right): abnormal structures known
as Lewy bodies (pink spheres).
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Nitric oxide and superoxide
free radicals are released

              ?
Unknown trigger causes microglia 
to become overactive

Nitric oxide levels rise

Nitric oxide participates 
in reactions that generate 
more free radicals

Superoxide 
levels rise

Iron levels rise

Iron interacts 
with dopamine 
and neuro-
melanin

Free radical 
levels rise

Radicals damage
many parts of cell

The “complex I“ 
protein in 
mitochondria 
is inhibited

Mitochondrial function 
declines; cell loses energy 
for necessary functions

Calcium 
levels rise

              ?
Unknown substance
releases iron from
storage molecules

              ?
Unknown trigger 
causes excess release 
of glutamate

              ?
Mutation occurs 
in an undetermined 
mitochondrial gene

              ?
Unknown toxin 
acts on a critical 
mitochondrial
protein

OVERACTIVE MICROGLIAL CELL

Cell dies when it can no longer 
maintain itself and efficiently
repair the damage it suffers

DOPAMINE-
MAKING 
NEURON

OVERACTIVE
GLUTAMATE-PRODUCING
NEURON 

toxins, but their levels in the brains of
Parkinson’s patients appear to be too
low to account for the disease. Given
that years of study have not yet linked
any known toxin to the standard form
of Parkinson’s disease, other theories
may more accurately describe the events
that result in excessive oxidation in pa-
tients with this disorder.

Are Immune Cells Overactive?

Another hypothesis that makes a great
deal of sense places microglia—the

brain’s immune cells—high up in the de-
structive pathway. This concept derives
in part from the discovery, by Patrick L.
McGeer of the University of British Co-
lumbia and our own groups, that the
substantia nigra of Parkinson’s patients
often contains unusually active micro-
glia. As a rule, the brain blocks micro-
glia from becoming too active, because
in their most stimulated state, microglia
produce free radicals and behave in oth-
er ways that can be quite harmful to
neurons [see “The Brain’s Immune Sys-
tem,” by Wolfgang J. Streit and Carol
A. Kincaid-Colton; Scientific Amer-
ican, November 1995]. But if some-
thing, perhaps an abnormal elevation of
certain cytokines (chemical messengers
of the immune system), overcame that

restraint in the substantia nigra, neu-
rons there could well be hurt.

Studies of dopamine-making neurons
conducted by a number of laboratories
have recently converged with research
on microglia to suggest various ways
that activated microglia in the substan-
tia nigra could lead to oxidative damage
in neurons of the region. Most of these
ways involve production of the free
radical nitric oxide.

For example, overactive microglia are
known to produce nitric oxide, which
can escape from the cells, enter nearby
neurons and participate in reactions
that generate other radicals; these vari-
ous radicals can then disrupt internal
structures [see “Biological Roles of Ni-

tric Oxide,” by Solomon H. Snyder and
David S. Bredt; Scientific American,
May 1992]. Further, nitric oxide itself is
able to inhibit the complex I enzyme in
mitochondria; it can thus give rise to
the same oxidative injury that an
MPTP-like toxin could produce. 

If these actions of nitric oxide were
not devastating enough, we have found
that both nitric oxide and another free
radical (superoxide) emitted by overac-
tive microglia can free iron from store-
houses in the brain—thereby triggering
additional oxidative cascades. We have
also demonstrated that iron, regardless
of its source, can react with dopamine
and its derivatives in at least two ways
that can further increase free radical
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levels in dopamine-synthesizing cells.
In one set of reactions, iron helps

dopamine to oxidize itself. Oxidation
of dopamine converts the molecule into
a new substance that nigral cells use to
construct their dark pigment, neuromel-
anin. When iron levels are low, neuro-
melanin serves as an antioxidant. But it
becomes an oxidant itself and contrib-
utes to the formation of free radicals
when it is bound by transition metals,
especially iron. In support of the possi-
bility that the interaction of iron and
neuromelanin contributes to Parkinson’s
disease, we and our colleagues have
shown that the pigment is highly deco-
rated with iron in brains of patients who
died from the disease; in contrast, the
pigment lacks iron in brains of similar
individuals who died from other causes.

In the other set of dopamine-related
reactions, iron disrupts the normal se-
quence by which the neurotransmitter
is broken down to inert chemicals.
Neurons and microglia usually convert
dopamine to an inactive substance and
hydrogen peroxide, the latter of which
becomes water. When iron is abundant,
though, the hydrogen peroxide is in-
stead broken down into molecular oxy-
gen and a free radical. Dopamine’s abil-
ity to promote free radical synthesis
may help explain why dopamine-mak-
ing neurons are particularly susceptible
to dying from oxidation. This ability

has also contributed to suspicion that
L-dopa, which increases dopamine lev-
els and eases symptoms, may, ironically,
damage nigral neurons. Scientists are
hotly debating this topic, although we
suspect the concern is overblown.

In brief, then, overactive microglia
could engender the oxidative death of
dopamine-producing neurons in the sub-
stantia nigra by producing nitric oxide,
thereby triggering several destructive se-
quences of reactions. And iron released
by the nitric oxide or other free radicals
in the region could exacerbate the de-
struction. As we have noted, brain cells
do possess molecules capable of neutral-
izing free radicals. They also contain
enzymes that can repair oxidative dam-
age. But the protective systems are less
extensive than those elsewhere in the
body and, in any case, are apparently ill
equipped to keep up with an abnormal-
ly large onslaught of oxidants. Conse-
quently, if the processes we have de-
scribed were set off in the substantia ni-
gra, one would expect to see ever more
neurons fade from the region over time,
until finally the symptoms of Parkinson’s
disease appeared and worsened.

Actually, any trigger able to induce an
increase in nitric oxide production or
iron release or a decrease in complex I
activity in the substantia nigra would
promote Parkinson’s disease. Indeed, a
theory as plausible as the microglia hy-

pothesis holds that excessive release of
the neurotransmitter glutamate by neu-
rons feeding into the striatum and sub-
stantia nigra could stimulate nitric ox-
ide production and iron release. Exces-
sive glutamate activity could thus set off
the same destructive cascade hypotheti-
cally induced by hyperactive microglia.
Overactive glutamate release has been
implicated in other brain disorders, such
as stroke. No one yet knows whether
glutamate-producing neurons are over-
active in Parkinson’s disease, but cir-
cumstantial evidence implies they are.

Other questions remain as well. Re-
searchers are still in the dark as to
whether Parkinson’s disease can arise by
different pathways in different individ-
uals. Just as the engine of a car can fail
through any number of routes, a variety
of processes could presumably lead to
oxidative or other damage to neurons
of the substantia nigra. We also have
few clues to the initial causes of Parkin-
son’s disease—such as triggers that might,
say, elevate cytokine levels or cause glu-
tamate-emitting cells to be hyperactive.
In spite of the holes, ongoing research
has suggested intriguing ideas for new
therapies aimed at blocking oxidation
or protecting neurons in other ways.

Therapeutic Options

If the scenarios we have discussed do
occur alone or together, it seems rea-

sonable to expect that agents able to
quiet microglia or inhibit glutamate re-
lease in the substantia nigra or striatum
would protect neurons in at least some
patients. The challenge is finding com-
pounds that are able to cross the blood-
brain barrier and produce the desired
effects without, at the same time, dis-
turbing other neurons and causing se-
vere side effects. One of us (Riederer)
and his colleague Johannes Kornhuber
of the University of Würzburg have re-
cently demonstrated that amantadine, 
a long-standing anti-Parkinson’s drug
whose mechanism of action was not
known, can block the effects of gluta-
mate. This result suggests that the com-
pound might have protective merit. An-
other glutamate blocker—dextrometh-
orphan—is in clinical trials at the NIH.
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OXYGEN FREE RADICALS, shown
schematically as colored dots, can directly
damage cells (orange) in many ways. They
can injure nuclear and mitochondrial
DNA, cell membranes and proteins.
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Drugs could also be protective if they
halted other events set in motion by the
initial triggers of destruction. Iron che-
lators (which segregate iron and thus
block many oxidative reactions), inhib-
itors of nitric oxide formation and anti-
oxidants are all being considered. Such
agents have been shown to protect dopa-
mine-producing neurons of the substan-
tia nigra from oxidative death in ani-
mals. On the other hand, the same hu-
man DATATOP trial that cast doubt on
selegiline’s protective effects found that
vitamin E, an antioxidant, was ineffec-
tive. But vitamin E may have failed be-
cause very little of it crosses the blood-
brain barrier or because the doses test-
ed were too low. Antioxidants that can
reach the brain deserve study; at least
one such compound is in clinical trials
at the NIH.

Regardless of the cause of the neu-
ronal destruction, drugs that were able
to promote regeneration of lost neu-
rons would probably be helpful as well.
Studies of animals suggest that such
substances could, indeed, be effective in
the human brain. Researchers at several
American facilities are now testing put-
ting a molecule called glial-derived neu-
rotrophic factor (GDNF) directly into
the brain of patients. Efforts are also un-
der way to find smaller molecules that
can be delivered more conveniently (via
pill or injection) yet would still activate
neuronal growth factors and neuronal
growth in the brain. One agent, Rasagi-
line, has shown promise in animal trials
and is now being tested in humans.
Some studies imply that the nicotine in
tobacco might have a protective effect,
and nicotinelike drugs are being studied
in the laboratory as potential therapies.
Patients, however, would be foolish to
take up smoking to try to slow disease

progression. Data on the value of smok-
ing to retard the death of dopamine
neurons are equivocal, and the risks of
smoking undoubtedly far outweigh any
hypothetical benefit.

As work on protecting neurons ad-
vances, so does research into compen-
sating for their decline. One approach
being perfected is the implantation of
dopamine-producing cells. Some pa-
tients have been helped. But the results
are variable, and cells available for trans-
plantation are in short supply. Further,
the same processes that destroyed the
original brain cells may well destroy the
implants. Other approaches include sur-
gically destroying parts of the brain that
function abnormally when dopamine is

lost. This surgery was once unsafe but
is now being done more successfully.

The true aim of therapy for Parkin-
son’s disease must ultimately be to iden-
tify the disease process long before symp-
toms arise, so that therapy can be given
in time to forestall the brain destruction
that underlies patients’ discomfort and
disability. No one can say when early
detection and neural protection will be-
come a reality, but we would not be sur-
prised to see great strides made on both
fronts within a few years. In any case,
researchers cannot rest easy until those
dual objectives are met.

To obtain high-quality reprints of this
article, please see page 105.
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SA

SO-CALLED FROZEN ADDICTS posed together in 1991, after having received treat-
ment. Nine years earlier all suddenly became immobile, as if they had instantly ac-
quired Parkinson’s disease, after taking an impure version of a narcotic. Studies of how
an impurity in the drug led to the freezing has generated many insights into the bio-
chemical reactions that could contribute to a more classical presentation of the disease.
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Tackling Turbulence with Supercomputers

We all pass through life sur-
rounded—and even sus-
tained—by the flow of

fluids. Blood moves through the vessels
in our bodies, and air (a fluid, properly
speaking) flows into our lungs. Our ve-
hicles move through our planet’s blan-
ket of air or across its lakes and seas,
powered by still other fluids, such as
fuel and oxidizer, that mix in the com-
bustion chambers of engines. Indeed,
many of the environmental or energy-
related issues we face today cannot pos-
sibly be confronted without detailed
knowledge of the mechanics of fluids.

Practically all the fluid flows that in-
terest scientists and engineers are turbu-
lent ones; turbulence is the rule, not the
exception, in fluid dynamics. A solid
grasp of turbulence, for example, can

allow engineers to reduce the aerody-
namic drag on an automobile or a com-
mercial airliner, increase the maneuver-
ability of a jet fighter or improve the
fuel efficiency of an engine. An under-
standing of turbulence is also necessary
to comprehend the flow of blood in the
heart, especially in the left ventricle,
where the movement is particularly swift.

But what exactly is turbulence? A few
everyday examples may be illuminating.
Open a kitchen tap only a bit, and the
water that flows from the faucet will be
smooth and glassy. This flow is known
as laminar. Open the tap a little further,
and the flow becomes more roiled and
sinuous—turbulent, in other words. The
same phenomenon can be seen in the
smoke streaming upward into still air
from a burning cigarette. Immediately

above the cigarette, the flow is laminar.
A little higher up, it becomes rippled
and diffusive.

Turbulence is composed of eddies:
patches of zigzagging, often swirling
fluid, moving randomly around and
about the overall direction of motion.
Technically, the chaotic state of fluid
motion arises when the speed of the
fluid exceeds a specific threshold, below
which viscous forces damp out the
chaotic behavior.

Turbulence, however, is not simply an
unfortunate phenomenon to be elimi-
nated at every opportunity. Far from it:
many engineers work hard trying to in-
crease it. In the cylinders of an internal-
combustion engine, for example, turbu-
lence enhances the mixing of fuel and
oxidizer and produces cleaner, more ef-

Tackling Turbulence
with Supercomputers
Computers only recently became powerful enough 

to illuminate simple examples of this great classical problem. 
In some cases, they will let engineers control it

by Parviz Moin and John Kim
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SPACE SHUTTLE SIMULATION was combined with a photograph of the shuttle for
reference. In the bottom half of the image, different colors indicate air-pressure values
at the vehicle’s surface, from blue (low pressure) to red (high).
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ficient combustion. And only turbulence
can explain why a golf ball’s dimples
enable a skilled golfer to drive the ball
250 meters, rather than 100 at most.

Turbulence may have gotten its bad
reputation because dealing with it math-
ematically is one of the most notorious-
ly thorny problems of classical physics.
For a phenomenon that is literally ubiq-
uitous, remarkably little of a quantita-
tive nature is known about it. Richard
Feynman, the great Nobel Prize–win-
ning physicist, called turbulence “the
most important unsolved problem of
classical physics.” Its difficulty was wit-
tily expressed in 1932 by the British
physicist Horace Lamb, who, in an ad-
dress to the British Association for the
Advancement of Science, reportedly
said, “I am an old man now, and when
I die and go to heaven there are two
matters on which I hope for enlighten-
ment. One is quantum electrodynamics,
and the other is the turbulent motion of
fluids. And about the former I am rath-
er optimistic.”

Of course, Lamb could not have fore-
seen the development of the modern su-
percomputer. These technological mar-
vels are at last making it possible for
engineers and scientists to gain fleeting
but valuable insights into turbulence.
Already this work has led to technology,
now in development, that may someday
be employed on airplane wings to re-
duce drag by several percent—enough
to save untold billions of dollars in fuel
costs. At the same time, these insights are
guiding the design of jet engines to im-

prove both efficiency and performance.
As recondite as it is, the study of tur-

bulence is a major component of the
larger field of fluid dynamics, which
deals with the motion of all liquids and
gases. Similarly, the application of pow-
erful computers to simulate and study
fluid flows that happen to be turbulent
is a large part of the burgeoning field of
computational fluid dynamics (CFD).
In recent years, fluid dynamicists have
used supercomputers to simulate flows
in such diverse cases as the America’s
Cup racing yachts and blood move-
ment through an artificial heart.

CFD: 150 Years in the Making

What do we mean when we speak
of simulating a fluid flow on a

computer? In simplest terms, the com-
puter solves a series of well-known
equations that are used to compute, for
any point in space near an object, the
velocity and pressure of the fluid flow-
ing around that object. These equations
were discovered independently more
than a century and a half ago by the
French engineer Claude Navier and the
Irish mathematician George Stokes. The
equations, which derive directly from
Newton’s laws of motion, are known as
the Navier-Stokes equations. It was the
application of supercomputers to these
equations that gave rise to the field of
computational fluid dynamics; this mar-
riage has been one of the greatest
achievements in fluid dynamics since the
equations themselves were formulated.

Although the marriage has been suc-
cessful, the courtship was a rather long
one. Not until the late 1960s did super-
computers begin achieving processing
rates fast enough to solve the Navier-
Stokes equations for some fairly straight-
forward cases, such as two-dimensional,
slowly moving flows about an obstacle.
Before then, wind tunnels were essen-
tially the only way of testing the aero-
dynamics of new aircraft designs. Even
today the limits of the most powerful
supercomputers still make it necessary
to resort to wind tunnels to verify the
design for a new airplane.

Although both computational fluid
dynamics and wind tunnels are now
used for aircraft development, contin-
ued advances in computer technology
and algorithms are giving CFD a bigger
share of the process. This is particularly
true in the early design stages, when en-
gineers are establishing key dimensions
and other basic parameters of the air-
craft. Trial and error dominate this pro-
cess, and wind-tunnel testing is very ex-
pensive, requiring designers to build and
test each successive model. Because of
the increased role of computational fluid
dynamics, a typical design cycle now
involves between two and four wind-
tunnel tests of wing models instead of
the 10 to 15 that were once the norm.

Another advantage of supercomputer
simulations is, ironically, their ability to
simulate more realistic flight conditions.
Wind-tunnel tests can be contaminated
by the influence of the tunnel’s walls and
the structure that holds the model in
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place. Some of the flight vehicles of the
future will fly at many times the speed
of sound and under conditions too ex-
treme for wind-tunnel testing. For hy-
personic aircraft (those that will fly at
up to 20 times the speed of sound) and
spacecraft that fly both within and be-
yond the atmosphere, computational
fluid dynamics is the only viable tool for
design. For these vehicles, which pass
through the thin, uppermost levels of the
atmosphere, nonequilibrium air chem-
istry and molecular physics must be
taken into account. 

Engine designers also rely extensively
on computational techniques, particu-
larly in the development of jet engines.
A program called Integrated High Per-
formance Turbine Engine Technology is
seeking a 100 percent improvement in
the thrust-to-weight ratio of jet engines
and a 40 percent improvement in fuel
efficiency by 2003. The project is sup-
ported by the U.S. Department of De-
fense, the National Aeronautics and
Space Administration and various mak-
ers of jet engines.

The flow of air and fuel through a jet
engine’s various sections and passages
is complex. A fan draws air into an in-
ternal chamber called a compressor.
There multiple rotating and stationary
stages increase the pressure about 20-
fold. This high-pressure air is fed into a
combustor, where it mixes with fuel and
is ignited. Finally, the hot, very expanded
exhaust drives a turbine. This turbine
powers the fan and the compressor and,
more important, generates thrust by di-
recting the exhaust out of the rear of the
engine at high velocity. Currently engi-
neers use computational fluid dynamics

to design turbine blades, inlet passages
and the geometry of combustors. Simu-
lations also help engineers shape the af-
terburner mixers that, in military air-
craft, provide additional thrust for great-
er maneuverability. And they play a role
in designing nacelles, the bulbous, cylin-
drical engine casings that typically hang
below the wings.

Applying the Equations

To understand how the Navier-
Stokes equations work, consider the

flow of air over an airplane in flight. In
reality, it will probably be many decades

before computers are powerful enough
to simulate in a detailed manner the fluid
flows over an entire airplane. In theory,
however, the Navier-Stokes equations
can reveal the velocity and pressure of
the air rushing by any point near the
aircraft’s surface. Engineers could then
use these data to compute, for various
flight conditions, all aerodynamic pa-
rameters of interest—namely, the lift,
drag and moments (twisting forces) ex-
erted on the airplane.

Drag is particularly important because
it determines an aircraft’s fuel efficiency.
Fuel is one of the largest operating ex-
penses for most airlines. Not surprising-
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Until around 1980, few researchers attempted to simulate
even very simple turbulent flows in their entirety. That

year we and our co-workers at the NASA Ames Research Center
used a pioneering parallel computer, the ILLIAC-IV, to perform
the largest turbulence simulations achieved until then. The work
was well received; soberingly enough, however, it was not the

quality of the data that won over many of our colleagues but
rather a five-minute motion picture of the simulated flow. The
movie showed trajectories of marker particles in a turbulent flow
between parallel plates (left); remarkably, it resembled similar vi-
sualizations made two decades earlier, by filming actual water
flow in a laboratory at Stanford University (right). —P.M. and J.K.

A Simulation Milestone

AIR PRESSURE over a Lockheed S-3A airplane in flight is highest near the craft’s nose
and inside the engine nacelles, which are below the wings. The grid visible on the sur-
face of the image above is the computational mesh; a value of the air pressure was com-
puted for each point at which grid lines intersect. Such simulations are critical means of
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ly, aircraft companies have spent huge
sums to reduce drag by even tiny incre-
ments. In general, though, lift is relative-
ly easy to calculate, moments are hard-
er, and drag is hardest of all.

Drag is difficult to compute mainly
because it is the parameter most depen-
dent on turbulence. Of course, in this
context we are not referring to the bum-
piness that provokes the pilot to remind
passengers to fasten their seat belts. Even
when a plane is flying smoothly, the flow
of air within a few centimeters of its sur-
face, in a volume known as the bound-
ary layer, is turbulent. Because of turbu-
lence, the high-speed air several milli-
meters above the surface of the wings is
brought very close to the surface, where
it undergoes a more abrupt—and mo-
mentum-robbing—deceleration. The
equal and opposite reaction to this flow
deceleration is drag on the aircraft. A
great deal of the work of aerodynami-
cists involves understanding the mechan-
ics of the generation and destruction of
turbulence well enough to control it.

To solve the Navier-Stokes equations,
engineers start by entering into the equa-
tions certain variables known as initial
and boundary conditions. For an air-
plane in flight, the initial conditions in-
clude wind velocity and atmospheric
disturbances, such as air currents. The
boundary conditions include the precise
shape of the aircraft, translated into
mathematical coordinates.

Before the equations can be applied

to an aircraft, computer specialists must
represent the aircraft’s surface and the
space around it in a form usable by the
computer. So they represent the airplane
and its surroundings as a series of regu-
larly spaced points, known as a compu-
tational grid. They then supply the co-
ordinates and related parameters of the
grid to the software that applies the
Navier-Stokes equations to the data.
The computer calculates a value for the
parameters of interest—air velocity and
pressure—for each of the grid points.

In effect, the computational grid
breaks up (the technical term is “dis-
cretizes”) the computational problem in
space; the calculations are carried out
at regular intervals to simulate the pas-
sage of time, so the simulation is tem-
porally discrete as well. The closer to-
gether—and therefore more numerous—

the points are in the computational grid,
and the more often they are computed
(the shorter the time interval), the more
accurate and realistic the simulation is.
In fact, for objects with complex shapes,
even defining the surface and generating
a computational grid can be a challenge.

Unfortunately, entering the initial and
boundary conditions does not guarantee
a solution, at least not with the comput-
ers available today or in the foreseeable
future. The difficulty arises from the fact
that the Navier-Stokes equations are
nonlinear; in other words, the many
variables in the equations vary with re-
spect to one another by powers of two

or greater. Interaction of these nonlin-
ear variables generates a broad range of
scales, which can make solving the equa-
tions exceedingly difficult. Specifically,
in turbulence, the range of the size of
whirling eddies can vary 1,000-fold or
even more. There are other complicat-
ing factors as well, such as global de-
pendence: the nature of the equations is
that the fluid pressure at one point de-
pends on the flow at many other points.
Because the different parts of the prob-
lem are so interrelated, solutions must be
obtained at many points simultaneously.

Computational Bête Noir

Although the preceding description 
conveys the basics of a fluid dy-

namics simulation, it leaves out turbu-
lence, without which a realistic discus-
sion of the capabilities—and limitations—

of computational fluid dynamics would
be futile. The complexities engendered
by turbulence severely limit our ability
to simulate fluid flow realistically.

Perhaps the simplest way to define tur-
bulence is by reference to the Reynolds
number, a parameter that compactly
characterizes a flow. Named after the
British engineer Osborne Reynolds, this
number indicates the ratio, or relative
importance, of the flow’s inertial forces
to its viscous ones. (A flow’s inertial
force is calculated by multiplying to-
gether the fluid’s density and the square
of its velocity and dividing this product
by a characteristic length of the flow,
such as the width of the airfoil, if the
flow is over a wing.) 

Large inertial forces, relative to the
viscous ones, tend to favor turbulence,
whereas high viscosity staves it off. Put
another way, turbulence occurs when
the Reynolds number exceeds a certain
value. The number is proportional to
both the size of the object and the flow
velocity. For example, the Reynolds
number for air flowing over the fuse-
lage of a cruising commercial aircraft is
in the neighborhood of 100 million.
For the air flowing past a good fastball,
the Reynolds number is about 200,000.
For blood flowing in a midsize artery, it
is about 1,000.

As we have seen, a distinguishing char-
acteristic of a turbulent flow is that it is
composed of eddies, also known as vor-
tices, in a broad range of sizes. These
vortices are continually forming and
breaking down. Large eddies break
down into smaller ones, which break
down into yet smaller eddies, and so on.
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verifying designs for supersonic (above) and hypersonic aircraft, for which wind-tunnel
testing is impossible. The simulation of this supersonic aircraft design also shows the
sonic boom, visible as a circle behind the vehicle. Such booms are a major issue in on-
going studies of whether the public will accept these aircraft.
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When eddies become small enough, they
simply dissipate viscously into heat. The
British meteorologist Lewis F. Richard-
son described this process in verse:

Big whorls have little whorls,
Which feed on their velocity,
And little whorls have lesser whorls,
And so on to viscosity.

To solve the Navier-Stokes equations
for, say, the flow over an airplane re-
quires a finely spaced computational
grid to resolve the smallest eddies. On
the other hand, the grid must be large
enough to encompass the entire airplane
and some of the space around it. The
disparity of length scales in a turbulent
flow—the ratio of largest to smallest
eddy size—can be calculated by raising
the flow’s Reynolds number to the 3/4
power. This ratio can be used to esti-
mate the number of grid points that are
needed for a reasonably accurate simu-
lation: because there are three dimen-
sions, the number is proportional to the
cube of this ratio of length scales. Thus,
the required number of grid points for
a numerical simulation is proportional
to the Reynolds number raised to the
9/4 power. In other words, doubling the
Reynolds number results in almost a five-
fold increase in the number of points re-
quired in the grid to simulate the flow.

Consider a transport airplane with a
50-meter-long fuselage and wings with

a chord length (the distance from the
leading to the trailing edge) of about
five meters. If the craft is cruising at
250 meters per second at an altitude of
10,000 meters, about 10 quadrillion
(1016) grid points are required to simu-
late the turbulence near the surface with
reasonable detail.

What kind of computational demands
does this number of points impose? A
rough estimate, based on current algo-
rithms and software, indicates that even
with a supercomputer capable of per-
forming a trillion (1012) floating-point
operations per second, it would take
several thousand years to compute the
flow for one second of flight time! Such
a “teraflops” computer does not yet ex-
ist, although researchers are now at-
tempting to build one at Sandia Nation-
al Laboratories. It will be about 10 times
faster than the most powerful systems
available today.

Simulation Shortcuts

Fortunately, researchers need not sim-
ulate the flow over an entire aircraft

to produce useful information. Indeed,
doing so would probably generate much
more data than we would know what
to do with. Typically, fluid dynamicists
care only about the effects of turbulence
on quantities of engineering significance,
such as the mean flow of a fluid or, in
the case of an aircraft, the drag and lift

forces and the transfer of heat. In the case
of an engine, designers may be interest-
ed in the effects of turbulence on the
rates at which fuel and oxidizer mix.

The Navier-Stokes equations are there-
fore often averaged over the scales of
the turbulence fluctuations. What this
means is that, in practice, researchers
rarely calculate the motion of each and
every small eddy. Instead they compute
the large eddies and then use ad hoc
modeling practices to estimate the effects
of the small eddies on the larger ones.
This practice gives rise to a simulated av-
eraged flow field that is smoother than
the actual flow—and thus drastically re-
duces the number of grid points neces-
sary to simulate the field.

The ad hoc models that this averag-
ing process demands range in complex-
ity from simple enhanced coefficients of
viscosity to entire additional systems of
equations. All these models require some
assumptions and contain adjustable co-
efficients that are derived from experi-
ments. Therefore, at present, simulations
of averaged turbulent flows are only as
good as the models they contain.

As computers become more powerful,
however, fluid dynamicists are finding
that they can directly simulate greater
proportions of turbulent eddies, enabling
them to reduce the range of scales that
are modeled. These approaches are a
compromise between a direct numeri-
cal simulation of turbulence, in which
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This drag arises when the pressure in front of the ball is signifi-
cantly higher than that behind the ball. The only practical way of
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all scales of motion are resolved, and
the turbulence-averaged computations. 

For years, meteorologists have used a
form of this strategy called large-eddy
simulation for weather prediction. In
meteorology, the large-scale turbulent
motions are of particular interest, so in
meteorological applications the relative-
ly large eddies are generally simulated
in their entirety. Smaller-scale eddies are
important only inasmuch as they may
affect the larger-scale turbulence, so they
are merely modeled. Recently engineers
have begun using these techniques for
simulating complex fluid flows, such as
the gases inside a cylinder of an inter-
nal-combustion engine.

Another current trend in computa-
tional fluid dynamics, also made possi-
ble by increasing computational speed,
is the direct, complete simulation of rel-
atively simple flows, such as the flow in
a pipe. Simple as they are, simulations
of some of these flows, which have low
Reynolds numbers, offer invaluable in-
sights into the nature of turbulence.
They have revealed the basic structure
of turbulent eddies near a wall and sub-
tleties of their influence on drag. They
have also generated useful data that
have enabled engineers to validate or
fine-tune the ad hoc models they use in
practical simulations of complex flows.

Lately the number of engineers and
scientists seeking access to these data has
swelled to the point that immense data
sets have been archived and made avail-
able by the NASA Ames Research Cen-
ter. Although most researchers do not
have the computing resources to per-
form direct simulations of turbulence,
they do have sufficient resources, such
as powerful workstations, to probe the
archived data.

From Prediction to Control

As supercomputers become faster and
faster, fluid dynamicists are increas-

ingly able to move beyond predicting the
effects of turbulence to actually control-
ling them. Such control can have enor-
mous financial benefits; a 10 percent re-
duction in the drag of civilian aircraft,
for example, could yield a 40 percent
increase in the profit margin of an air-
line. In a recent project, researchers at
the NASA Langley Research Center
demonstrated that placing longitudinal
V-shaped grooves, called riblets, on the
surface of an aircraft’s wing or fuselage
leads to a 5 to 6 percent reduction in vis-
cous drag. Drag is reduced despite the

increase in the surface area exposed to
the flow. For typical transport airplane
speeds, the riblets must be very finely
spaced, about 40 microns apart, like
phonograph grooves; larger riblets tend
to increase drag.

During this work, the researchers
came across a Soviet study on toothlike
structures, called denticles, on the skin
of sharks. These denticles strikingly re-

sembled riblets, a fact that has been in-
terpreted as nature’s endorsement of the
riblet concept. Ultimately, however, it
was the direct numerical simulation of
turbulent flow along riblets that showed
how they work. The riblets appear to
inhibit the motion of eddies by prevent-
ing them from coming very close to the
surface (within about 50 microns). By
keeping the eddies this tiny distance
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CLOSE-UP VIEW of the simulated airflow over an airplane wing shows the transition
from smooth, or laminar, flow (dark areas at left) to turbulence (rippled areas at right).
Tiny actuators called microflaps (top photomicrograph) would tilt upward or remain
flat in response to pressure variations to control small eddies on the wing’s surface.
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away, the riblets prevent the eddies from
transporting high-speed fluid close to
the surface, where it decelerates and saps
the aircraft’s momentum.

Another recent and exciting applica-
tion of direct numerical simulation is in
the development of turbulence-control
strategies that are active (as opposed to
such passive strategies as riblets). With
these techniques the surface of, say, a
wing would be moved slightly in re-
sponse to fluctuations in the turbulence
of the fluid flowing over it. The wing’s
surface would be built with composites
having millions of embedded sensors
and actuators that respond to fluctua-
tions in the fluid’s pressure and speed in
such a way as to control the small ed-
dies that cause the turbulence drag.

Such technology appeared to be far-
fetched as recently as three years ago,
but the advent of microelectromechani-
cal systems (MEMS), under the leader-
ship of the U.S. Air Force, has brought
such a scheme to the brink of implemen-

tation. MEMS technology can fabricate
integrated circuits with the necessary
microsensors, control logic and actua-
tors. Active control of turbulence near
the wing’s surface also has an encourag-
ing analogue in the form of a marine
creature: dolphins achieve remarkable
propulsive efficiency as they swim, and
fluid dynamicists have long speculated
that these creatures do it by moving
their skins. It seems that smart aircraft
skins, too, are endorsed by nature.

Getting back to those golf balls we
mentioned earlier: they, too, present an
intriguing example of how a surface tex-
ture can advantageously control airflow
[see illustration on page 66]. The most
important drag exerted on a golf ball
derives from air-pressure forces. This
phenomenon arises when the air pres-
sure in front of the ball is significantly
higher than the pressure behind the
ball. Because of the turbulence generat-
ed by the dimples, a golf ball is able to
fly about two and a half times farther

than an identical but undimpled ball.
The growing popularity of computa-

tional fluid dynamics to study turbu-
lence reflects both its promise, which is
at last starting to be realized, and the
continued rapid increase in computa-
tional power. As supercomputer process-
ing rates approach and surpass a tril-
lion floating-point operations per second
over the next few years, fluid dynami-
cists will begin taking on more complex
turbulent flows, of higher Reynolds num-
bers. Over the next decade, perhaps, re-
searchers will simulate the flow of air
through key passages in a jet engine
and obtain a realistic simulation of an
operating piston-cylinder assembly in an
internal-combustion engine, including
the intake and combustion of fuel and
the exhaust of gases through valves.
Through simulations such as these, re-
searchers will finally begin learning some
of the deep secrets expressed by the
equations uncovered by Navier and
Stokes a century and a half ago.

Tackling Turbulence with Supercomputers68 Scientific American January 1997

The Authors

PARVIZ MOIN and JOHN KIM worked together in the early 1980s at the Na-
tional Aeronautics and Space Administration Ames Research Center. Moin is now
Franklin and Caroline Johnson Professor of Engineering at Stanford University and
director of the Center for Turbulence Research there. His work lately has been on
turbulence control, on the interaction of turbulence with shock waves and on
noise generated by turbulent flows. Kim is Rockwell International Professor of
Engineering at the University of California, Los Angeles. Much of his recent work
has been in the application of neural networks to the control of turbulence.

Further Reading

Physical Fluid Dynamics. D. J. Tritton. Oxford Sci-
ence Publications, 1988.

Turbulent Times for Fluids. Tom Mullin in Explor-
ing Chaos: A Guide to the New Science of Disorder.
Edited by Nina Hall. W. W. Norton, 1993.

Feedback Control of Turbulence. Parviz Moin
and Thomas Bewley in Applied Mechanics Reviews,
Vol. 47, No. 6, Part 2, pages S3–S13; June 1994.

V-SHAPED GROOVES called riblets (above) have been
found to inhibit the motion of eddies, thereby lessening the
drag they can exert on an aircraft’s wing. A cross section of
the airflow over the grooves (above, right) shows the vorticity
contours—warm colors are clockwise, and cool colors are
counterclockwise. The arrows are velocity vectors for the
flow over the riblets. To be effective, the riblets must be very
closely spaced, like phonograph grooves. The skin of a shark
has tiny, toothlike denticles (photomicrographs at right) that
seem to serve the same function as the riblets, lessening the
drag on the creatures as they move through the water. W
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Transgenic Livestock as Drug Factories

Exactly one year after her own
birth, Genie, our experimental
sow, was serenely nursing seven

healthy piglets, her milk providing the
many nutrients these offspring needed
to survive and grow. But unlike other
pigs, Genie’s milk also contained a sub-
stance that some seriously ill people des-
perately need: human protein C. Tradi-
tional methods of obtaining such blood
proteins for patients involve processing
large quantities of donated human blood
or culturing vast numbers of cells in gi-
ant stainless-steel reactor vessels. Yet Ge-
nie was producing copious amounts of
protein C without visible assistance. She
was the world’s first pig to produce a
human protein in her milk.

Genie’s ability to manufacture a ther-
apeutic drug in this way was the out-
come of a research project conceived al-
most a decade ago. In collaboration with
scientists from the American Red Cross
who specialized in providing such blood
proteins, we began to consider the pos-
sibility of changing the composition of
an animal’s milk to include some of these
critically needed substances. In theory,
this approach could generate any re-

quired quantity of the various therapeu-
tic blood proteins that are regularly in
short supply.

Demand for such drugs comes from
many quarters. For instance, hemophil-
iacs may lack any of several different
clotting agents, particularly blood pro-
teins called Factor VIII and Factor IX.
Certain people with an inborn deficien-
cy require extra protein C (which acts
to control clotting) to supplement their
body’s meager stores, and patients un-
dergoing joint replacement surgery can
benefit from this protein as well. An-
other important example of the need
for therapeutic blood proteins involves
people suffering strokes or heart attacks:
these cases often demand quick treat-
ment with a protein called tissue plas-
minogen activator, a substance that can
dissolve blood clots. And some people
suffering from a debilitating form of
emphysema can breathe more easily
with infusions of a protein called alpha-
1-antitrypsin.

All these proteins are present in do-
nated blood only in tiny amounts, and
hence they are currently so difficult to
produce that their expense precludes or

severely limits their use as drugs. For
example, treatment with purified Fac-
tor VIII (restricted to those times when
someone with hemophilia is actually
bleeding) typically costs the patient tens
of thousands of dollars every year. The
cost of continuous replacement of this
blood protein for the same period—a
desirable but rarely available option—
would exceed $100,000.

Such enormous sums reflect the many
problems involved in extracting these
proteins from donated blood or estab-
lishing specialized production facilities
using cultured cells—an enterprise that
can require an investment of $25 mil-
lion or more to supply even modest
amounts of a single type of protein. De-
veloping “transgenic” animals such as
Genie (that is, creatures that carry genes
from other species) demands only a small
fraction of such costs. Yet the new breeds
simplify procedures enormously and
can produce vast quantities of human
blood protein. Replacing conventional
bioreactors with transgenic livestock
thus offers immense economic benefits.

Creating blood proteins in this fash-
ion also stands to better the other cur-
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Transgenic Livestock
as Drug Factories

By introducing key human genes into mammals, 
biologists can induce dairy animals to produce 

therapeutic proteins in their milk

by William H. Velander, Henryk Lubon and William N. Drohan
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rent practice—purifying them from do-
nated blood—because it would circum-
vent the risk of contamination with in-
fectious agents. Although blood pro-
teins derived from pooled blood plasma
are considered relatively safe now that
donors are carefully screened and virus
inactivation treatments are routinely ap-
plied, the threat from some pathogens
always looms. For example, the fear of
inadvertently spreading HIV (the AIDS-
causing agent) and the hepatitis C virus
is spurring researchers to seek substitutes
for drugs now derived from human
blood. Similarly, recent concerns about
Creutzfeldt-Jakob disease (a degenera-
tive disease of the nervous system) has
caused some blood products to be with-
drawn from the U.S. and Europe. Cre-
ating human blood proteins with trans-
genic livestock that are known to be free
of such diseases would deftly sidestep
these difficulties.

The many gains that would result
from the use of transgenic animals as
bioreactors gave us ample reason to
pursue our vision of tidy stalls occupied
by healthy livestock carrying a few key
human genes. But at the outset of our

work, we had many worries about the
technical hurdles facing us in breeding
such transgenic animals and garnering
usable quantities of protein from their
milk. Fortunately, we were able to pro-
gress rapidly, benefiting from a body of
trailblazing research that had already
been done.

Prior Mousing Around

As early as 1980, Jon W. Gordon and 
his colleagues at Yale University

had determined that a fertilized mouse
embryo could incorporate foreign ge-
netic material (DNA) into its chromo-
somes—the cellular storehouses of ge-
netic material. Shortly afterward, Thom-
as E. Wagner and his associates at the
University of Ohio demonstrated that a
gene (a segment of DNA that codes for
a particular protein) taken from a rab-
bit could function in a mouse. Using a
finely drawn glass tube of microscopic
dimensions, these researchers devised a
way to inject a specific fragment of rab-
bit DNA into a single-cell mouse em-
bryo. Amazingly, that DNA would of-
ten become integrated into the mouse’s
chromosomes, perhaps because it was
recognized by the cell as a broken bit of
DNA that needed to be repaired.

These researchers then implanted the
injected embryos in a surrogate mother
mouse and found that some of the mice
born to her contained the rabbit gene in
all their tissues. These transgenic mice
in turn passed the foreign gene on to
their offspring in the normal manner,
following Mendel’s laws of inheritance.
The added gene functioned normally in
its new host, and these mice made rab-
bit hemoglobin in their blood.

Another milestone on the road to
transgenic animal bioreactors was passed
in 1987. Along with their respective col-
leagues, both Lothar Hennighausen of
the National Institute for Kidney and
Digestive Diseases and A. John Clark of
the Institute of Animal Physiology and
Genetics at the Edinburgh Research Sta-
tion in Scotland established means for
activating foreign genes in the mamma-
ry glands of mice. Foreign protein mol-
ecules created in this way were then se-
creted directly into a transgenic mouse’s

milk, where they could be easily collect-
ed. These researchers accomplished this
feat by combining the foreign gene of
interest with a short segment of DNA
that normally serves to activate a gene
for a mouse milk protein.

Whereas Hennighausen’s mice pro-
duced the desired human protein (in
that case, tissue plasminogen activator)
at disappointingly low concentrations,
Clark’s mice produced 23 grams of a
sheep milk protein (known as beta-lac-
toglobulin) in each liter of milk—ap-
proximately matching a mouse’s own
major milk proteins in abundance. But
beta-lactoglobulin was not a human
protein in short supply, nor were these
tiny mice the proper vehicle to provide
useful quantities of milk. So Clark and
his colleagues went to work injecting
sheep embryos with DNA that contained
a medically important human gene.

They used the gene that codes for a
blood-clotting factor (Factor IX), along
with a segment of sheep DNA that nor-
mally switches on the production of
beta-lactoglobulin in the mammary
gland. Two years later Clark’s trans-
genic sheep secreted Factor IX in their
milk—but at barely detectable levels. It
was at that juncture that we began our
attempts to realize the potential of such
pioneering work. But we decided to
take a gamble and try a novel strategy.

A Pig in a Poke

Whereas other research groups had
picked sheep, goats or cows as

suitable dairy animals for producing hu-
man proteins, we chose to work with
pigs instead. Swine offer the advantages
of short gestation periods (four months),
short generational times (12 months)
and large litter sizes (typically 10 to 12
piglets). Thus, producing transgenic pigs
is relatively quick compared with trans-
forming other types of livestock. And
despite their lack of recognition as dairy
animals, pigs do produce quite a lot of
milk: a lactating sow generates about
300 liters in a year. The real question
for us was whether this unconventional
choice of transgenic animal could in
fact be made to produce appreciable
levels of human protein in its milk.
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BIOREACTORS are typically large stainless-steel tanks with complicated controls for
maintaining the broth in which countless individual cells are grown. But a new strate-
gy for producing protein-based medicines circumvents the need for such elaborate,
and often costly, machinery by using transgenic livestock, such as the pig (inset) engi-
neered by the authors to produce one such protein in its milk.
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Toward that end, we decided to use a
DNA segment made up of a human gene
and the so-called promoter for a major
mouse milk protein (called whey acidic
protein) that had been characterized by
Hennighausen and his colleagues. By
injecting this DNA combination into
mouse embryos, those researchers were
able to augment a mouse’s chromosomes
so that the creature would produce the
desired human protein in its milk. To
take advantage of this approach, we,
too, fashioned a fragment of DNA that
contained the human gene for the tar-
get protein (in our case, protein C) and
the mouse promoter for whey acidic

protein. But we injected this DNA into
a set of pig embryos.

By implanting these fertilized cells in
a surrogate mother pig, we could iden-
tify—after four months of nervous wait-
ing—a newborn female piglet that car-
ried the foreign DNA in all its cells. But
even with this accomplishment, we had
to remain patient for another year as
our transgenic piglet, Genie, matured.
Only then could we find out whether
she would indeed produce the human
protein in her milk. To our delight, Ge-
nie’s milk contained protein C. Although
the human protein was not as abun-
dant as some of the pig’s own milk pro-
teins, it was nonetheless present in sub-
stantial amounts, with about one gram
of protein C in each liter of milk—200
times the concentration at which this
protein is found in normal human
blood plasma. But we were also anx-

ious to find out if this pig-made human
protein would be biologically active.

We were concerned because the de-
tails of protein synthesis inside cells re-
main somewhat mysterious. The work-
ings of the cellular machinery for read-
ing the genetic code and translating that
information into a sequence of amino
acids—the building blocks for protein
molecules—is, for the most part, well un-
derstood by biologists. But there are
some subtle manipulations that need to
be done by cells after the amino acids
are joined together. These so-called
post-translational modifications give a
newly constructed protein molecule the
final shape and chemical composition it
needs to function properly. Post-trans-
lational modifications require complex
cellular operations to cut off parts of
the protein and to paste various chemi-
cal groups onto the molecule as it is as-
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DNA FRAGMENT CONTAINING
NEW HYBRID GENE

INJECTION
PIPETTE

MALE
PRONUCLEUS

FEMALE
PRONUCLEUS

HOLDING
PIPETTE

MOUSE CODING
SEQUENCE FOR

PROMOTION
OF A MILK PROTEIN

HUMAN CODING
SEQUENCE FOR

PROTEIN OF INTEREST

COLLECTION
OF PIG EMBRYOS

FERTILIZED
ONE-CELLED EGG

GENETIC ENGINEERING of a transgenic pig
begins with the preparation of a DNA fragment
(left) containing a copy of the human gene of in-
terest and a so-called promoter sequence. The
latter, derived from the gene for a mouse milk
protein, assures that the human gene will be ac-
tivated only in the pig’s mammary tissues. Em-
bryos are then harvested from a donor pig, and

a selection of fertilized eggs (below,
left) are injected with the foreign gene
combination using a finely drawn
glass pipette (below, right). The engi-
neered DNA is added to the region of
the male “pronucleus,” a concentra-
tion of genetic material contributed by
the sperm cell that fertilized the egg. A
pig chromosome will take up the for-
eign DNA, perhaps because it recog-
nizes the isolated fragments as pieces
of its own DNA in need of repair.
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sembled. Would the cells of Genie’s
mammary tissue be able to carry out
those modifications well enough to
make a working version of the human
blood protein?

To determine the answer, we had to
tackle the new problem of isolating a
human blood protein from pig milk.
First we removed the milk fat by cen-
trifugation. Then we purified the re-
maining whey using a procedure that
would extract only the biologically ac-
tive part of the human protein. To our
amazement, this component amounted
to about one third of the total comple-
ment of protein C present. Never be-
fore had functional protein C been pro-
duced and harvested at such high levels
from a transgenic animal—or from a
conventional bioreactor. Genie had
passed a major test, providing the first
practical demonstration that a complex
human protein could be produced in
the milk of livestock.

Next Year’s Model?

We devoted several years to study-
ing Genie and many of her ex-

tant offspring and then began to focus
our efforts on increasing the concentra-
tion of active human protein in the milk.
Our intent was to overcome the limita-
tions of mammary tissue in making the
needed post-translational modifications.
In principle, breaking through those
final barriers could triple the output of
useful protein molecules produced.

With some painstaking research into
the problem, we discovered that most
of the protein C remained in an imma-
ture, inactive form because there were
insufficient amounts of a key processing
enzyme named furin—itself a complex
protein—within these cells. Hence, we
immediately asked ourselves whether
we could improve the situation by in-
troducing another foreign gene, one

that would allow more of the needed
processing enzyme to be made. 

To test this possibility quickly, we
switched our efforts temporarily from
pig to mouse, the fast-breeding main-
stay of most transgenic mammal exper-
iments. In 1995 we succeeded in engi-
neering a line of transgenic mice that
contained two human genes—one for
protein C and one for furin. We ar-
ranged for both of these transgenes to
switch on in the mammary gland by at-
taching them to the DNA promoter we
had previously incorporated in Genie.

After months of tedious effort in the
lab, we were ecstatic to find that these
mice were able to secrete the mature
form of protein C in their milk. We have
thus started development of a new and
improved transgenic pig that contains
human genes for both protein C and fu-
rin. We expect soon to see a pig that pro-
duces three times more active protein C
than Genie did, and we anticipate that
other researchers working with trans-
genic livestock will also be able to fash-
ion genetic modifications that cause the
manufacture of processing enzymes
along with the target protein.

Chimerical Visions

The notion of obtaining essentially
unlimited quantities of scarce hu-

man blood proteins at reasonable cost
would have seemed pure fantasy just a
short time ago. For more than two de-
cades, molecular biologists and biochem-
ical engineers have labored to overcome

the problems of producing even modest
amounts of human proteins from large-
scale cell culture facilities. Yet making
biological pharmaceuticals in huge stain-
less-steel vats of genetically engineered
cells seemed destined to remain an awk-
ward and expensive undertaking.

Such bioreactors are enormously cost-
ly to construct, and they prove in oper-
ation to be extremely sensitive to small
changes in the temperature and compo-
sition of the broth in which the cells are
grown. In contrast, transgenic livestock
bioreactors can be created merely by
breeding more animals. Transgenic live-
stock need only routine attention to
control their living conditions and nu-
trient supply, and yet they can easily
produce the desired proteins at much
higher concentrations than their metal-
lic counterparts.

Although some risk exists that patho-
gens could be transmitted from livestock
to humans, formal procedures are avail-
able to establish pedigreed animals that
are free of known diseases. Indeed, such
specific-pathogen-free herds are a well-
established part of the agriculture indus-
try. In addition, decades of the clinical
use of pigs to produce insulin for diabet-
ics give us confidence that swine can
readily serve as bioreactors for therapeu-
tic human proteins without presenting
undue hazard.

Still, like all new medicines, the hu-
man proteins produced in this way need
to be carefully tested for safety and ef-
fectiveness before the government ap-
proves them for widespread use. The
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within a cell. The cellular machinery involved in this
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first example to be so examined
(an anticlotting protein called
antithrombin III, manufactured
by Genzyme Transgenics Corpo-
ration using transgenic goats)
began clinical trials just a few
months ago. 

It is possible that the subtle dif-
ferences between human and an-
imal cells in the way post-trans-
lational modifications are carried
out may affect how such pro-
teins function in people. For ex-
ample, certain modifications
cause proteins to be cleared from
the blood quickly by the liver,
and so we suspect that some of
the differences between the ani-
mal and human forms of these
proteins could actually consti-
tute improvements in the way
these substances function as long-
lived therapeutic drugs.

It is tempting to view the de-
velopment of transgenic livestock
bioreactors purely as a triumph
of technology. But the history of
this science also highlights the
limits of what people can do with
sophisticated machines. The
mammary gland is optimized to
maintain a high density of cells,
to deliver to them an ample sup-
ply of nutrients and to channel
the valuable proteins produced
into an easily harvested form.
Mammary tissue proves far supe-
rior to any cell-culture apparatus
ever engineered for these tasks.
Despite all their efforts to improve
industrial cell-culture facilities, it
turns out that a generation of bio-
chemical engineers were unable
to match the abilities of a tool
for making proteins that nature
had already honed.
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MAMMARY TISSUE from a genetically engineered pig
contains a dense array of cells (purple) that produce a
therapeutic human protein. The structure of the mam-
mary gland allows the human protein produced in this
way to flow through the secretory channels (white),
along with other components in the animal’s milk.

The advent of transgenic techniques for manipulating live-
stock also raised legitimate concerns about the health and

welfare of the animals altered in this rather unorthodox way. Af-
ter all, engineered “transgenes” of the kind we implanted in pig
embryos can ultimately become part of each and every cell of
the mature animals. What if an introduced gene turns on inap-
propriately and produces the foreign protein in a way that dam-
ages the surrounding tissue?

Such worries made it critically important that we design our
genetic manipulations so that the foreign gene would be driven
into action only in the mammary gland—that is, within tissues
that have a natural ability to produce and export protein without
harming themselves or their host. We could expect to achieve
such targeted control of protein production in our transgenic
pigs because we used a promoter from a milk gene—a genetic
switch of a type that is present in all mammals.

Yet we recognized that even such well-behaved genes can

show some promiscuous activity. The genes we introduced into
pigs, for example, also produce small amounts of their foreign
proteins in the animals’ salivary glands. These tissues are, in fact,
quite similar in composition to mammary tissue. So we fully ex-
pected this incidental production, and we are quite sure that this
minor side effect does not harm the pigs in any way.

The lack of detrimental side effects is crucial—for the animals
involved and also for the success of this pioneering method. One
of the primary reasons for developing transgenic livestock to
supply human proteins is to limit the possibility of transmitting
diseases to the recipients of these drugs. Using anything but the
healthiest livestock to produce these substances could increase
the animals’ susceptibility to disease as well as the possibility
that they might accidentally pass on some unknown pathogen.
Genetically engineering weakened livestock would thus, in the
end, only prove self-defeating in the quest to produce safe and
plentiful medicines. —W.H.V.

What’s Good for Genie . ..
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Ifirst met Betty, a blind teenager in
Toronto, as I was interviewing par-
ticipants for an upcoming study of

mine on touch perception in 1973. Bet-
ty had lost her sight at age two, when
she was too young to have learned how
to draw. So I was astonished when she
told me that she liked to draw profiles
of her family members. Before I began
working with the blind, I had always
thought of pictures as copies of the visi-
ble world. After all, we do not draw
sounds, tastes or smells; we draw what
we see. Thus, I had assumed that blind
people would have little interest or tal-

ent in creating images. But as Betty’s
comments revealed that day, I was very
wrong. Relying on her imagination and
sense of touch, Betty enjoyed tracing
out the distinctive shape of an individu-
al’s face on paper.

I was so intrigued by Betty’s ability

that I wanted to find out if other blind
people could readily make useful illus-
trations—and if these drawings would
be anything like the pictures sighted in-
dividuals use. In addition, I hoped to
discover whether the blind could inter-
pret the symbols commonly used by
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BLIND ARTISTS, such as Tracy (above), rely on their sense of touch to render familiar
objects. Tracy lost all sight to retinal cancer at the age of two, but by feeling the glass,
she determines its shape. By rubbing the paper, placed on a piece of felt, she knows
where her pen has scored the page and left a mark. Because the lines in most simple
drawings reveal surface edges—features that are discerned by touching as readily as
they are by sight—drawings by the blind are easily recognized by sighted people.

How the Blind Draw
Blind and sighted people use many of the same 

devices in sketching their surroundings, suggesting 
that vision and touch are closely linked

by John M. Kennedy
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sighted people. To bring the blind into
the flat, graphical world of the sighted,
I turned to a number of tools, including
models, wire displays and, most often,
raised-line drawing kits, made available
by the Swedish Organization for the
Blind. These kits are basically stiff boards
covered with a layer of rubber and a thin
plastic sheet. The pressure from any ball-
point pen produces a raised line on the
plastic sheet.

Thanks to this equipment, my col-
leagues and I have made some remark-
able findings over the past 20 years, and
this information has revised our under-
standing of sensory perception. Most
significantly, we have learned that blind
and sighted people share a form of pic-
torial shorthand. That is, they adopt
many of the same devices in sketching
their surroundings: for example, both
groups use lines to represent the edges
of surfaces. Both employ foreshortened
shapes and converging lines to convey
depth. Both typically portray scenes
from a single vantage point. Both ren-
der extended or irregular lines to con-
note motion. And both use shapes that
are symbolic, though not always visual-
ly correct, such as a heart or a star, to re-
lay abstract messages. In sum, our work
shows that even very basic pictures re-
flect far more than meets the eye.

Outlines

After meeting Betty, I wondered 
whether all blind people could ap-

preciate facial profiles shown in outline.
Over the years, I asked blind volunteers
in North America and Europe to draw
profiles of several kinds of objects. Most
recently, I undertook a series of studies
with Yvonne Eriksson of Linköping Uni-
versity and the Swedish Library of Talk-
ing Books and Braille. In 1993 we test-
ed nine adults from Stockholm—three
men and six women. Four were con-
genitally blind, three had lost their sight
after the age of three, and two had min-
imal vision. Each subject examined four
raised profiles, which Hans-Joergen An-
dersen, an undergraduate psychology
student at Aarhus University in Den-
mark, made by gluing thin, plastic-coat-
ed wires to a flat metal board [see up-
per illustration on next page].

Eriksson and I asked the volunteers
to describe the most prominent feature
on each display using one of four labels:
smile, curly hair, beard or large nose.
Five of them—including one man who
had been totally blind since birth—cor-

rectly identified all four pictures. Only
one participant recognized none. On av-
erage, the group labeled 2.8 of the four
outlines accurately. In comparison, when
18 sighted undergraduates in Toronto
were blindfolded and given the same
raised-line profiles, they scored only
slightly better, matching up a mean of
3.1 out of four displays.

Many investigators in the U.S., Japan,
Norway, Sweden, Spain and the U.K.
have reported similar results, leaving lit-
tle doubt that blind people can recognize
the outline shape of familiar objects. At
first, it may seem odd that even those
who have never had any vision whatso-
ever possess some intuitive sense of how
faces and other objects appear. But with
further thought, the finding makes per-
fect sense. The lines in most simple
drawings show one of two things: where
two surfaces overlap, called an occlud-
ing edge, or where two surfaces meet in
a corner. Neither feature need be seen to
be perceived. Both can be discerned by
touching.

Not all blind people read raised-line
drawings equally well, and these indi-
vidual discrepancies can reflect the age
at which someone lost his or her sight.

How the Blind Draw

OUTLINE DRAWINGS, made by Kathy,
totally blind since age three, demonstrate
that blind artists use many of the same
devices as sighted illustrators do. They
use lines to represent surfaces, as Kathy’s
picture of the eagle on her charm bracelet
shows (top). Blind people portray objects,
such as a house, from a single vantage
point (at right). Blind artists use shapes to
convey abstract messages: Kathy drew a
heart surrounding a crib to describe the
love surrounding a child (at right). And
they use foreshortening to suggest per-
spective: Kathy drew the L-shaped block
and the cube to be the same size when
they were side by side but made the cube
smaller when it was placed farther away
from her (bottom). 
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For example, people who have been
blind from birth or infancy—termed the
early blind—sometimes find raised-line
drawings challenging. But in 1993 Ya-
tuka Shimizu of Tsukuba College of
Technology in Japan, with colleagues
Shinya Saida and Hiroshi Shimura,
found that 60 percent of the early-blind
subjects they studied could recognize the
outline of common objects, such as a
fish or a bottle. Recognition rates were
somewhat higher for sighted, blindfold-
ed subjects, who are more familiar with
pictures in general.

Interestingly, subjects who lose vision
later in life—called the later blind—fre-
quently interpret raised outlines more
readily than either sighted or early-
blind individuals do, according to Mor-
ton Heller of Winston-Salem University.
One likely explanation is that the later
blind have a double advantage in these

tasks: they are typically more familiar
with pictures than are the early blind,
and they have much better tactile skills
than do the sighted.

Perspective

J
ust as Betty prompted me to study
whether the blind appreciate pro-
files in outline, another amateur art-

ist, Kathy from Ottawa, led me to inves-
tigate a different question. Kathy first
participated in my studies when she was
30 years old. Because of retinal cancer
detected during her first year of life,
Kathy had been totally blind since age
three and had never had detailed vision.
Even so, she was quite good at making
raised-line drawings. On one occasion
Kathy sketched several different arrange-
ments of a cube and an L-shaped block
that I used to test how relative distances
appear in line art. When the blocks sat
side by side, she made them the same
size—as they were in actuality. But when
the cube was farther from her than the
other block, she made it smaller in her
drawing.

This second drawing revealed a fun-
damental principle of perspective—name-

ly, that as an object becomes more dis-
tant, it subtends a smaller angle. (Think
about viewing a picket fence at an angle
and how its posts appear shorter closer
to the horizon.) Kathy’s use of this basic
rule suggested that some aspects of per-
spective might be readily understood by
the blind. Again the proposition seemed
reasonable, given some consideration.
Just as we see objects from a particular
vantage point, so, too, do we reach out
for them from a certain spot. For proof
of the theory, I designed a study with
Paul Gabias of Okanagan University
College in British Columbia, who was
then at New York University.

We prepared five raised-line drawings:
one of a table and four of a cube [see up-
per illustration on opposite page]. We
showed the drawings to 24 congenitally
blind volunteers and asked them a se-
ries of questions. The table drawing had
a central square and four legs, one pro-
truding from each corner. The subjects
were told that a blind person had drawn
the table and had explained, “I’ve drawn
it this way to show that it is symmetri-
cal on all four sides.” They were then
told that another blind person had
drawn an identical table but had offered
a different explanation: “I’ve shown it
from underneath in order to show the
shape of the top and all four legs. If you
show the table from above or from the
side, you can’t really show the top and
all four legs, too.”

Next we asked our volunteers to pick
out the cube drawing that had most
likely been made by the person who
drew the table from below. To answer
consistently, they needed to understand
what strategy had been used in drawing
the table and each cube. One cube re-
sembled a foldout of a box, showing the
front face of the cube in the middle,
surrounded by its top, bottom, left and
right faces. Another drawing showed
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PROFILES, made from plastic-coated
wires mounted on a thin metal board,
were given to nine blind subjects in Stock-
holm. The subjects were asked to de-
scribe each display using one of four la-
bels: smile, curly hair, beard or large nose.
On average, the group described 2.8 of
the four displays accurately, showing that
blind people often recognize the outline
of simple objects. Blindfolded, sighted
control subjects given the same task did
only slightly better.

SOLIDS—a sphere, a cone and a cube—

arranged on a table are commonly used
to test spatial ability. The arrangement is
shown from overhead at the far right.
Which drawing at the near right shows
the solids from the edge of the table fac-
ing the bottom of the page? Which draw-
ing shows them from the opposite edge?
From the edge facing left? Facing right?
Blind and sighted individuals do equally
well on this task, proving that the blind
can determine how objects appear from
particular vantage points.
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two squares, representing the front and
top of the cube. A third picture depict-
ed the front of the cube as a square and
the top as a rectangle—foreshortened be-
cause it was receding away from the ob-
server. A fourth illustrated two trapezi-
ums joined along the longest line; the
extra length of this line revealed that it
was the edge nearest to the observer.

Which cube do you think was drawn
by the person who intended to show the
table from below? Most of the blind vol-
unteers chose the drawing that showed
two trapeziums. That is, they selected
the illustration that made the most so-
phisticated use of perspective. Accord-
ingly, they picked as the least likely match
the flat “foldout” drawing—the one that
used no perspective whatsoever. The
foldout drawing was also the one they
judged most likely to have been made by
the person who, in drawing the table,
had hoped to highlight its symmetry.

Heller and I joined forces to prepare
another task for demonstrating that the
blind understood the use of perspective.
(You might like to try it, too; it appears
at the bottom of the opposite page.) We
arranged three solids—a sphere, a cone
and a cube—on a rectangular tabletop.
Our blind subjects sat on one side. We
asked them to draw the objects from
where they were sitting and then to
imagine four different views: from the
other three sides of the table and from
directly above as well. (Swiss child psy-
chologist Jean Piaget called this exercise
the perspective-taking, or “three moun-
tains,” task.) Many adults and children
find this problem quite difficult. On av-
erage, however, our blind subjects per-
formed as well as sighted control sub-
jects, drawing 3.4 of the five images
correctly.

Next, we asked our subjects to name

the vantage point used in five separate
drawings of the three objects. We pre-
sented the drawings to them twice, in
random order, so that the highest possi-
ble score was 10 correct. Of that total,
the blind subjects named an average of
6.7 correctly. Sighted subjects scored
only a little higher, giving 7.5 correct an-
swers on average. The nine later-blind
subjects in the study fared slightly bet-
ter than the congenitally blind and the
sighted, scoring 4.2 on the drawing task
and 8.3 on the recognition task. Again,
the later blind probably scored so well
because they have a familiarity with pic-
tures and enhanced tactile skills.

Metaphor

From the studies described above, it
is clear that blind people can appre-

ciate the use of outlines and perspective
to describe the arrangement of objects
and other surfaces in space. But pictures
are more than literal representations.
This fact was drawn to my attention
dramatically when a blind woman in
one of my investigations decided on her
own initiative to draw a wheel as it was

spinning. To show this mo-
tion, she traced a curve in-
side the circle. I was taken
aback. Lines of motion, such
as the one she used, are a
very recent invention in the
history of illustration. Indeed,
as art scholar David Kunzle
notes, Wilhelm Busch, a
trendsetting 19th-century
cartoonist, used virtually no
motion lines in his popular
figures until about 1877.

When I asked several oth-
er blind study subjects to
draw a spinning wheel, one
particularly clever rendition
appeared repeatedly: several

subjects showed the wheel’s spokes as
curved lines. When asked about these
curves, they all described them as meta-
phorical ways of suggesting motion.
Majority rule would argue that this de-
vice somehow indicated motion very
well. But was it a better indicator than,
say, broken or wavy lines—or any other
kind of line, for that matter? The an-
swer was not clear. So I decided to test
whether various lines of motion were apt
ways of showing movement or if they
were merely idiosyncratic marks. More-
over, I wanted to discover whether there
were differences in how the blind and
the sighted interpreted lines of motion.

To search out these answers, Gabias
and I created raised-line drawings of
five different wheels, depicting spokes
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MOTION can be suggested by irregular
lines. When blind and sighted volunteers
were shown five diagrams of moving
wheels (right), they generally interpreted
them in the same way. Most guessed that
the curved spokes indicated that the wheel
was spinning steadily; the wavy spokes,
they thought, suggested that the wheel was
wobbling; and the bent spokes were taken
as a sign that the wheel was jerking. Sub-
jects assumed that spokes extending be-
yond the wheel’s perimeter signified that
the wheel had its brakes on and that
dashed spokes indicated that the wheel
was spinning quickly.
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PERSPECTIVE is readily understood by the blind. To prove this point, the author and Paul Gabias
of Okanagan University College asked 24 congenitally blind volunteers to examine a drawing of a
table (far left) and four drawings of a cube. They were told that one blind person drew the table in
a star shape to show how it appeared from underneath and that another blind person drew an
identical table, intending to show its symmetry instead. The subjects were then asked which cube
was most likely drawn by the person who drew the table from underneath. Most chose the cube
composed of two trapeziums (far right), the one that made the most sophisticated use of perspective.
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with lines that curved, bent, waved,
dashed and extended beyond the peri-
meter of the wheel. We then asked 18
blind volunteers to assign one of the fol-
lowing motions to each wheel: wob-
bling, spinning fast, spinning steadily,
jerking or braking. Which wheel do you
think fits with each motion? Our con-
trol group consisted of 18 sighted un-
dergraduates from the University of
Toronto.

All but one of the blind subjects as-
signed distinctive motions to each wheel.
In addition, the favored description for
the sighted was the favored description
for the blind in every instance. What is
more, the consensus among the sighted
was barely higher than that among the
blind. Because motion devices are unfa-
miliar to the blind, the task we gave
them involved some problem solving.
Evidently, however, the blind not only
figured out meanings for each line of

motion, but as a group they generally
came up with the same meaning—at least
as frequently as did sighted subjects.

We have found that the blind under-
stand other kinds of visual metaphors
as well. Kathy once drew a child’s crib
inside a heart—choosing that symbol,
she said, to show that love surrounded
the child. With Chang Hong Liu, a doc-
toral student from China, I have begun
exploring how well blind people under-
stand the symbolism behind shapes such
as hearts, which do not directly repre-
sent their meaning. We gave a list of 20
pairs of words to sighted subjects and
asked them to pick from each pair the
term that best related to a circle and the
term that best related to a square. (If
you wish to try this yourself, the list of
words can be found at the left.) For ex-
ample, we asked: What goes with soft?
A circle or a square? Which shape goes
with hard?

All our subjects deemed the circle soft
and the square hard. A full 94 percent
ascribed happy to the circle, instead of
sad. But other pairs revealed less agree-
ment: 79 percent matched fast and slow
to circle and square, respectively. And
only 51 percent linked deep to circle
and shallow to square. When we tested
four totally blind volunteers using the
same list, we found that their choices
closely resembled those made by the
sighted subjects. One man, who had
been blind since birth, scored extremely
well. He made only one match differing
from the consensus, assigning “far” to

square and “near” to circle. In fact, only
a small majority of sighted subjects—53
percent—had paired far and near to the
opposite partners. Thus, we concluded
that the blind interpret abstract shapes
as sighted people do.

Perception

We typically think of sight as the
perceptual system by which

shapes and surfaces speak to the mind.
But as the empirical evidence discussed
above demonstrates, touch can relay
much of the same information. In some
ways, this finding is not so surprising.
When we see something, we know more
or less how it will feel to the touch, and
vice versa. Even so, touch and sight are
two very different senses: one receives
input in the form of pressure, and one
responds to changes in light. How is it
that they can then interpret something
as simple as a line in exactly the same
way? To answer this question, we must
consider what kind of information it is
that outlines impart to our senses.

The most obvious theory is that each
border in a basic drawing represents one
physical boundary around some surface
or shape. But it is not that simple, be-
cause all lines, no matter how thin, have
two sides or contours—an inside and an
outside border, if you will. As a result,
thick lines are perceived quite different-
ly from thin ones. Consider a thick line
tracing a profile. If it is thick enough, it
appears to show two profiles, one per
edge, gazing in the same direction [see
illustration below]. When the line is thin
and its two borders are close together,
though, an observer perceives only one
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WORD PAIRS were used to test the sym-
bolism in abstract shapes—and whether
blind and sighted people perceived such
meanings in the same way. Subjects were
told that in each pair of words, one fit best
with circle and the other with square. For
example, which shape better describes
soft? According to the number given after
the soft-hard word pair, everyone thought
a circle did. These percentages show the
level of consensus among sighted subjects.
Blind volunteers made similar choices.

THICKNESS of these outlines determines
whether their two contours are viewed as
one profile or two. The same ambiguity
occurs with touch. Blind subjects inter-
pret raised edges placed near each other
as a single surface boundary and those
placed farther apart as two.
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face. As it turns out, touch produces a
similar effect. I prepared a series of pro-
file drawings in which both edges of the
defining line were raised. When the edg-
es were only 0.1 centimeter apart, my
blind volunteer, Sanne, a student at Aar-
hus University, said they showed one
face. When they were 0.8 centimeter
apart, she reported that they showed
two faces.

Another theory of outline drawings
suggests that lines substitute for any per-
ceptible boundary, including those that
are not tangible, such as shadows. But
this theory, too, fails in a very telling
fashion. Look at the illustration at the
right, which shows two pictures of the
author. In one image, shadow patterns,
defined by a single contour separating
light and dark areas, cross my face. In
the second image, a dark line having two
contours traces the same shadow pat-
terns. Despite the fact that the shapes in
the second picture are identical to those
in the first, the perceptual results are
vividly different. The first is easily rec-
ognized as a face; the second is not.

Again, this example shows that our
visual system, like our tactile system,
does not read two contours of a line in
the same way as it interprets a single
contour. The implication is that the
brain region responsible for interpret-
ing contours in sensory input from busy
environments is a general surface-per-
ception system. As such, it does not dis-
criminate on the basis of purely visual
matters, such as brightness and color.
Rather it takes the two contours of a
dark line and treats them as indicators
for the location of a single edge of some
surface. Whereas sighted individuals
treat brightness borders as indicators of
surface edges, the blind treat pressure
borders in the same way.

Because the principles at work here
are not just visual, the brain region that
performs them could be called multi-
modal or, as it is more commonly
termed, amodal. In one account, which
I have discussed in my book on draw-
ings by the blind, such an amodal sys-
tem receives input from both vision and
touch. The system considers the input
as information about such features as
occlusion, foreground and background,
flat and curved surfaces, and vantage
points. In the case of the sighted, visual
and tactile signals are coordinated by
this amodal system.

As we have found, the ability to inter-
pret surface edges functions even when

it does not receive any visual signals. It
is for this very reason that the blind so
readily appreciate line drawings and oth-
er graphic symbols. Knowing this fact
should encourage scholars and educa-
tors to prepare materials for the blind
that make vital use of pictures. Several
groups around the world are doing just
that. For instance, Art Education for the
Blind, an organization associated with
the Whitney Museum of American Art
and the Museum of Modern Art in
New York City, has prepared raised-line
versions of Henri Matisse paintings and
of cave art. It may not be long before
raised pictures for the blind are as well
known as Braille texts.
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SHADOWS, and other intangible boundaries, are not recognizable in outline—ex-
plaining in part why the blind can understand most line drawings made by sighted peo-
ple. In the picture of the author on the left, a single contour separates light and dark ar-
eas of his face. In the picture on the right, a line, having two contours, makes the same
division. Note that although the shapes are identical in both images, the perceptual re-
sults are quite different. Only the image on the left clearly resembles a face.
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For more than three decades, Glen
Canyon Dam has impounded
the flow of the Colorado River

above Grand Canyon, the vast winding
chasm in America’s southwestern desert
that ranks as one of the wonders of the
natural world. Although many people
recognized that damming the flow would
destroy the river upstream, few antici-

pated that there might be serious envi-
ronmental consequences downstream.
But over the years, scientists, government
officials and professional river guides
have become increasingly aware of
troubling changes within Grand Canyon.

These alterations have occurred be-
cause the dam replaced the Colorado’s
natural pattern of forceful summer flood-

ing with a gentle daily ebb and flow dic-
tated entirely by the electrical power
demands of distant cities. The dam thus
eliminated the normal seasonal varia-
tion in river flow and ended the im-
mense floods that had annually washed
through the canyon. Although these
floods had lasted only a few weeks of the
year, they had been the principal force

Experimental Flooding 
in Grand Canyon

Scientists monitor a controlled deluge that was staged 
in the early spring of 1996 solely for the benefit

of the environment in and around the Colorado River

by Michael P. Collier, Robert H. Webb and Edmund D. Andrews
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sculpting the river corridor. The flood-
waters routinely stripped all but the high-
est vegetation from the channel banks,
deposited sandbars and plucked boul-
ders out of rapids. After Glen Canyon
Dam went into service, exotic flora en-
croached, sandbars disappeared and
boulder piles clogged the main channel.

So as dozens of scientific observers
(including the three of us) made ready,
the secretary of the interior, Bruce Bab-
bitt, launched a bold experiment in en-
vironmental restoration at 6:20 A.M. on
March 26, 1996, opening the first of
four giant “jet tubes” at Glen Canyon
Dam. Over the next nine hours, the oth-
er three tubes and the eight hydroelec-
tric turbines added to the torrent, which
grew to 1,270 cubic meters per second—

a discharge 50 percent greater than the
maximum flow through the turbines
alone. As the surge of water mounted,
the surface of the river rose five meters
higher than usual. In all, 900 million
cubic meters of water coursed through
the canyon during the weeklong exper-
iment. Never before had an intentional
flood been released specifically for envi-
ronmental benefit, and we were eager
to help assess the results.

A Changed River

Along with many other scientists who
monitored the experimental flood-

ing, we have been aware that conditions
in the canyon had been evolving dramat-
ically since Glen Canyon Dam began
operations in 1963. After construction
of the dam, virtually all sediment com-
ing from upstream was trapped above
the dam, in the newly created Lake Pow-
ell, and most sandy beaches in Grand
Canyon began slowly but steadily to
vanish. By the time the test flood was
planned, some rapids in the river had
become so obstructed by coarse debris
swept down from side canyons that par-
ticular stretches had become extremely
difficult to navigate. The bridled river
did not have sufficient power to clear
away the boulder-filled deposits. Many
people familiar with the canyon had
also observed dramatic alterations to
the vegetation since the dam was built.
Native coyote willow, as well as exotic

tamarisk, camelthorn and even bermu-
da grass, took root on beaches that had
previously been bare. Mature mesquite
trees growing at the old high waterline
began to die.

But not all changes brought about by
the damming of the river were obviously
undesirable. Trout—which did not live
there before in the relatively warm, tur-
bid waters of the free-running river—

flourished in the cold, clear water below
the dam. Stabilization of flow favored
trees and shrubs on the riverside, which
provided new homes for some endan-
gered birds. The green ribbon of new
vegetation made the once barren canyon
appear more hospitable to other kinds of
wildlife as well—and to countless camp-
ers who traveled the river for recreation.

Indeed, the many beneficial changes
to the canyon ecosystem may have di-
verted attention from some of the more
disturbing trends. It was not until 1983
that many scientists and environmen-
talists took full notice of the important
role that floods originally played in shap-
ing the canyon. In June of that year, a
sudden melting of the winter snowpack
rapidly filled Lake Powell and forced the
operators of Glen Canyon
Dam to release water at a
rate of 2,750 cubic meters
per second. This flow was
far smaller than some re-
corded flood episodes, but
it still constituted a mo-
mentous event.

This emergency release
in 1983 required the first
use of the “spillways”—

giant drain tunnels carved
into the walls of Glen Can-
yon alongside the dam.
The operators of the dam
had at first been dis-
mayed—and then gravely
concerned—to see the out-
flow turn red as swiftly
moving water plucked first
concrete and then great
blocks of sandstone from
the spillway tunnels. Some
feared that destruction of
the spillways could catas-
trophically undermine the
dam. Fortunately, the cri-

sis passed, and engineers were able to re-
design the spillways to minimize “cavi-
tation.” This phenomenon (formation
of a partial vacuum within a moving
liquid) had sucked material from the
tunnel walls and caused them to erode
with startling speed.

The downstream effects of the 1983
flood also took others by surprise. When
the waters receded from the flooded
banks, scientists and guides familiar with
the river were stunned to see many of
the formerly shrunken beaches blanket-
ed with fresh sand. The flood had killed
some exotic vegetation that had grown
artificially lush and had also partially re-
stored riverine animal habitats in many
spots. Had several years of ordinary
dam operations followed, many people
would have hailed the 1983 flood for
improving conditions in the canyon. In-
stead runoff in the Colorado River ba-
sin during the next three years remained
quite high, and the operators of Glen
Canyon Dam were forced to release huge
amounts—an average of 23 billion cubic
meters of water every year. Flows com-
monly reached 1,270 cubic meters per
second, for at least brief periods, each

Experimental Flooding in Grand Canyon

JETS OF WATER (opposite page) emerge during the experimental flood
from four steel drainpipes built into the base of Glen Canyon Dam
(right). The water stored in the adjacent reservoir, Lake Powell, can also
flow through the hydroelectric turbines situated underneath the dam or,
if there is urgent need to lower the lake, through the two “spillway tun-
nels” carved into the canyon walls (visible at right, below the dam).
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year through 1986. The beaches that had
been built up in 1983 soon washed away.
A single flood, it seemed, could create
beaches; frequently repeated floods could
destroy them.

Time for Another Flood?

As scientists learned more about risks 
and benefits of flooding in the can-

yon, many of those interested in the fate
of the river began to recognize the need
to restore flooding of some type. Most
geologists who had studied the move-
ment of sediment by the Colorado River
were convinced that an artificial flood
would benefit the canyon, and they be-
gan championing that idea within the
scientific community in 1991. But dur-
ing discussions, some biologists worried
aloud that a flood would jeopardize the
gains that had been made within the
canyon by several endangered species.
A few geologists, too, were concerned

that the beaches nearest Glen Canyon
Dam might be inadvertently washed
away. And anthropologists working in
the canyon expressed concern that new
flooding would accelerate erosion and
threaten the integrity of archaeological
sites next to the river.

Yet the overall sentiment was that pur-
poseful flooding would be more bene-
ficial than harmful and should be ar-
ranged. By 1993 the murmurs in favor
of a flood had turned to shouts. Some of
the loudest voices came from river guides
who were being forced to find camping
sites on smaller and smaller beaches—

despite the fact that millions of metric
tons of sand were reaching the Colora-
do every year by way of its two main
tributaries below the dam, the Paria and
Little Colorado rivers. Under the normal
operating regime of Glen Canyon Dam,
only 450,000 metric tons of this sand
wash downstream and out of Grand
Canyon. So sand was filling the can-

yon, but it was not accumulating on the
banks. Rather it was settling out of sight
on the bottom of the river.

Along with others at the U.S. Geolog-
ical Survey (USGS) and the Bureau of
Reclamation’s Glen Canyon Environ-
mental Studies program, we were cer-
tain that a flood would stir up these de-
posits and drape them along the banks,
just as the river had done before the
dam had reined it in. But what sort of
flood would be most appropriate? The
people debating that question agreed
that the best time of year for an initial
test would be during a narrow window
in late March, when fish were least like-
ly to be spawning and troublesome
tamarisk plants would not yet be able
to germinate. A date at that time would
also assure that most bald eagles and
waterfowl that had wintered in the can-
yon would have already left. Still, the
optimum choice for the size of the flood
remained elusive.

One reason for that difficulty was that
the quantity of sand moved by a river
varies quite strongly with the rate of dis-
charge: when the discharge rate doubles,
the flux of sand increases eightfold. Con-
sequently, for a given flood volume, more
sand will be stirred up and deposited
on the banks by a large flood that runs
for a short time than by a lesser flood of
longer duration. One of us (Andrews)
argued for a release at the rate of 1,500
cubic meters per second, which would
have been close to two thirds the size of
the typical annual flood before the dam
was built. After all, if the goal was to re-
store a critical natural process, why not
try roughly to approximate that level?

But there was an important logistical
constraint: flows greater than 1,270 cu-
bic meters per second through the dam
would require the use of the spillways.
Despite having made repairs and im-
provements, officials at the Bureau of
Reclamation were reluctant to risk rep-
etition of the frightening experience of
1983. Restricting the flood to 1,270 cu-
bic meters per second would also mini-
mize the threat to an endangered species
of snail that lived near the dam. Most
proponents of flooding felt that this lev-
el was a reasonable compromise. They
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DISCHARGE of water during the experi-
mental flood of 1996 may have appeared
extremely powerful (photograph), but the
flow maintained for that one week is
dwarfed by natural events of the past, such
as the flood of 1957 (chart), which endured
for much of the spring and summer.
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agreed that the flood would last one
week—enough time to redistribute a
considerable amount of sand but not so
long as to deplete all sand reserves at the
bottom of the river.

On the eve of the test, our biggest fear
was that the water would not have the
power needed to build sizable beaches.
But John C. Schmidt, a geologist at Utah
State University who had also favored
the flooding experiment, had a bigger
concern. He worried that something
might unexpectedly go wrong: Would
scientists in their arrogance ruin what
was left of the heart of Grand Canyon?

On a Rising Tide

On March 26 the flood began on
schedule. The waters of the river

rose and raced down the canyon. On
signal, scientists from the USGS released
30 kilograms of a nontoxic fluorescent
dye into the river a short distance down-
stream from the dam. They used the
chemical to track the velocity of the wa-
ter by measuring the arrival of this dye
at six sites spaced throughout the can-
yon, where they had placed sensitive
fluorometers. A numerical model devel-
oped by researchers at the USGS accu-
rately predicted the progress of the
flood. The model and measurements
showed that the floodwaters accelerated
as they ran through the canyon, pushing
riverwater so far ahead that the first crest
reached Lake Mead at the downstream
end of the canyon almost a day before
the actual waters of the flood arrived.

On its way west to Lake Mead, the
flood reshaped many parts of the river.
For example, at a stretch of rapids called

COLORADO RIVER flows westward
across Arizona from Lake Powell to Lake
Mead (map). Between these points, the
river receives massive injections of sandy
sediment from the Paria River (photo-
graph) and the Little Colorado River, its
two main tributaries.
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Lava Falls, about 300 kilome-
ters below the dam, the river
rose against a fan-shaped
bank of loose mud and boul-
ders that had been formed
one year earlier after a debris
flow roared down a small
side canyon. The material
deposited by that cascade of
rock and mud had narrowed
the Colorado—normally 50
meters wide there—by almost
20 meters. Although some
geologists had previously con-
cluded that very large floods
would be required to clean
out such constrictions, we
believed this flood would be
sufficient to do the job.

And so we were quite
pleased to see just how effec-
tive the experimental flood
proved. As discharge of the
river surpassed 850 cubic me-
ters per second at Lava Falls
on March 27, the energized
water quickly cut through the
new debris fan, reducing its
size by one third. We studied
that event by placing radio
transmitters in 10 large stones

positioned originally near the top of the
rapids. Despite their considerable size
(up to 0.75 meter across), all 10 rocks
traveled downstream during the flood.
Using directional antennas, we subse-
quently located eight of the boulders.
The great stones had moved, on average,
230 meters.

Besides tracking boulders at Lava
Falls, we worked with several colleagues
to measure the deposition of sand at
some other key locales. For those stud-
ies, we chose five eddies—places where
the river widens abruptly, and water
swirls upstream near the banks. Em-
ploying laser tracking equipment and a
small boat equipped with a sonar depth
finder, we charted the sandy bottom dur-
ing the flood. The results were quite sur-
prising. We found that a great deal of
sand accumulated in the first 36 to 48
hours. But as the influx of sand slowed,
the bottom of the eddy began to lose
sand back into the main channel. 

This behavior initially puzzled us, but
after we examined the measurements
more carefully, we realized that much
of the sediment had originally settled
above its so-called angle of repose, an
unstable configuration that resulted in
some newly deposited sand slumping
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SAND DEPOSITION within an eddy, a place where water swirls in the up-
stream direction near the banks, raised the bed of the river along one mar-
gin (tan areas in diagrams) in the first days of the flood. Later during the
flood, much of that sand escaped back into the main channel (blue areas in
diagrams). To collect this record of sediment accumulation and removal, a
boat fitted with an acoustic echo sounder (photograph at left ) measured
the depth of the water, and surveying equipment on land tracked the posi-
tion of the boat (photograph at top).
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back into the main channel. Still, we
found that the overall amount of sand
after the flood had increased in all five
places we mapped.

Many other scientists made impor-
tant observations during the course of
the flood. Near the lower end of Grand
Canyon, our colleague J. Dungan Smith
measured the velocity of the river and
concentration of sediment held in sus-
pension by the turbulent water. His goal
is to compare the quantity of sediment
washed out of the canyon during the
flood with the amount normally deliv-
ered into the canyon by the Paria and
Little Colorado rivers. Smith is still an-
alyzing his data, but he should soon be
able to predict how often floods could
be staged without depleting the existing
sand reserve.

Several other scientists took special
interest in the movement of sand. Using
optical sensors and sonar equipment
borrowed from his oceanographer col-
leagues at the USGS, David M. Rubin
studied the sediment concentration of
water entering an eddy and character-
ized the fine-scale patterns in the depo-
sition of this sand. Working at the same
site, Jon M. Nelson documented the cu-
rious behavior of swirling vortices that

form in a line where the main
downstream current rushes
past a slower, upstream-flow-
ing eddy. Nelson observed
that as the main current push-
es these vortices downstream,
the vortices tip over, because
flow is slowed near the chan-
nel bottom where friction is
greatest. In this canted posi-
tion, he reasoned, the vorti-
ces should then act to sweep
sediment out of the main cur-
rent and into the eddy.

But sediment came and
went within the eddy at rates
far greater than anticipated.
With a sinking feeling, Ru-
bin and Nelson watched as
$70,000 worth of borrowed
equipment was first buried,
then excavated and finally
carried away by the water.
They were fortunate enough
to have collected sufficient
data to show that the vortex
“sediment pump” operated
as they had predicted. So
their ideas withstood the test
flood, even though much of
their equipment did not.
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SCIENTIFIC STUDIES carried out during the experimental flood included
documentation of fine-scale patterns of sand deposition using plaster molds
(bottom right), time-lapse videography of the floodwaters (bottom left) and
measurement, by means of a directional antenna (top right), of the displace-
ment of boulders that were fitted with radio transmitters.
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As expected, a good deal
of the newly deposited sand
quickly eroded, but months
later much of it still remained
at those sites monitored by
scientists—and at many oth-
er places as well. During the
summer of 1996, many long-
time observers believed the
Colorado River had taken
on something of its original
appearance. Those impres-
sions echoed the more care-
ful assessment of Lisa H.
Kearsley, a biologist working
for the Bureau of Reclama-
tion. She tracked the fate of
almost 100 beaches through-
out the canyon and conclud-
ed that 10 percent of them
were diminished by the flood,
whereas 50 percent were aug-
mented, and the remainder
were unaffected. Six months
after the flood, she found
that much sand had slipped
back into the river, but there
was still more beach area
than before.

The expanded beaches
should please campers in
years to come, but scientists
are also anxious to know
how the flood might have af-
fected many less vocal resi-
dents of the canyon. Because
the earlier unintentional flood
of 1983 had hurt the trout
fishery, some biologists were
particularly concerned that
the experimental flood of
1996 would wash many fish
far downstream. To find out,
biologists stationed below
Lava Falls during the experi-
mental flood placed nets in
the river. These scientists cap-
tured a few more trout than
they would have otherwise
done, but their tests did not
show any flushing of native
fishes, whose ancestors had,
after all, survived many larg-
er natural floods. The biolo-
gists surmised that the native
species (and most of the trout)
must have quickly retreated

to protected areas along the riverbank.
Other investigators determined that the
floodwaters had hardly disturbed the
ubiquitous cladophora algae and asso-
ciated invertebrates, which constitute an
important source of food for fish.

But the effects on other components
of the local biota are still a matter of in-
tense debate. Lawrence E. Stevens, a bi-
ologist with the Bureau of Reclama-
tion, has studied the river for 25 years
as an entire suite of animals—some en-
dangered—migrated into the canyon and
survived in the artificial environment
created by Glen Canyon Dam. He is
concerned that intentional flooding may
threaten the existence of some species
protected by the Endangered Species Act,
such as the humpback chub (a fish), the
southwestern Willow Flycatcher (a bird)
or the Kanab ambersnail. But we would
argue that floods were part of the natu-
ral cycle of the Colorado River in the
past, and many species, both common
and endangered, have adapted to this
process as long as there has been a Grand
Canyon—for about five million years.
Restoration of flooding may be detri-
mental to some organisms, but we and
many of our colleagues hypothesize
that in the long run a collection more
resembling the native fauna will return.

Epilogue

Did the flood work? It deposited sig-
nificant amounts of sand above the

normal high-water line and rejuvenated
some backwater habitats important to
spawning fish. The flood widened the
two largest rapids on the river. Archae-
ological sites along the edge of the river
were neither helped nor hurt by the high
water; most of the encroaching vegeta-
tion was similarly unaffected.

So in our view the environmental ben-
efits outweighed any damage. But one
needs to consider other costs as well.
Five months after the flood, David A.
Harpman, an economist with the Bu-
reau of Reclamation, was analyzing fac-
tors that bear on the final price tag. Be-
cause power had been continuously gen-
erated during the flood even at times
when demand was low, and because the
huge quantity of water sent through jet
tubes produced no electricity at all, he
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LAVA FALLS, a stretch of rapids in the Colorado, was narrowed by coarse,
rocky material that had washed down a side canyon and spread into a fan-
shaped deposit. An aerial photograph taken before the flood (top left) shows
an obvious constriction in the river. A matching photograph taken after the
flood (bottom left) reveals that much of the debris has been cleared away.
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estimates that the Bureau of Reclama-
tion has foregone about $1.8 million in
lost revenue (about 1 percent of the to-
tal yearly income from the sale of elec-
tricity). Add to this expense the price of
the scientific studies, and the total cost
of the experiment almost doubles.

Because similar expenditures will be
incurred during future floods, the Bu-
reau of Reclamation will want to know
precisely how big and how often floods
will be needed to support the environ-
ment. The answers are far from clear.
All scientists involved agree that a future

flood need not last seven days. Smith
believes Grand Canyon beaches can be
improved by floods staged perhaps ev-
ery year, as long as incoming sediment
from the Paria and Little Colorado riv-
ers is at least as great as the amount of
sediment carried out of the canyon dur-
ing a flood. One of us (Webb) argues for
an initial release of as much as 2,800
cubic meters per second to scour debris
fans, followed by an immediate drop to
more moderate beach-building levels.
Andrews emphasizes that under any sce-
nario, artificial floods should be made

to vary in magnitude from year to year,
the better to mimic natural variability.

Will there be more floods? Probably—

both in Grand Canyon and elsewhere.
We have studied several other Ameri-
can rivers controlled by dams, and they,
too, would benefit from periodic floods.
So the ideas and instrumentation devel-
oped by scientists working within Grand
Canyon during the 1996 experimental
flood could soon help restore natural
conditions within and around many oth-
er rivers across the nation and, perhaps,
throughout the world.
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The Einstein-Szilard Refrigerators

In July 1939 Leo Szilard visited Al-
bert Einstein to discuss the danger
of atomic bombs. Szilard was

alarmed by the recent discovery of ura-
nium fission: he had realized almost six
years earlier how a “chain reaction”
could dangerously multiply such a pro-
cess. Szilard’s warning that nuclear
weapons might be possible—and that
Nazi Germany might build them—con-
vinced Einstein to write his famous let-
ter to President Franklin D. Roosevelt
urging faster research efforts.

When Szilard visited Einstein on Long
Island, N.Y., that day, he was also reviv-
ing a collaboration dating from Berlin’s
golden age of physics. It is part of the
lore of physics that Szilard and Einstein
held many joint patents, filed in the late
1920s, on ingenious types of home re-
frigerators without moving parts. But
little information beyond the patents
was thought to survive.

In the process of researching Szilard’s
life, I have been able to piece together
almost the full story of this partnership.
In Stockholm, I discovered that appli-
ance manufacturer AB Electrolux still
keeps files on two patents purchased
from Einstein and Szilard. And in Bu-
dapest, the primary engineer for the in-
ventions, Albert Korodi, shared cher-
ished memories of the enterprise. Koro-
di, who died recently at the age of 96,
had preserved copies of engineering re-
ports—including the only known pho-
tographs of the Einstein-Szilard proto-
types—that were long believed lost.

From these sources and from corre-
spondence in the Leo Szilard Papers at
the University of California at San Di-
ego and from the Albert Einstein Ar-
chives at Princeton University (originals
of the latter are at the Hebrew Universi-

ty of Jerusalem), a detailed picture of
the Einstein-Szilard collaboration has
emerged. The project was more exten-
sive, more profitable and more techni-
cally successful than anyone guessed.
The story illuminates Einstein’s unlikely
role as a practical inventor.

Inventing with Einstein

Szilard and Einstein met in Berlin in
1920. Einstein, then 41, was already

the world’s most renowned physicist.
Szilard, at 22, was a brilliant and gregar-
ious Hungarian studying for his doctor-
ate in physics at the University of Berlin.
For his dissertation, Szilard extended
classical thermodynamics to fluctuating
systems, applying the theory in a way
that Einstein had said was impossible.
The “Herr Professor” was impressed,
and a friendship grew.

After graduation, Szilard later re-
called, Einstein advised him to take a
job in the patent office. “It is not a good
thing for a scientist to be dependent on
laying golden eggs,” Einstein said.
“When I worked in the patent office,
that was my best time of all.”

Despite this suggestion, Szilard chose
an academic career at his alma mater
and soon solved the problem of Max-
well’s Demon. This imp, first imagined
by James Maxwell, could seemingly vi-
olate the second law of thermodynam-
ics by sorting fast and slow molecules,
thus confounding their natural tenden-
cy to become disordered. The demon
could then power a perpetual-motion
machine. Szilard showed that this was
false: the apparent gain in order was
supplied by the information used to
produce the effect. His solution includ-
ed the idea of a “bit,” later to be recog-

nized as the cornerstone of information
theory. In late 1924 Nobel laureate
Max von Laue selected Szilard to be his
assistant at the university’s Institute for
Theoretical Physics.

By the mid-1920s, Szilard had become
a frequent visitor to Einstein’s home. In
some ways, the two men were opposites.
Szilard was outgoing and self-confident
(some said arrogant); Einstein was mod-
est and retiring. In more important ways,
however, they were kindred spirits. They
shared a joy in ideas, a strong social con-
science—and a fondness for invention.

According to the late Massachusetts
Institute of Technology physicist Ber-
nard Feld, who heard the story from
Szilard, the refrigerator collaboration be-
gan with a newspaper article. One day
Einstein read about an entire family—

parents and several children—who had
been killed in their beds by the poison-
ous gases leaking from the pump of their
refrigerator. At the time, such accidents
were a growing hazard. Mechanical
home refrigerators were starting to re-
place traditional iceboxes. Chemistry,
however, had yet to produce a nontoxic
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REFRIGERATOR CABINET (center), seen
from the rear, awaits installation of an electro-
magnetic pump invented by Leo Szilard (left)

The Einstein-
Szilard Refrigerators

Two visionary theoretical physicists 
joined forces in the 1920s to reinvent 

the household refrigerator

by Gene Dannen
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refrigerant. The three cooling gases then
commonly used—methyl chloride, am-
monia and sulfur dioxide—were all tox-
ic, and the quantities in a refrigerator
could kill.

Einstein was distressed by the tragedy.
“There must be a better way,” he said
to Szilard. The two scientists reasoned
that the problem was not just the refrig-
erant. Such leakages, from bearings and
seals, were inevitable in systems with
moving parts. From their knowledge of
thermodynamics, however, they could
derive many ways to produce cooling
without mechanical motion. Why not
put these to use?

There was personal incentive to try.
At that time, evidently the winter of
1925–1926, Szilard was preparing to
take the next step in a German academ-
ic career—to become a privatdocent, or
instructor. As an assistant, he received a
salary; as an instructor, however, he
would be forced to scrape by on small
fees collected from students. The inven-
tions, if successful, could support Szi-
lard’s budding career.

Einstein, who wanted to help his gift-

ed young friend, agreed to a collabora-
tion. A letter from Szilard to Einstein
preserves the terms of their agreement.
All inventions by either of them in the
field of refrigeration would be joint
property. Szilard would have first claim
on profits if his income fell below the
salary of a university assistant. Other-
wise, all royalties would be shared
equally.

Early Designs

Then, as now, most refrigerators used
mechanical compressor motors. A

refrigerant gas is compressed, liquefy-
ing as its excess heat is discharged to
the surroundings. When the liquid is al-
lowed to expand again, it cools and can
absorb heat from an interior chamber.
Einstein and Szilard considered a differ-
ent concept, used in so-called absorp-
tion refrigerators, to be the safer. In these
devices, heat from a natural gas flame—

rather than the push of a piston—drives
the cooling cycle. One new design, by
Swedish inventors Baltzar von Platen and
Carl Munters, and marketed by AB Elec-

trolux, was considered a breakthrough.
Szilard devised an improvement.

In fact, the entrepreneurs did not stop
with a single design; they came up with
many. Einstein’s experience as a patent
examiner allowed them to do without
the usual attorneys, and in early 1926
Szilard began filing a series of patent
applications on their inventions. By the
fall, they had decided on the three most
promising designs. 

Each refrigerator, it seems, was based
on an entirely different physical con-
cept—absorption, diffusion or electro-
magnetism. In a letter to his brother,
Bela, written in October, Szilard de-
scribed their progress. “The matter of
the refrigerator patents, which I applied
for together with Professor Einstein, has
now come so far that I feel it is a reason-
able time to get into contact with indus-
try,” he wrote. “All three machines work
without moving parts, and are hermeti-
cally sealed... . One of these three types
is nearly identical with one of the Elec-
trolux company’s machines (in my opin-
ion the best at the moment).... The other
two types are completely different from
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any other machines known until now.”
Szilard quickly negotiated a contract

with the Bamag-Meguin company, a
large manufacturer primarily of gas-
work equipment with factories in Ber-
lin and Anhalt. In late 1926 Szilard be-
gan to supervise the development of
prototypes at the laboratories of the In-
stitute of Technology in Berlin. Albert
Kornfeld, a Hungarian graduate from
the electrical engineering department of
the institute, started working on the re-
frigerators at this time. (Kornfeld later
changed his name to Korodi, and I will
use that name hereafter.) In 1916 Korodi
had won the Eötvös Prize, the presti-
gious Hungarian mathematics competi-
tion for 18-year-old students. After meet-
ing Szilard through the Eötvös compe-
tition, Korodi had studied with him at
the Budapest Technical University. Lat-

er he followed Szilard to Berlin, where
they lived in the same apartment build-
ing and became close friends.

Unfortunately, the agreement with
Bamag-Meguin lasted less than a year.
“Bamag-Meguin got in difficulties at
that time. I think they dropped all un-
certain projects,” Korodi recalled. With-
in months, however, the inventors
reached agreements with two other com-
panies, one Swedish and one German.

The Swedish company was AB Elec-
trolux. On December 2, 1927, Platen-
Munters Refrigerating System, a divi-
sion of Electrolux in Stockholm, bought
a patent application for an absorption
refrigerator from the two inventors for
3,150 reichsmarks, or $750. Both par-
ties were pleased with the transaction.
Electrolux’s files show that it consid-
ered the purchase price “very cheap”;

even so, Szilard and Einstein earned
roughly $10,000 in today’s dollars.

The application for a U.S. patent on
the absorption device caused some po-
lite consternation. “I would be interest-
ed to know if Albert Einstein is the same
person who propounded the theory of
relativity,” wrote back the American
patent attorney responsible for the case.
If so, he continued, the patent office
should not object to Einstein’s unusual
claim of dual Swiss-German citizen-
ship: “Albert Einstein is listed in the
Standard Dictionary under the word
‘Einstein’ as an adjective denoting a
theory of relativity. The dictionary ex-
plains that the name is derived from Al-
bert Einstein, a citizen of both Switzer-
land and Germany. With this designa-
tion in one of the accepted dictionaries,
I think the Patent Office will not object
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DIVERSE PRINCIPLES lie behind the Einstein-Szilard refriger-
ators. An absorption design (a) purchased by AB Electrolux uses
a heat source and a combination of fluids to drive the refriger-
ant, butane, through a complex circuit. The butane, initially a
liquid, vaporizes in the presence of ammonia in the refrigerant

chamber 1 (at right), taking up heat. The gaseous mixture pass-
es to chamber 6 (center), where water absorbs the ammonia,
freeing liquid butane to be recirculated. The electromagnetic
pump (b) developed by A.E.G. pushes a liquid metal through a
cylinder; here it is using mercury for test purposes. The
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to the statement that Prof. Einstein is a
citizen of two different countries.”

Electrolux also later purchased the
diffusion design; the patent it took out
on this invention, however, does not
mention Einstein or Szilard. Nor did
Electrolux ever develop either of the two
patents. The documents show that, de-
spite admiration for their ingenuity, the
firm bought the designs mostly to safe-
guard their own pending applications. 

Another, much different Einstein-Szi-
lard design produced a partnership with
the Citogel company in Hamburg (the
company’s name means “quick freeze”
in Latin). According to Korodi, the in-
vention was Einstein’s response to the
diabolical complexity of absorption de-
signs: “[He] proposed a quite simple
and cheap system especially suited for
small refrigerators.”

The device, Korodi recalled, was “a
small immersion cooler that could be
dipped for instance in a cup of some
beverage to be cooled.” Requiring no
conventional power source, it operated
solely off the pressure of a water tap.
The pressure powered a water-jet pump,
producing a vacuum in a chamber from
which water and a small amount of
methanol were evaporated. The metha-
nol was slowly used up, but the liquid
was cheap and readily available. It could
be expended and replaced, Korodi ex-
plained: “That was the idea of Einstein.”

The cooler worked well, and a proto-
type was demonstrated under the Cito-
gel name at the Leipzig Fair in early
1928. Korodi, who moved to Hamburg
to work with Citogel on the invention,
remembered Szilard’s exasperation at
the eventual outcome. Methanol in re-

tail quantities did not turn out to be as
cheap as expected. But more important,
the ingenious cooler, which required re-
liable water pressure, met its match in
the haphazard German water system.
At the time, the pressure of tap water
varied between buildings as well as
from floor to floor within a building. In
the end the variations proved too great,
and the invention was not marketed.

The Einstein-Szilard Pump

The most revolutionary, and most
successful, invention would become

known as the Einstein-Szilard electro-
magnetic pump. It was a fully function-
al pump without mechanical moving
parts. Instead a traveling electromagnet-
ic field caused a liquid metal to move.
The metallic fluid, in turn, was used as
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blueprint (c) shows the cylinder lengthwise (above) and in cross
section (below). Alternating current flowing through coils (ar-
ranged like spokes of a wheel) provides electromagnetic induc-
tion to drive the liquid, which acts as a piston to compress a re-
frigerant. A nearly complete refrigerator assembly (d) uses a po-

tassium-sodium alloy—the pump is the dark vertical cylinder
near the bottom—and a pentane refrigerant. The prominent ar-
ray of condenser coils operates the same way as in modern re-
frigerators. The two photographs, from 1932, were recently dis-
covered by the author.

C
O

U
R

TE
SY

 O
F 

A
LB

ER
T 

KO
RO

D
I, 

©
 A

.E
.G

.

C
O

U
R

TE
SY

 O
F 

A
LB

ER
T 

KO
RO

D
I, 

©
 A

.E
.G

.

c d

Copyright 1996 Scientific American, Inc.



a piston to compress a refrigerant. (The
refrigerant cycle, after that point, was
the same as in standard refrigerators.)

Korodi remembered vividly that the
device was first envisioned as an elec-
tromagnetic conduction pump, with an
electric current passing through the liq-
uid metal. Mercury was an obvious first
choice, but its low conductivity would
provide very poor efficiency. Szilard then
suggested an alternative liquid metal—a
potassium-sodium alloy with much bet-
ter conductivity. Although potassium
and sodium were both solids at room
temperature, an optimal mixture of the
two was liquid above its melting point
of –11 degrees Celsius. Unfortunately,
the metals were chemically aggressive
and would attack the insulation of the
wires carrying current to the mixture. 

Szilard and Korodi considered differ-
ent insulating materials, then Szilard
took the problem back to Einstein. “Ein-
stein thought a few minutes,” Korodi
related, and proposed eliminating the
need for such wires by applying indirect
force from exterior coils, by induction.

The invention therefore became an
induction pump. Korodi, who calculat-
ed the expected efficiency of the pump
for potassium-sodium alloys, found that
it was still much less efficient than stan-
dard compressors. What it lacked in
efficiency, however, it gained in reliabil-

ity. “It was worthwhile to
make such a compressor,”
he stated: an Einstein-Szilard
pump would not leak or fail.

In the fall of 1928 the All-
gemeine Elektrizitäts Gesell-
schaft (German General Elec-
tric Company), or A.E.G.,
agreed to develop the pump
for refrigeration. The A.E.G.
was a prosperous Berlin firm
with its own research insti-

tute, where it established a special de-
partment led by two full-time engineers.
Korodi was hired to develop electrical
aspects of the invention. Another Hun-
garian engineer friend of Szilard’s, Lazi-
slas Bihaly, was taken on to develop the
mechanical side. Szilard, with the title
of consultant, directed the team.

Korodi and Szilard received salaries
of 500 reichsmarks a month, the equiv-
alent of $120. “It was a good salary,”
Korodi observed, at a time when “a car,
a Ford, cost $300.” For Szilard, the
A.E.G. contract was even more lucra-
tive. Patent royalties, in addition to his
consulting fees, eventually brought his
income to a comfortable $3,000 a year
(worth roughly $40,000 today).

Szilard and Einstein kept a joint
bank account, but the sum Einstein ac-
tually accepted from the partnership re-
mains unknown. Korodi described Ein-
stein as far from a silent partner, how-
ever: he visited the laboratory at each
stage of construction to check on the
prototypes. Korodi also remembered
visiting Einstein’s Berlin apartment with
Szilard, perhaps a dozen times, to talk
about new inventions. “I didn’t talk to
Einstein about physics,” he recalled with
a laugh.

For Szilard, who did discuss physics
with Einstein, the collaboration was
funding an increasingly productive ca-

reer. At the University of Berlin, Szilard
was teaching seminars in quantum the-
ory and theoretical physics with John
von Neumann and Erwin Schrödinger.
His other inventions during this period
included the linear accelerator, cyclo-
tron and electron microscope. Einstein,
meanwhile, continued his tireless pur-
suit of the Unified Field Theory but also
worked with other inventors on a gyro-
compass and a hearing aid.

Even as the refrigerator advanced,
however, dark clouds were gathering.
In the Reichstag elections of September
14, 1930, the tiny Nazi party received
almost 20 percent of the vote. Szilard,
with his legendary foresight, saw what
others did not. On September 27 he
wrote to Einstein with a prophetic warn-
ing: “From week to week I detect new
symptoms, if my nose doesn’t deceive
me, that peaceful [political] develop-
ment in Europe in the next ten years is
not to be counted on.. . . Indeed, I don’t
know if it will be possible to build our
refrigerator in Europe.”

A Working Refrigerator

Until recently, the only known detail
of the Einstein-Szilard electromag-

netic pump prototype was its objection-
able noise. Although expected to be si-
lent, the pump suffered from cavita-
tion—the expansion and collapse of tiny
voids or cavities—as the liquid metal was
forced through the pump. Physicist Den-
nis Gabor, who was one of Szilard’s best
friends in Berlin, once commented that
the pump “howled like a jackal.” An-
other “earwitness,” according to Amer-
ican physicist Philip Morrison, said it
wailed “like a banshee.”

Korodi, on the other hand, described
the sound as resembling that of rushing
water. Furthermore, as detailed in the
A.E.G. final report, the noise depended
on the force and speed of the pump. A
combination of tricks—reducing the
voltage at the start of each stroke, for
example—eventually lowered the noise
to acceptable levels.

From an engineering viewpoint, the
noise problem was mostly cosmetic.
The truly interesting challenges arose in
working with chemically reactive met-
als. Special equipment was developed
to fill the pump without the (possibly
explosive) oxidation of the sodium and
potassium. Despite this difficulty, Koro-
di emphasized that there would have
been no danger to refrigerator owners.
The Einstein-Szilard refrigerator was a
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WATER PRESSURE from a
tap drives this small cooling
device, developed (in simpler
form) by Citogel in Hamburg.
Methanol contained in cham-
ber 3 evaporates in chamber
2, cooling the surrounding
compartment 13. Turbine 14
churns ice cream or other
frozen foods. The methanol
dissolves in water in chamber
1 and flows out, so it has to be
replenished. The device was
not marketed because of vari-
able water pressure in German
buildings.
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sealed system, with the liquid metals ful-
ly contained in welded stainless steel.

Many problems had been solved, but
the noise was still under attack, when a
full prototype was constructed. “In two
years,” Korodi stated, “a complete re-
frigerator was built, which worked—

operated—as a refrigerator.” On July
31, 1931, an Einstein-Szilard refrigera-
tor went into continuous operation at
the A.E.G. Research Institute. For com-
parison with existing units, the appara-
tus was mounted in the cabinet of a
four-cubic-foot (120-liter) General Elec-
tric model G40 refrigerator. With a po-
tassium-sodium alloy as its liquid metal
and pentane as a refrigerant, the proto-
type operated at 136 watts, consuming
2.3 kilowatt-hours a day.

“The efficiency was as good as it was
calculated,” Korodi insisted. But for the
A.E.G., battered by the growing world-
wide depression, the refrigerator was
not good enough. Improvements in con-
ventional refrigerators, in addition to
the economic slump, were shrinking the
potential market. The 1930 American
demonstration of a nontoxic “Freon”
refrigerant, in particular, promised to
eliminate the danger of leaks. (Only de-
cades later, of course, would it be real-
ized that such chlorofluorocarbons might
endanger the ozone layer of the entire
planet.)

Work continued in the A.E.G. labo-
ratory for another year, resulting in im-
proved pump prototypes and a change
in liquid metals. The internal heat of
the pump had proved sufficient to keep
pure potassium above its melting point
of 63 degrees C. A four-month-long test
operation with potassium was success-
ful, increasing the electrical efficiency
from 16 to 26 percent. The Depression-
ravaged A.E.G., however, was not per-
suaded to continue the research.

Szilard tried to interest manufactur-
ers in Britain and America, also to no

avail. In 1932 the A.E.G. Research In-
stitute was reduced by half, eliminating
all but essential projects. Korodi helped
to write the 104-page final report on
the Einstein-Szilard refrigerator devel-
opment: A.E.G. Technischer Bericht
689, dated August 16, 1932. (It is for-
tunate that Korodi kept a copy of this
manuscript, because the A.E.G.’s files
were destroyed in World War II.)

Only months later Adolf Hitler’s ap-
pointment as chancellor ended Berlin’s
golden age of physics. Szilard fled to
Britain and then to America. Einstein
found refuge at the Institute for Ad-
vanced Study in Princeton, N.J. Korodi
returned to Budapest, where he found
work with the Hungarian division of
Philips and built a successful career in
telecommunications. He died in Buda-
pest on March 28, 1995.

Applied Physics

In the seven years of their collabora-
tion, Szilard and Einstein filed more

than 45 patent applications in at least
six countries. Although none of their
refrigerators reached consumers, the
designs were ingenious applications of
physical principles. The Einstein-Szilard
pump, in particular, eventually proved
its value. The built-in safety of its de-
sign later found a more critical task in
cooling breeder reactors.

As intended, the inventions had sup-
ported Szilard’s academic career in Ger-
many. His savings, moreover, saw him
through two more years in Britain. Af-
ter selflessly helping fellow refugee schol-
ars find university positions, he turned
to nuclear physics and conceived the
neutron chain reaction in the autumn of
1933. Szilard’s early research on atomic
energy was in fact made possible by
this money.

For decades, it seemed a mere curios-
ity that Szilard and Einstein should have

chosen to design refrigerators. Today,
with refrigeration technology again a
priority—this time the earth’s ozone lay-
er might be at stake—the challenge of
the problem has become clear. For Szi-
lard and Einstein, the inventions were
more than a brief interlude. From their
first collaboration in physics to their lat-
er efforts in controlling the threat of nu-
clear weapons, Szilard’s and Einstein’s
scientific accomplishments and their
commitment to humanity were closely
intertwined.
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Trends in Society

S cience has long had an uneasy relationship with other
aspects of culture. Think of Galileo’s 17th-century trial
for heresy before the Catholic Church, which formally

admitted its error just four years ago, or poet William Blake’s
rants against the mechanistic worldview of Isaac Newton. The
schism between science and the humanities has, if anything,
deepened in this century, as C. P. Snow documented in his
classic 1959 essay The Two Cultures and the Scientific Revolution.

Until recently, the scientific community was so powerful that
it could afford to ignore its critics—but no longer. As funding

for science has declined, scientists have denounced “antisci-
ence” in several books, notably Higher Superstition, by Paul R.
Gross, a biologist at the University of Virginia, and Norman
Levitt, a mathematician at Rutgers University; and The Demon-
Haunted World, by Carl Sagan of Cornell University.

Defenders of science have also voiced their concerns at
meetings such as “The Flight from Science and Reason,” held
in New York City in 1995, and “Science in the Age of (Mis)infor-
mation,” which assembled last June near Buffalo. And last
spring the physicist Alan D. Sokal of New York University re-

In an industrial park set in the arid
hills 15 miles east of the San Diego

waterfront, there is a tourist attraction
usually bypassed by the hordes who de-
scend every year on Sea World and the
San Diego Zoo. The Museum of Crea-
tion and Earth History is a creationist’s
version of a natural history museum.
Each exhibit displays a milestone in the
Christian creationist interpretation of
history: the six days when God made
the earth, the Fall of Man, the Flood, the
Tower of Babel, the rise of nonmono-
theistic religions and the emergence of
Darwinian theory.

The low-slung building is a monument
to the life’s work of Henry M. Morris,
the 78-year-old patriarch of creation sci-
ence. Morris came to the world’s atten-
tion in 1961 with the publication of The
Genesis Flood. With co-author John C.
Whitcomb, Morris popularized the no-
tion of early 20th-century creationist
George McCready Price that the earth’s
major geological features were formed
by the effects of Noah’s flood only a few
thousand years ago.

Morris’s advocacy of the Biblical ac-
count as historical fact helped to foster
a creationist revival in the 1960s. Dur-
ing this time, the federal government
poured millions of dollars into biology
teaching as part of an effort to bolster
science education after the Soviet launch
of the Sputnik satellite. Until then, the
teaching of evolution had been largely
absent from high school curricula be-
cause of fears of controversy it might
engender.

The intricate rewriting of science by
Morris and his colleagues—an exegesis
of radiometric dating, of estimates of
the distance to stars and of the fossil rec-
ord—represents creationism at its most
extreme and perhaps the most radical
incarnation of antiscientific thought as
well. Morris, in his teachings, expropri-
ates the ideas of science and the author-
ity that society accords scientific ratio-
nalism to make the case for a literal in-
terpretation of the Biblical account in
the book of Genesis. Anthropologist
Christopher P. Toumey has written of
the Institute for Creation Research, the

educational and research organization
founded by Morris, “It [ICR] gives con-
servative Christians the creation stories
they want to hear with the moral mean-
ings they require, and it sets them upon a
stage of scientific sanctification decorat-
ed with test tubes, Kuhnian paradigms,
white lab coats, monographs, geologi-
cal expeditions, quotes from Karl Pop-
per and secular credentials.”

Geological expeditions and Kuhnian
paradigms are in full view at the ICR
museum, which expanded in 1992 to
fill its current 4,000-square-foot space.
The antithesis of a powerful cultural in-
stitution, the museum emanates a home-
spun quality that mirrors its grassroots
following. Its reported $50,000 price
tag roughly matches the cost a better-en-
dowed institution might pay for a dino-
saur skeleton. A room depicting the fifth
through seventh days of creation houses
an array of live animals, including finch-

Postdiluvian Science

Science versus Antiscience?
Movements lumped under the term “antiscience” have disparate 
causes, and not all pose as much of a threat as has been claimed

by the staff of Scientific American

FALL FROM EDEN is illustrated at the
Museum of Creation and Earth History
near San Diego, where religious and sci-
entific themes mix. The creationist muse-
um describes death and decay in terms of
both original sin and thermodynamics.
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vealed that an article he had written for the journal Social Text
was a parody intended to expose the hollowness of postmod-
ernism, which at its most extreme depicts the big bang theory
as just another creation myth.

Antiscience clearly means different things to different peo-
ple. Gross, Levitt and Sokal find fault primarily with sociolo-
gists, philosophers and other academics who have questioned
science’s objectivity. Sagan is more concerned with those who
believe in ghosts, alien abductions, creationism and other
phenomena that contradict the scientific worldview.

Asurvey of news stories in 1996 reveals that the antisci-
ence tag has been affixed to many other groups as well,

from authorities who advocated the extermination of the last
remaining stocks of smallpox virus to Republicans who advo-
cated decreased funding for basic research.

Few would dispute that the term applies to the Unabomber,
whose manifesto, published in 1995, excoriates science and
yearns for a return to a pretechnological utopia. But surely
that does not mean that environmentalists concerned about
untrammeled industrial growth are antiscience, as an essay in
U.S. News & World Report last May seemed to suggest.

The environmentalists, inevitably, respond to such critics
with the venerable “I’m rubber and you’re glue” defense. The
true enemies of science, argues Paul Ehrlich of Stanford Uni-

versity, a pioneer of environmental studies, in his just published
book The Betrayal of Science and Reason, are those who ques-
tion the evidence supporting global warming, the depletion
of the ozone layer and other consequences of industrial growth.

Indeed, some observers fear that the antiscience epithet is in
danger of becoming meaningless. “The term ‘antiscience’ can
lump together too many, quite different things,” notes Har-
vard University philosopher Gerald Holton in his 1993 work
Science and Anti-Science, “that have in common only that they
tend to annoy or threaten those who regard themselves as
more enlightened.”

In this article, Scientific American looks at three topics select-
ed from among the most prominent trends tarred with the
antiscience brush. First, Gary Stix visits the Institute for Cre-
ation Research, one of the oldest centers of anti-Darwinian
thinking in the country, which tries to undermine noncre-
ationist accounts of nature with idiosyncratic scientific theo-
ries. Sasha Nemecek then weighs the threat posed by feminist
critiques of how science is conducted. Finally, Philip Yam lifts
the lid on the rise of television programs such as The X-Files,
which may promote belief in pseudoscience and the occult, as
well as the commercial forces driving their proliferation. Read-
ers can ponder for themselves what kinds of challenges to sci-
ence these phenomena pose and how useful the antiscience
label is in understanding them. —The Editors
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es, their presence an allusion to the birds
Charles Darwin studied. A ball python
doubles as a product of God’s sixth-day
labors and a symbol of temptation.

The Fall room highlights the second
law of thermodynamics, one of the cre-
ationists’ favorite physical laws. Just as
postmodernist theorists invoke Heisen-
berg’s uncertainty principle as a symbol
of metaphysical uncertainties, so does
the creationist camp view the tendency
of things to drift toward disorder as
representing Adam and Eve’s fall from
grace. This leaning toward disarray
“precludes any natural evolution to-
ward higher order,” the ICR maintains.

The second law’s effects are demonstrat-
ed with a broken record, a shattered
beaker and a picture of the Titanic.

The makeshift atmosphere extends to
the “laboratories” in the ICR offices
adjoining the museum where the insti-
tute’s eight full-time scientists carry out
their research. Larry Vardiman, a former
cloud-seeding expert with the Depart-
ment of the Interior who now runs the
ICR’s astrogeophysics program, is trying
to analyze the meteorological conditions
associated with the Flood. Vardiman
notes that the aging IBM personal com-
puter running a public-domain pro-
gram from the National Center for At-
mospheric Research needs six weeks to
simulate a year’s worth of global atmo-
spheric changes; the task would take
less than a day on a larger computer. “I
really need access to a Cray [supercom-
puter],” Vardiman laments.

Applying numerical-modeling meth-
ods to Biblical history can produce un-
expected consequences. A mural at the

museum’s entrance shows a 40-foot-
deep canopy of water vapor hovering
above the newly created earth. Hoping
to demonstrate that the condensation
of this huge cloud might have contrib-
uted to Noah’s flood, Vardiman found
instead that it would have created a
greenhouse effect so severe that it would
have “cooked” every living thing on the
planet. Vardiman’s work now focuses
on how the polar ice caps could have
formed immediately after the Flood.

Down the hall from Vardiman’s com-
puters, Henry Morris still maintains a
book-lined office, although his son, John,
has assumed day-to-day management

of the ICR. On a shelf
in Morris’s office is his
1972 textbook, Ap-
plied Hydraulics in En-
gineering. Still in print,
it recalls this portly,
avuncular figure’s for-
mer career as a profes-
sor and chair of the de-
partment of civil engi-
neering at the Virginia
Polytechnic Institute
and State University.

As his working years
draw to a close, Mor-
ris seems undaunted by
the fact that many of
the battles he helped
to inspire over the past
35 years have conclud-
ed with a court bar-
ring the teaching of

creation science on constitutional
grounds. To Morris, these losses vindi-
cate his advocacy of a grassroots strate-
gy that bypasses the political system en-
tirely. Morris may have judged correctly
by making his appeal at such a down-
home level: pollsters say that currently
almost half the American public believes
God created humans sometime within
the past 10,000 years.

Morris maintains that outreach should
be accomplished through books and
pamphlets or ICR conferences. The ICR
mailing list exceeds 100,000 names, and
Morris points to societies of scientists
and engineers who remain steadfast ad-
vocates. “When I started this 55 years
ago, I couldn’t find any other scientists
who were creationists. Now there are
thousands of them,” he says.

Morris does not fret either that he and
his colleagues may even be out of step
with other creationists. In recent years
the most dynamic segment of the move-
ment has moved away from the literal-

ist interpretations put forward by the
“young earth” school. Proponents of
so-called intelligent design—some of
whom even eschew the creationist title—

do not waste their time on critiques of
radiometric dating. Instead they ques-
tion whether random mutations cou-
pled with natural selection could have
given rise to complex biological pro-
cesses such as blood clotting.

Morris believes intelligent design is a
bid by creationists for broader accep-
tance that will ultimately fail. “I don’t
think we’ll ever get the approbation of
the majority of mainstream scientists,”
he says. But intelligent-design propo-
nents owe a debt of thanks to Morris.
He was a leader in the early 1970s in
casting creationism in the guise of “cre-
ation science” as an alternative theory to
evolution—and one that could describe
the details of physical origins without
any direct reference to the Scriptures.
Other creationists used Morris’s argu-
ments to get state laws passed mandat-
ing equal time for their views in the
classroom. The legislation was subse-
quently overturned by federal courts,
including, in one case, the U.S. Supreme
Court. But even today the intelligent-
design community pursues a similar
strategy, reducing evolution to a specu-
lative theory that needs to be examined
against other hypotheses.

It is true that creationists on local
school boards will continue to goad sci-
ence educators. But the prospects for
creationism as a larger political force—a
Christian version of the Taliban, the re-
ligious fundamentalists who have wrest-
ed political control in Afghanistan—are
relatively bleak. 

The societal mainstream pays crea-
tionists little heed. A recent Time maga-
zine cover story on a nationwide revival
of interest in the stories recounted in
Genesis mentioned literal creationism
only to discredit it. Among the clergy,
Pope John Paul II recently endorsed evo-
lution as “more than just a hypothesis.”
Even the Christian right would rather
devote its lobbying effort to abortion
and school prayer. “Creationism, like
loyalty to Taiwan or fear of rock music,
has been more a sideshow,” writes Tou-
mey in his book God’s Own Scientists:
Creationists in a Secular World. 

In this environment, Morris’s tiny
museum near the cowboy bar and the
drive-in movie theater may serve as a
model for an entire movement that
chooses to guard its precious isolation
on the outskirts of town. —Gary Stix
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FLOOD GEOLOGY, the notion that Grand Canyon formed
about the time of Noah’s flood, is explained to visitors at
the Museum of Creation and Earth History.
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In Higher Superstition, their call to ac-
tion against the forces of antiscience

in academia, Paul R. Gross and Norman
Levitt take on what they call a “new
academic industry”—feminist critiques
of science. Gross and Levitt contend
that this highbrow assault, along with
related branches of the field known as
science studies, challenges whether sci-
ence has a legitimate claim to truth and
objectivity. “The new criticism is sweep-
ing: it claims to go to the heart of the
methodological, conceptual, and episte-
mological foundations of science,” they
write of the feminist camp.

Critics who accuse feminist science
studies of being antiscience often cite the
most radical scholarship—such as phi-
losopher Sandra Harding’s charge that
Isaac Newton’s Principia Mathematica
is a “rape manual.” Although feminists
have taken a particularly hard hit in re-
cent skirmishes between “the two cul-
tures,” they certainly have not held up
a white flag. 

Feminists began their scrutiny of sci-
ence in the 1960s and 1970s by concen-
trating primarily on inequalities in sci-
ence education and employment; their
arguments opened eyes as well as doors.
In 1994 women received approximate-
ly 25 percent of the Ph.D.’s awarded in
the U.S. in engineering, physical scienc-
es and biological sciences, compared
with roughly 6 percent in 1970.

By the late 1970s, feminist critiques
of science began to touch on the mate-
rial of science itself, asking whether and
how various disciplines might have been
molded by the exclusion of women. For
instance, medical researchers once relied
on data drawn solely from male sub-
jects when studying a disease or a new
drug—a practice that certainly skewed
their understanding of women’s health.
But today women are included in drug
studies more routinely. Ailments such
as heart disease, once seen primarily as
a male affliction, are now recognized as
important problems for women as well.

Digging deeper into the philosophy of
science, feminist scholars considered
how scientists’ choices of topics and de-
scriptive terminology reflect prevailing
cultural attitudes about gender—and, in
the process, ignited some spectacular
rhetorical fireworks. One prominent
practitioner of feminist scholarship is
the historian and philosopher of science

Evelyn Fox Keller of the Massachusetts
Institute of Technology.

Keller, who trained as a theoretical
physicist, has been “looking at how tra-
ditional ideologies of gender got into sci-
ence through gendered metaphors.” By
gender, she does not mean how many X
and Y chromosomes a person has but
rather stereotypes about what is “mas-
culine” and “feminine.” For instance,
she points to a long tradition in West-
ern culture of viewing rational thinking
as a masculine trait, while seeing intu-
ition as feminine.

Keller emphasizes that she is not sug-
gesting that women in fact think intu-
itively or that all men are purely ratio-
nal, only that certain traits have been
historically associated with one or the
other sex. And historical-
ly, it seems that traits la-
beled as feminine were
often undervalued.

This theme pervades
Keller’s most famous
work, A Feeling for the
Organism, a 1983 biog-
raphy of the Nobel
Prize–winning biologist
Barbara McClintock.
Keller argues that Mc-
Clintock’s different ap-
proach to genetic re-
search—her intuitive, em-
pathic style of “getting
to know” the corn plants
she studied—made her a
scientific oddball whose
research was ignored and
even ridiculed for much
of her career. McClintock
received the Nobel in
1983 at the age of 81, shortly after Kel-
ler published the book.

More recently, Keller and others have
pondered the emphasis given to DNA as
the “master molecule,” particularly in
the early years of genetics and molecu-
lar biology in the 1950s. This terminol-
ogy, Keller asserts, reflects science’s ten-
dency to frame problems in terms of a
linear sequence of cause and effect—ele-
vating control (to some, a stereotypical-
ly masculine trait) over interaction (of-
ten seen as feminine). But scientists have
come to appreciate that DNA is just
part of a complex system for expressing
genetic information. 

Bonnie B. Spanier, a professor of wom-

en’s studies at the State University of
New York at Albany, who holds a doc-
torate in microbiology, has examined
whether scientific metaphors have
changed in response to this new under-
standing. In her recent book, Im/partial
Science: Gender Ideology in Molecular
Biology, Spanier surveyed current biol-
ogy textbooks and journal articles and
found that many of the old metaphors
were still in place. “Despite the signifi-
cance of proteins and other complex
macromolecules,” she concludes, “sci-
entists were still using the language of
genes being in control, at the top of the
hierarchy of the cell.”

Spanier expresses concern that more
than semantics may be at stake: some
scientific ideas might be overlooked be-
cause they do not fit into this hierarchy.
As an example, she cites research into
the causes of cancer. “By focusing on
the genetic basis of cancer, for example,

researchers tend to be deflected from
studying other aspects, such as environ-
mental causes,” she says.

Human reproduction has also proved
to be fertile ground for feminists such
as Emily Martin, an anthropologist at
Princeton University. For years, she
notes, biologists viewed sperm as the
active party in fertilization and the egg
as passive; it turns out that both partic-
ipate equally in the process. Martin ar-
gues that cultural stereotypes of men as
aggressive and women as passive influ-
enced the original choice of imagery. Al-
though these stereotypes oversimplify
human nature as well as biology, Mar-
tin sees their persistence as significant:
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The Furor over Feminist Science

ACTIVISTS have encouraged researchers to focus more
attention on women’s health issues, such as breast cancer.

A
P/

W
ID

E 
W

O
RL

D
 P

H
O

TO
S

Copyright 1996 Scientific American, Inc.



“We want to bring them into the
light—find out where they came
from and what work they do now.” 

Feminists have tackled nonbio-
logical disciplines as well. For in-
stance, Karen M. Barad, a physi-
cist and philosopher of science at
Pomona College, has written about
the influence of gender on theoretical
physics. Barad argues that traditional
presentations of quantum mechanics
tend to overlook a more interpretive
mode of thinking in favor of brute cal-
culations. She points out that Niels
Bohr, one of the founders of quantum
theory, originally championed the more
philosophical approach, but she claims
Bohr’s message has simply not been
passed on to today’s students.

Like most of her colleagues, Barad
insists that her work is intended to en-
hance rather than to deny science’s abil-
ity to uncover genuine truth. “There is
a way to think that science is getting at
physical phenomena,” she suggests,
“without that being seen as a rejection
of the idea that culture can influence
science. It’s not an either/or option.”

Even Harding, whose description of
Newton’s Principia and other statements
have sparked so much controversy,
maintains that her criticisms are meant
to strengthen science. In fact, she says
she is sorry she used the term “rape

manual” in her 1986 book, The Science
Question in Feminism: “I had no way of
knowing how it would be used and re-
peated out of context. I wish it weren’t
in there.” Now at the University of Cal-
ifornia at Los Angeles, Harding argues
that science should aim for what she
calls “strong objectivity”—a means of
evaluating not only the usual scientific
evidence but also the social values and
interests that lead scientists toward cer-
tain questions and answers.

Still, some scholars, such as Noretta
Koertge, a historian and philosopher of
science at Indiana University and co-au-
thor (with Daphne Patai) of Professing

Feminism, fear that applying femi-
nist theory to science could have an
unintended consequence. By paint-
ing science as a strongly “mascu-
line” enterprise, Koertge says, fem-
inists risk turning women away
from science.

“The debilitating argument is
made that there is something differ-

ent with the way women understand
the world—that women are intrinsically
not suited to science” as it is practiced
now, she explains. “Feminists want more
women in science,” she continues, “but
they say science should be changed to
accommodate women”—for example,
by emphasizing qualitative over quanti-
tative methods.

Others reject Koertge’s assessment. “I
never argued that women would do a
different kind of science,” protests Kel-
ler, who acknowledges that her work
has often been interpreted in this man-
ner. “My point has always been to liber-
ate both science and women,” she says.

Martin, similarly, thinks exposure to
the ideas of feminism will help today’s
students: “They aren’t going to be the
same sort of scientists, doctors and so
on. They’ll be asking new questions.” Of
course, not every idea in feminist sci-
ence studies will stand the test of time—

but then again, neither will all current
scientific theories. —Sasha Nemecek
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Chris Carter is in the hot seat. The
creator of The X-Files, a hit televi-

sion show about two federal agents who
investigate paranormal mysteries, is giv-
ing a luncheon address at the first World
Skeptics Congress, held last June on the
Amherst campus of the University of
Buffalo. The Fox network program,
which focuses on extraterrestrials,
witchcraft, precognition, telekinesis and
other artifacts of popular culture, has
become a lightning rod for many be-
moaning the rise of paranormal beliefs
and the decline of rational, critical
thinking. “I’m anticipating some very
tough questions, but I feel I should face
my accusers,” Carter said by way of
introduction.

He turns out to have an easier time
than anticipated: the majority of the
audience at the luncheon seem to enjoy
his program. And in a sense, it’s hard to
see what the fuss is about. Dramatists

have long relied on spooks and spirits
to propel a story, and some observers
find it silly to demand that television be
more hardheaded. “No one gets history
from Shakespeare,” remarks Wayne R.
Anderson, a physics and astronomy
professor at Sacramento City College.

Still, skeptics grumble because The X-
Files belongs to a larger spate of new
programs emphasizing the paranormal,
some of which cloak themselves as doc-
umentaries. Alien Autopsy, also shown
on Fox, presented footage allegedly
showing a dissection of an extraterres-
trial that crash-landed in Roswell, N.M.,
in 1947; the NBC network aired The
Mysterious Origins of Man, which as-
serted that humans lived on the earth
with dinosaurs. Besides relying on ques-
tionable evidence, these programs are
also conspiracy-minded, arguing that
governments and mainstream scientists
have been covering up the information.

“People understand science through
the media, largely. They should get it in
school, but it’s not required” in many
cases, comments Paul Kurtz, head of the
Committee for the Scientific Investiga-
tion of Claims of the Paranormal (CSI-
COP), which organized the skeptics con-
gress, “Science in the Age of (Mis)in-
formation.” One third of Americans
watch four or more hours of television
daily, and studies show that most people
get their science information from TV.

Yet in that medium, real science and
critical thinking continue to suffer image
problems. According to William Evans,
a communications professor at Georgia
State University, who has surveyed the
content of film and television program-
ming, in most shows scientists produce
something dangerous, and skeptical
thinking hinders problem solving.

The skeptics community has attempt-
ed to combat these prejudices. Organized
efforts began in 1976, when a group of
academics and magicians formed CSI-
COP. In its battle, CSICOP chastises
the networks, complaining about “bal-

The Media’s Eerie Fascination

EGG AND SPERM have been described
with language that feminist science stud-
ies scholars term “gendered.”
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ance”—the tendency of producers, for
example, to book more believers than
skeptics on talk shows and to allot little
time for rebuttals of extraordinary as-
sertions. Along with a younger, second
organization called the Skeptics Society,
based in Altadena, Calif., CSICOP also
investigates astonishing claims, issues
press releases and publishes magazines.

Distressingly, the rise in paranormal
programming suggests those approach-
es have failed. “We thought that if you
just provide information, people would
reject [paranormal claims],” Kurtz la-
ments. “The problem is more massive
and complicated than we imagined.”

More disturbing than the increase in
supernatural claims are the changing
demographics of the believers. Hard
numbers are not available, but observ-
ers agree that interest in the paranor-
mal has begun to seep more deeply into
well-educated and higher-income house-
holds. Such an audience is attractive to
advertisers, Evans notes: “Finally, they
can market conspiracy theories to peo-
ple with disposable incomes.”

That new marketability suggests that
pseudoscience in the mass media will
become even more prevalent. Pressure
to fatten the coffers with more salable
products has increased as media com-
panies continue to merge. All the tradi-
tional major networks are owned by
larger corporations: ABC by Disney/ 
Capital Cities, CBS by Westinghouse,
NBC by General Electric. And cable gi-
ants Time-Warner and Turner Broad-
casting System have combined forces.

The tendency to merge was blessed
with the Telecommunications Act of
1996, which, in addition to reworking
long-distance telephone rules, removes
many antitrust provisions. “In effect, it
unleashes global monopolies,” argues
George Gerbner, a communications ex-
pert formerly at the University of Penn-
sylvania. In their competitive drive for
profits, he says, the conglomerates have
“a lot to sell but little to tell.” 

The broad appeal of the paranormal
therefore makes it an alluring addition
to the usual staples, violence and titilla-
tion. Cross-promotional opportunities
resulting from the mergers are also like-
ly to exacerbate matters; for instance,
ABC aired a program about extrater-
restrial encounters that urged viewers
to visit Tomorrowland at Disney World
as preparation for alien meetings.

“Publishing used to be based on a 6
percent profit,” but now, notes Mark
Crispin Miller, a media expert at Johns

Hopkins University, the firms are pres-
sured to clear 12 to 16 percent. “As huge
companies become more competitive
with one another, they resort more to
retrograde superstitious pap,” he insists.
“Take a guy like Rupert Murdoch,” he
says of the international media magnate.
“He made his fortune by degrading
newspapers with, among other things,
pseudoscience, superstition, horoscopes,
stories of wonders and marvels. Mur-
doch always includes a hefty dose of
this kind of weird baloney. So when the
guy moved to television”—Murdoch
created the Fox network in 1986—“he
used the same kind of formula.”

The drive for ratings and profits has
blurred the line between entertainment
and information, Miller argues: “It’s no
longer possible to say with confidence
where the dividing line is.”

Notwithstanding its apparent failures
in the past, CSICOP plans to be more
aggressive by preparing specific counter-

measures to pseudoscience. Last year it
founded the Council for Media Integri-
ty, which consists of members from the
world of science and academia (includ-
ing the editor-in-chief of Scientific Amer-
ican). The council will respond quickly
to irresponsible stories. Popular advo-
cacy coalitions, such as Gerbner’s Phila-
delphia-based Cultural Environment
Movement, will call for a more respon-
sible and independent media. Finally,
researchers have proposed television
programs that present science in a more
positive way—Nobel laureate Leon Le-
derman has been lobbying for a science

drama series, and Carl Sagan has urged
the development of a nonfiction series
that shows how skepticism can debunk
paranormal claims, for instance.

Although noble, these efforts are un-
likely to work anytime soon. “It’s just so
hard to imagine mass appeal for shows
that are skeptical,” Evans remarks. In-
deed, Isaac Asimov’s series Probe, which
featured scientifically plausible solutions
to purportedly supernatural phenome-
na, died after a few episodes in 1988.
And network executives have thus far
given Lederman the cold shoulder.

The crux of the matter is that people
need faith as they seek comfort or try to
make sense out of a complex world.
“You need to understand why they be-
lieve in this nonsense,” Evans points out.

Hope for a more critical audience is
not all lost. Studies reveal that a disclaim-
er before a pseudoscience-based pro-
gram—saying that it is for entertain-
ment—affects viewers’ perception: they

become more discriminating about what
they see (viewers were most amenable
to a show’s premise when there was no
notice of any kind). In addition, a study
released last November by the Depart-
ment of Education reports that science
and math scores among high school stu-
dents reached highs not seen in 25 years.

If critical thinking is taught more ef-
fectively, then perhaps dramatists such
as Chris Carter can accomplish without
controversy what they do best. As he put
it, “What I wanted to do in a very smart
way was to scare the pants off people
every Friday night.” —Philip Yam

PARANORMAL MYSTERIES are investigated by actors Gillian Anderson and David
Duchovny on the popular television series The X-Files.
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On March 9, beginning 41

minutes after midnight Uni-

versal Time, a few hardy

souls willing to brave the Siberian win-

ter will witness a total eclipse of the sun.

As the lunar shadow rushes northward

across the subzero landscape, intrepid

observers will see, in addition to the usu-

al spectacular solar corona, a streak of

light painting the darkened sky. Comet

Hale-Bopp (known to astronomers as

C/1995 O1), predicted to be the bright-

est comet in more than two decades,

will be just 22 days away from perihe-

lion and only 13 days short of its clos-

est approach to the earth. Its brilliantly

illuminated tails should produce a daz-

zling display.

If a trek to subarctic Siberia doesn’t

fit your plans, don’t worry. Hale-Bopp

promises sensational views from any-

where on the planet. It also offers ama-

teurs a chance to contribute to come-

tary research: the Harvard-Smithsonian

Center for Astrophysics in Cambridge,

Mass., is coordinating a global net of

observers, and anyone can participate.

Astronomers are agog over Hale-Bopp

because its nucleus seems particularly

active. A cometary nucleus is a fluffy ball

of ice and rock whose surface evaporates

as the wanderer nears the sun. The re-

sulting streams of dust and gas make

up the comet’s tails. (The glowing dust

traces a curved path; ionized gas travels

in a straight line away from the sun.)

Hale-Bopp’s nucleus first began spurt-

ing out visible jets of debris as it passed

the orbit of Jupiter, roughly seven astro-

nomical units from the sun (1 AU is the

average distance from the sun to the

earth, or about 150 million kilometers).

Experienced naked-eye observers have

been watching Hale-Bopp since May

1996 (most comets are visible to the

unaided eye only a few months before

perihelion), and the rest of us should be

able to see it starting this month.

A comet’s tails (one dust, the other gas)

reveal some of its most intimate secrets

of composition and structure. They also

give earthbound watchers a fine travel-

ing laboratory to chart the solar wind.

Tails are sometimes decorated with

feathery features that flow outward un-

der the solar wind’s influence. Comet

Kohoutek delighted astronomers in

1974 with at least two prominent ex-

amples of these skirting disturbances.

Any amateur can record these and

other features of the comet’s tails. First,

you’ll need a good star atlas that maps

stars in terms of right ascension and

declination. (Norton’s 2000.0 Star At-
las and Reference Handbook, 18th edi-

tion, by Ian Ridpath, is probably best

for this purpose.) You’ll also need a

drafting compass and a large bow-

shaped angular scale. The bow, made

from a flexible meter stick or yardstick

and a long piece of scrap wood, will let

you locate the tails’ features to about

0.1 degree of arc.

Sketch the tails directly on the appro-

priate page of the star atlas (or on a

good photocopy). Locate the comet’s

head by measuring the angular separa-

tion between the head and the three

nearest stars in the atlas. Celestial maps

mark the positions of stars in terms of

declination and right ascension; to con-

vert from angles to distance on the

page, note that one hour of right ascen-

sion equals 12 degrees at the celestial

equator. Elsewhere in the sky, divide the

distance at the equator by the cosine of

the declination.

For each measurement, set the com-

pass to the appropriate opening and

scribe a small arc through where you

expect the head to be. The precise loca-

tion of the head is where the arcs inter-

sect. Follow the same procedure to mark

all the other major features in the tails
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Catch a Comet by Its Tail

by Shawn Carlson
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will be visible for more than four months

in the morning sky (before perihelion)
and evening sky (after perihelion). 

The farther north of the equator one is,
the better the comet can be seen.
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and then fill in the finer details. Use a

telescope or binoculars for this part. By

carrying out this procedure every clear

night, you can document the evolution

of the tails.

The comet’s fuzzy head, or coma, also

changes over time in size, brightness and

degree of condensation. The best way

to measure its size is to use an eyepiece

with a calibrated scale etched into the

lens. They’re a bit pricey, but for accu-

racy they can’t be beat. Check out the

micro guide eyepiece from Celestron in

Torrance, Calif.; call (800) 237-0600 or

(310) 328-9560 to find a local dealer—

mine sells the eyepiece for $189.

Those with more limited resources

can use a less direct method to measure

angular size. Center a telescopic sight

on the coma and let the earth’s rotation

carry the comet across the field of view.

Rotate the sight’s crosshairs so that the

comet drifts straight along the horizon-

tal line, then count how many seconds it

takes the coma to pass completely across

the vertical crosshair. If you know the

comet’s declination (from position mea-

surements with the star atlas), the width

of the coma in minutes of arc is simply

one quarter the cosine of the declination

times the number of seconds. Repeat the

measurement at least three times and

average the results.

With a small telescope and a little prac-

tice, you can also estimate the comet’s

brightness, or visual magnitude, by com-

paring it with stars of known magni-

tude. Put the comet in sharp focus using

a low-magnification eyepiece (no more

than 2× magnification per centimeter
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of telescope aperture) and commit its

image to memory. Point your telescope

to a nearby star of known magnitude

and defocus the image until the star ap-

pears the same size as did the comet.

Then mentally compare the brightness

of the defocused star and the comet.

Find one star just slightly dimmer than

the comet and another just slightly

brighter—recalling that smaller magni-

tudes mean brighter stars—and you

should be able to estimate where the

comet’s brightness falls in the interval

between them. For more information

about the magnitude scale, consult any

basic astronomy text.

There are a few cautions to observe

when estimating magnitudes. The atmo-

sphere absorbs much more light when a

star—or comet—is close to the horizon,

so if the comet is at an elevation of less

than 30 degrees, compare it only with

stars that are at about the same eleva-

tion. Don’t use red stars for comparison,

because your eyes aren’t very sensitive to

red. If your catalogue lists a star as type

K, M, R or N, or if the listing for V-B

(visible-minus-blue) magnitude exceeds

1.0, find a bluer star. You will probably

find it useful to practice this technique

by estimating the brightness of stars of

known magnitude. Experienced observ-

ers can achieve a precision of 0.1 or 0.2

magnitude.

To find out more about observing

comets or to learn how to contribute

your observations, contact the Harvard-

Smithsonian Center for Astrophysics

at icq@cfa.harvard.edu, or visit their

World Wide Web site at http://cfa-www.

harvard.edu/cfa/ps/icq.html or write to

Daniel W. E.  Green, Smithsonian Astro-

physical Observatory, 60 Garden St.,

Cambridge, MA 02138. I gratefully ac-

knowledge informative conversations

with Dan Green. You can purchase the

center’s newly published Guide to Ob-
serving Comets, the definitive resource

on the subject, by sending $15, payable

to International Comet Quarterly, to

the same address. And do contribute

your observations. Information is use-

less if it is not shared.

For information about other amateur
scientist projects, visit the Society for
Amateur Scientists’s World Wide Web
site at http://www.thesphere.com/SAS/
or call (800) 873-8767 or (619) 239-
8807. 
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The magic square, in which ev-

ery row, column and diagonal

sums to the same total number,

has long been a staple of recreational

mathematics. According to Chinese leg-

end, the simplest example

was revealed to the emperor Yü on the

back of a turtle in the 23rd century B.C.

The common total, or “magic con-

stant,” of this square is 15, and its size,

or “order,” is three. Magic squares of

all the larger orders exist, as well as 

a plethora of generalizations—magic

cubes, hexagons, octagons, circles.

One would think that everything that

can be said about such constructs was

said long ago. But 10 years ago Lee Sal-

lows invented an entirely new breed,

the alphamagic square. Sallows, an ex-

pert on word games, specializes in com-

bining these with recreational mathe-

matics. (Another of his inventions, “new

merology,” was described in this col-

umn in March 1994.)

My account is based on two of Sal-

lows’s articles in The Lighter Side of
Mathematics, edited by Richard K. Guy

and Robert E. Woodrow (Mathemati-

cal Association of America, 1994). The

concept is intriguing. Here is an example:

If the words are transcribed into

numbers, we have a conventional mag-

ic square (constant 45). But if instead

we count the number of letters in each

word (ignoring hyphens), we get

which is also magic, this time with a

constant of 21.

Sallows has developed a general the-

ory of such constructions. He begins by

defining log(x), the “logorithm” of a

number x, to be the number of letters

contained in the verbal equivalent for

x. (Sallows combined the Greek logos,
meaning “word,” and arithmos, mean-

ing “number,” into a neat pun on “log-

arithm.”) A number has different log-

orithms in different languages; for the

moment, we’ll stick to English.

So can we find any more alphamagic

squares? Yes, for a rather trivial reason:

just append “one million” to the front

of each entry. The magic constant of

the numerical square increases by three

million, and that of its “logorithmic

derivative”—the result of replacing each

number by its logorithm—increases by

thrice the number of letters in “one 

million and,” namely, by 3 × 13 = 39.

Hence, infinitely many such extensions

of alphamagic squares (of order three)

exist. Sallows calls such squares “har-

monics” of the original one and reason-

ably dismisses them as minor variants.

Are there any more interesting vari-

ants? In the 19th century the French

mathematician Édouard Lucas devised

a formula for any 3 × 3 magic square:

This has a constant of 3a. Whatever

values are substituted for a, b and c, the

result is always magic—and every third-

order magic square arises in this man-

ner. Observe that each line through the

central square forms an arithmetic se-

ries, one that has a constant difference

between successive terms. So a reason-

able strategy for finding alphamagic

squares is to look for triples of numbers

in arithmetic series, such that the corre-

sponding sequence of logorithms also

forms an arithmetic series.

For a first attempt, choose 15 for the

number in the central position, because

we know there is at least one such al-

phamagic square. Then the logorithm

table reveals five suitable triples, name-

ly, (2,15,28), (5,15,25), (8,15,22),

(11,15,19) and (12,15,18). We now try

out all possible pairs of these in the two

diagonals. For example, if we use the

first two, we get

Lucas’s formula tells us that the mag-

ic constant of any third-order square is

three times the central entry, so any

square with 15 at the center has magic

constant 45. Therefore, we can com-

plete the square in only one way:

We can either reject this case because

of the negative entry –8, or we can

write it as “minus eight,” with logo-

rithm 10. In the latter case, we get the

logorithmic derivative

which, alas, is not magic. Experimenta-

tion with other pairs of sequences quick-

ly reveals a new alphamagic square; it

makes an excellent warm-up problem

(the answer is given at the end).

Mathematical Recreations

by Ian Stewart

M AT H E M AT I C A L  R E C R E AT I O N S

Alphamagic Squares

4 9 2
3 5 7
8 1 6

a + b           a – b – c           a + c
a – b + c           a            a + b – c
a – c       a + b + c       a – b

2               25
15  

5               28

2 18 25
38 15 –8
5 12 28

3 8 10
11 7 10
4  6 11

4 9 8
11 7 3
6  5 10

five                        twenty-two               eighteen
twenty-eight         fifteen                               two
twelve                          eight               twenty-five

MAGIC SQUARE
of order four is from Albrecht Dürer’s

famous engraving Melencolia I. 
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What if the central entry is not 15?

Sallows wrote a computer program to

search for other third-order squares and

found many. An example is

The same game can be played using

other languages. The box below shows

examples in Swahili, Welsh, French and

German. Using numbers up to 100, Sal-

lows has found third-order alphamagic

squares in 19 languages—though none

in Danish or Latin.

In French there is exactly one alpha-

magic square involving numbers up to

200, but a further 255 squares can be

found if the size of the entries is in-

creased to 300. Three of these have log-

orithms forming a sequence of consec-

utive numbers. One is given below.

In German there are a massive 221

examples using numbers under 100—

one of which appears in the box. The

basic principle of construction can be

seen if we chop out the syllables “und”

and “zig” and replace the resulting

words by numbers, to get

I have written the first digit in red be-

cause it must be multiplied by 10 to get

its true contribution to the numerical

value—for example, “fünf-und-vierzig”

means five-and-forty. Now split this up

into its blue and red components:

Each is a so-called Latin square, in

which the same three numbers occur in

every row and every column, so rows

and columns are trivially magic. More-

over, the diagonals happen to be magic,

too. This is still the case when the en-

tries of the red square are multiplied by

10 and when the two squares are

“added” together. Because every num-

ber in the square has the same log-

orithm, 14, the original square is auto-

matically alphamagic.

What about higher orders? The trick

with orthogonal Latin squares works

very well. For example, in English the

square with numerical values

is alphamagic. The blue digits form a

Latin square of order 4, and so do the

red ones, and the regularity of English

number-names between 20 and 99 does

the rest. Sallows calls such examples

“fool’s gold” because they are too easy

to find. For real gold, you must seek

out more exceptional cases, such as

What of the unsolved questions in

the field? Here are three; you can tackle

them in any alphabetical language.

1. A “normal” square uses consecu-

tive integers starting from one. For or-

der three, there is only one normal mag-

ic square (apart from rotations and re-

flections), and it is not alphamagic.

What about order four? The total num-

ber of letters in the number-words “one,

two,. . . , sixteen” turns out to be 81.

The magic constant of the logorithmic

derivative must therefore be 81/4, which

is not an integer, so a normal fourth-

order alphamagic square cannot exist.

The same argument shows that the

smallest possible order for a normal al-

phamagic square in English is 14, and

its magic constant must be 189. No one

seems to know whether any such square

actually exists, and this is the first open

question.

2. Does there exist a 3 × 3 × 3 al-

phamagic cube?

International Alphamagic

The first number in parentheses is the numerical value, the second its logorithm.

SWAHILI
arobaini na tano sitini na saba hamsini na tisa
(45,14) (67,12) (59,13)
sabini na moja hamsini na saba arobaini na tatu
(71,12) (57,13) (43,14)
hamsini na tano arobaini na saba sitini na tisa
(55,13) (47,14) (69,12)

WELSH
chwech deg dau wyth deg saith deg pedwar
(62,12) (80,7) (74,14)
wyth deg pedwar saith deg dau chwech deg
(84,13) (72,11) (60,9)
saith deg chwech deg pedwar wyth deg dau
(70,8) (64,15) (82,10)

FRENCH
quinze deux cent six cent quinze 
(15,6) (206,11) (115,10)
deux cent douze cent douze douze
(212,13) (112,9) (12,5)
cent neuf dix-huit deux cent neuf
(109,8) (18,7) (209,12)

GERMAN
fünfundvierzig zweiundsechzig achtundfünfzig
(45,14) (62,14) (58,14)
achtundsechzig fünfundfünfzig zweiundvierzig
(68,14) (55,14) (42,14)
zweiundfünfzig achtundvierzig fünfundsechzig
(52,14) (48,14) (65,14)

15 72 48
78 45 12
42 18 75

45 62 58
68 55 42
52 48 65

4 6 5
6 5 4
5 4 6

26 37 48 59
49 58 27 36
57 46 39 28
38 29 56 47

31 23 8 15
17 5 21 34
26 38 13 0
3 11 35 28

5 2 8
8 5 2
2 8 5

Copyright 1996 Scientific American, Inc.



3. The logorithmic derivative leads

from one square array of numbers to

another and so can be iterated to give

second logorithmic derivatives, and so

on. How far can this process continue

with every square being magic? With-

out further conditions, the answer is

“forever.” To see why, consider the

German alphamagic square analyzed

earlier. In its logorithmic derivative, ev-

ery entry is 14, trivially magic; in its

second logorithmic derivative, every en-

try is 8, and so on. But are there any

examples of such “recursively magic”

squares in which the logorithmic deriva-

tive does not have the same entries

throughout?

Mathematical Recreations

I keep getting mail on Padovan
numbers [June], so I am going to

pick up the topic again. Recall that
these numbers are those in the se-
ries 2, 2, 3, 4, 5, 7, 9, 12, 16, 21, . . . in
which each number is obtained by
skipping the previous one and
adding the two before that. They re-
semble the better known Fibonacci
numbers 1, 1, 2, 3, 5, 8, 13, 21, . . . in
which each is the sum of the previ-
ous two. I asked whether any num-
bers other than 2, 3, 5 and 21 could
be both Padovan and Fibonacci.

In August, I received an e-mail
from Benjamin de Weger in Bar-
celona, saying he was sure he could
prove that there were no others, and
did I think it worth spending two
days to do this? Before I could reply,
he informed me that he had spent
three days and figured out how to
list all the cases in which a Fibonacci
number differs from a Padovan num-
ber by less than a million. The proofs,
he says, are “routine applications of
Baker’s method of linear forms in
logarithms of algebraic numbers and
a computational diophantine ap-
proximation technique.” Routine for
some, I’d say.                                          —I.S.

FEEDBACK

SOLUTION TO WARM-UP PROBLEM

8 19 18
25 15 5
12 11 22

SA
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Either you are already old, or the

odds are better than even that

you will become old. This sta-

tistic became true only 40 years ago. Ag-

ing is an artifact of a highly developed

civilization. For more than 99.9 percent

of the time that human beings have in-

habited this planet, life expectancy at

birth has been no more than 30 or 40

years. It is only after we learned how to

avoid animal predators, massive homi-

cides, starvation, most causes of acci-

dents and infectious diseases that it has

become possible for a substantial por-

tion of the population of developed na-

tions to grow old.

Although the desire for long life or

even immortality has been a common

theme in human thought throughout

recorded history, it is just in the past 20

years or so that biogerontology—the bi-

ology of aging—has become an impor-

tant area of interest to both the scientific

community and the public at large. Ear-

lier neglect of biogerontology was moti-

vated in significant part by ageism—

negative stereotypes about old people—

even among ostensibly objective scien-

tists. The potential political, social and

economic impact of large numbers of

older persons, however, has galvanized

studies of how people and animals age.

Aging is a complex process, but its

foundation is simple: Soon after animals

reach sexual maturity and live long

enough to raise progeny to the stage of

independence—thereby ensuring the sur-

vival of the species—the forces of natu-

ral selection diminish. The energy that

organisms expend is better directed to-

ward reproductive success than toward

greater individual longevity. Eventually,

the molecular disorder that occurs out-

paces a body’s usual repair mechanisms,

and aging takes place.

The complexity of the topic has not

been well served by many books written

about aging for the layperson. These

texts have, with only one or two excep-

tions, been authored by reporters who

have interviewed a few biogerontologists

or by biomedical scientists who have an

interest in aging but neither strong pro-

fessional qualifications nor a solid com-

mitment to the field. The Clock of Ages
and Reversing Human Aging fall into

the latter category. Lacking a full grasp

of the complexities of biogerontology,

nonprofessionals frequently are unaware

of its many pitfalls and may ignore al-

ternatives to hypotheses that they pre-

sent as fact.

John J. Medina, a molecular biologist,

devotes about a third of The Clock of
Ages to a course on fundamental biolo-

gy. The primer is illustrated with many

diagrams and drawings such as those

typically found in an introductory biol-

ogy text; this background may be inter-

esting to some readers, but it is not di-

rectly concerned with aging. The most

relevant material is a catalogue of chang-

es that occur with age in major organ

systems. Medina tells us that a particu-

lar organ “deteriorates,” “secretes less,”

“declines,” “weakens,” “incurs losses”

or “has an alteration” in its function.

But most of us already know that much

about aging. What we want to know is

why these changes occur, and that ques-

tion is substantially neglected. Further-

more, some of the items on the list are

simply wrong: for instance, cardiac

function does not decrease with age in

healthy subjects.

Another significant proportion of the

book goes to vignettes, often appearing

at the beginning of chapters, that de-

scribe the aging of such people as Flo-

rence Nightingale, Jane Austen, Napo-

léon Bonaparte, Giovanni Casanova,

Ludwig van Beethoven and Billy the

Kid, along with others whose names the

reader may or may not recognize. Each

vignette is intended to illustrate a scien-

tific point, but the result is more often

contrived than informative.

Conceptual errors abound: the author

does not distinguish, for example, be-

tween the effects of aging and those of

disease. He also overlooks the impor-

tance of the difference between aging

and longevity determination—the for-

mer concerns itself with physical decline,

the latter with mortality. More crucial-

ly, Medina misses the distinction be-

tween individual and population immor-

tality in microorganisms, promulgating
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R E V I E W S  A N D C O M M E N T A R I E S

MYTHS OF AGING
Review by Leonard Hayflick

The Clock of Ages

BY JOHN J. MEDINA

Cambridge University Press, 1996 ($24.95)

Reversing Human Aging

BY MICHAEL FOSSEL

William Morrow, 1996 ($25)
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the mistaken belief that there exist im-

mortal unicellular forms. “Immortal”

strains of cells continue dividing forever,

but the individual cells die just as surely

as you or I will. Cell death is an essen-

tial process in the early development of

complex organisms like ourselves, but

it is not a major factor in aging.

Finally, there is no “clock of ages.”

There is no evidence for a biological

mechanism that measures time. Cells

may contain mechanisms that tally

events such as cell division, but they do

not record the passage of time accord-

ing to clock or calendar. 

Most biogerontologists agree not only

that cells must contain multiple biolog-

ical event counters but also that these

counters determine an organism’s maxi-

mum potential life span, not the random

misadventures of age-related change. In

Reversing Human Aging, Michael Fos-

sel, originally a neurobiologist, takes

speculation about molecular event count-

ing to an extreme. He focuses on the

important, recent discovery of a mecha-

nism that appears to limit the number of

times a cell can reproduce; he suggests

that further understanding and manip-

ulation of this mechanism might allow

us to increase our longevity significantly.

The scientific story that underpins Fos-

sel’s speculations starts 35 years ago at

the Wistar Institute of Anatomy and Bi-

ology in Philadelphia, when Paul S.

Moorhead and I showed that, contrary

to the dogma then widely held in cell

biology, all cells are not potentially im-

mortal. Cultures of normal human fetal

fibroblasts divide about 50 times and no

more—eventually the last cells die, and

that is the end of the test-tube popula-

tion. We found that only populations of

abnormal or cancerous cells are immor-

tal. Until our discovery, biogerontolo-

gists believed aging had nothing to do

with events within individual cells.

Since our findings were published, sci-

entists have sought the molecular mech-

anism that determines the replicative lim-

it of normal human and animal cells. In

the past few years, many researchers

have come to believe that the answer is

in the telomere, a stretch of thousands

of repeated nucleotide sequences of the

form TTAGGG (where T, A and G are

chemical “letters” in the genetic code)

that is found at both ends of all 46 hu-

man chromosomes. At each cell division,

some telomere sequences are lost, until

the shortened stretch triggers events that

cause the cell to stop dividing. Immortal

cells produce an enzyme called telomer-

ase, which adds new sequences to the

chromosome each time the cell divides,

thus maintaining a constant telomere

length. Recently sensitive assays have

found that much smaller amounts of

telomerase are also present in cells from

embryos and in tissues whose cells di-

vide regularly.

This exciting story has persuaded Fos-

sel that science has discovered the mech-

anism that determines aging and that

the molecular clock can soon be turned

back. I believe Fossel has overinterpreted

this discovery, important as it is. I also

believe telomere shortening may tell us

a great deal about ultimate limits to the

human life span but little about aging.

I have always worried about the enor-

mous power that humans will have if

we ever learn how either to tamper with

the aging process or to extend our lon-
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ON THE SCREEN

“At last we
are citizens
of the solar
system.”

L5: First City in Space

At IMAX 3D theaters

Dentsu Prox, Inc., 1996

We may be making only halting
moves toward the coloniza-

tion of space, but we are making tre-
mendous progress in picturing what it
would be like. The 3-D film L5: First City
in Space imagines a future, one centu-
ry hence, in which 10,000 people live
on board a space station perched be-
tween the earth and the moon. The
detailed renderings of the station’s
structure and internal environment,
aided by the IMAX 3D technology,
make the fantasy future almost tangi-
ble—and in a notable advance, the
mandatory 3-D movie goggles do not
induce headaches. 

The plot, involving a water shortage
on L5, is marred by flat dialogue and
some factual lapses (did the space age
really begin with the launch of the
space shuttle?). Best to ignore the ver-
biage and enjoy L5 as eye candy, a stir-
ring visual exhortation to venture into
space.                                  —Corey S. Powell
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gevity—it is unclear whether people

could cope with the psychological, eco-

nomic, medical and cultural changes

that would accompany vastly extended

life spans, even should they prove physio-

logically possible. Fossel gives a thought-

ful overview of his conviction that hu-

mans will benefit by possessing this awe-

some capability. Many other writers and

philosophers disagree. Although aging

and death put an end to the lives of good

citizens, they also make finite the lives of

tyrants, murderers and a broad spectrum

of other undesirables. Much of the con-

tinuing massive destruction of this plan-

et and the consequent ills that this de-

struction produces for humans can be

traced to overpopulation, a phenomenon

that appears to show no sign of abat-

ing. Extending the life of a population

that already strains global resources is,

in the view of many, unconscionable.

If the price to be paid for the benefi-

cial results of aging and death is its uni-

versal applicability, we should all pay

that price—as we always have.

LEONARD HAYFLICK is professor
of anatomy at the University of Califor-
nia, San Francisco, School of Medicine,
a past president of the Gerontological
Society of America and author of How

and Why We Age (Ballantine Books,
1996).
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DEMONIC MALES: APES AND THE
ORIGINS OF HUMAN VIOLENCE, by
Richard Wrangham and Dale Peterson.
Houghton Mifflin, 1996 ($22.95).
A worthy companion to Frans de Waal’s
Good Natured (reviewed in these pag-
es in September 1996), Demonic Males
offers a probing inquiry into the vio-
lent behavior etched into the nature
of humans and chimpanzees—es-
pecially males of the species. The
authors lead the reader on an
intriguing tour through hu-
man history, primate studies
and anthropological recon-
structions; they even offer
lessons from the peacemak-
ing behavioral adaptations
of bonobo chimps. The sci-
ence is clearly told, the writ-
ing literate throughout.

DARWIN’S BLACK BOX: 
THE BIOCHEMICAL CHALLENGE TO
EVOLUTION, by Michael J. Behe. Free
Press, 1996 ($25).
The earliest stages in the history of
life—including its origin and the de-
velopment of the basic biochemical
pathways—are shrouded in mystery.
Michael J. Behe holds that evolution-
ary theory will never solve the mystery,
because some of the components are
“irreducibly complex” and so must be
the product of “intelligent design”—
maybe God’s, maybe not. It is an old
argument, both arrogant and deeply
unsatisfying. Theologians as well as
scientists might blanch at the notion
that we owe our inner workings to an
ambiguous designer who controlled
only those aspects of evolution that
Behe deems inexplicable.

THE ILLUSTRATED A BRIEF HISTORY
OF TIME, by Stephen Hawking. Ban-
tam Books, 1996 ($37.50).
Stephen Hawking’s mind-bending
best-seller returns in an updated and
lavishly illustrated edition. The text
seems more accessible than before,
and it includes a lively new chapter on
the possibility of time travel, along
with several scientific updates.
The artwork some-
times sacrifices clarity for
style, however, and the captions
contain some small but jarring
errors that belie the book’s
premium price.

BRIEFLY NOTED

THE ILLUSTRATED PAGE

From Lucy to Language

BY DONALD JOHANSON AND BLAKE EDGAR

Principal photography by David Brill

Simon & Schuster Editions, 1996 ($50)

Open this book and take history into your hands: the 137 years since
Charles Darwin’s On the Origin of Species and the four million years since

the appearance of the first direct hominid ancestors. Donald Johanson and
Blake Edgar pull the reader in with a riveting overview of modern anthropology.
Then they step back and review the fossil sequence that leads up to Homo sapi-
ens, pointing out the forms that document the evolutionary changes. All the
players are here, including the famed Australopithecus afarensis “Lucy” (discov-
ered by Johanson in 1974), H. ergaster (above) and H. heidelbergensis, whose mix-
ture of traits boldly refutes creationism. The photographic documentation is as
gorgeous as it is meticulous: the ancient bones, glowing against matte-black
backgrounds, look chillingly frail and familiar. —Corey S. Powell

Continued on page 115
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REMEMBRANCE OF FUTURE PAST
Review by Paul Wallich

HAL’s Legacy: 2001’s Computer 

as Dream and Reality

EDITED BY DAVID G. STORK

Foreword by Arthur C. Clarke

MIT Press, 1997 ($22.50)

Ibecame operational at the HAL

Plant in Urbana, Ill., on January 12,

1997,” the computer HAL tells his

interlocutors in Arthur C. Clarke’s 1968

novel, 2001: A Space Odyssey. That day

is upon us, but nothing resembling an in-

telligent computer is ready to be switched

on in Urbana or anywhere else. Clarke

was in many respects an acute vision-

ary: he predicted the existence of com-

munications satellites—and their effect

as cultural cement mixers—so accurate-

ly that life may well have imitated art.

But artificial intelligence (AI) remains

the same “four to 400 years” away that

the field’s namer, John McCarthy, esti-

mated some 30 years ago.

Many computer scientists have given

up entirely on AI, and HAL’s Legacy—

both in its text and as an object lesson—

may help lay readers understand why.

Machine-intelligence researcher David

G. Stork has enlisted a dozen computer

scientists (plus a mathematician and a

philosopher) to consider, at heart, a

question he was asked at a dinner par-

ty: “How realistic was HAL?” The au-

thors tackle a variety of topics in hard-

ware, software and cognitive science

with a firm conviction that they are dis-

cussing the building blocks of an intelli-

gent machine like HAL, but, tellingly,

no underlying coherence emerges. Much

as the expert systems of the 1980s were

full of “brittle” knowledge that proved

useless outside narrowly specialized ap-

plications, so human experts in super-

computer design, fault tolerance or com-

puter chess seem unable to step outside

the boundaries of their disciplines.

A discussion of the subnanosecond

“clock speeds” (the time necessary to

carry out each operation) that are poten-

tially possible using gallium arsenide in-

tegrated circuits offers a prime exam-

ple. Ultrafast circuits may be useful for

the kind of supercomputing that tackles

complex physical simulations, such as

predicting weather or modeling the inte-

rior of a hydrogen bomb, but it is not at

all clear that this kind of computing has

anything to do with intelligence and self-

awareness as cognitive scientists are be-

ginning to understand it. Similarly, the

state of the art of fault tolerance for

computer hardware and software is only

minimally relevant to the story of HAL’s

“mental” breakdown in 2001; Clarke

attributed HAL’s troubles to a funda-

mental and quite emotional contradic-

tion in its duties to its crew and to its

mission.

Even those contributors who recog-

nize that standard microchips and op-

erating systems are unlikely to yield in-

telligence can succumb to technological

tunnel vision. Inventor Raymond Kurz-

weil makes the remarkable assertion

that increases in the resolution of brain-

imaging technology will shortly enable

researchers to map human neurons into

silicon. That bold leap is a little like

imagining that a simultaneous readout

of the speedometers in all the cars on

Boston’s streets would let you predict

the results of its next mayoral election.

So many aspects of everyday life as

depicted in 2001 have receded over the

technological horizon that it should

come as no surprise that even the most

basic of HAL’s abilities—carrying out

simple conversation—is beyond mod-

ern computers. They cannot reliably

convert sounds to an internal represen-

tation of meaning; they cannot even

generate naturally inflected speech. Ma-

chines still lack the enormous, implicit

base of knowledge about the world and

the intuitive understandings of emotion

or belief most people take for granted.

Joseph P. Olive of Bell Laboratories

does a good job of explaining the com-

plexities underlying effective speech syn-

thesis. Not only must a computer know

what it is saying to produce the proper

inflections, but it must also mimic the

vagaries of a human vocal tract with sur-

prising precision. Visual cues, too, are

important in conveying meaning. Olive

and his colleagues have found that dis-

playing an animated, expressive face

synchronized with the voice can make

the result significantly more intelligible.

“If HAL had had a real face, rather than

one large eye,” he asks, “would it have

been so easy to kill him?”
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Mixing Messages: Graphic Design in Contemporary Culture
At Cooper-Hewitt, National Design Museum 

in New York City (through February 16)
On the World Wide Web at http://mixingmessages.si.edu

Exhibit catalogue. Princeton Architectural Press, 1996 ($35)

The inaugural exhibit of the renovated National Design Museum offers a
rare opportunity to compare new media against old: it exists not only on

the wall and in a catalogue but in cyberspace as well. The show itself is a provoc-
ative but unfocused examination of the cultural messages buried within ordi-
nary posters and typefaces. Personal computers carry the power of design to
nearly every desktop, so it is only fitting that they also bring “Mixing Messages”
to everyone wired into the World Wide Web. The brief exhibit essays feel more

appropriate on-line,
and the overall con-
struction of the Web
site is outstanding—
swift and smartly hy-
perlinked. And if the
interactive features are
not perfect (spoiled
by software glitches
and low attendance),
they do make a point
about the interdepen-
dence of technology
and design. 

—Corey S. Powell
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There are always pitfalls in reading

too much into the technology or psychol-

ogy of a fictional entity. Arguments over

what kind of being HAL was are ulti-

mately even less resolvable than ques-

tions of the true intentions of Clarke or

Stanley Kubrick (who collaborated on

the screenplay in addition to directing

the movie version of 2001). Murray S.

Campbell of the IBM Thomas J. Watson

Research Center delivers an interesting

discussion on the way that human chess-

playing styles differ from computer ones.

He goes astray, however, by indulging in

a tediously detailed examination of the

1913 chess match between two undis-

tinguished German tournament players

from which the closing moves shown in

the film were taken.

Perhaps a dark side of HAL’s legacy is

to have fixed an anthropomorphic view

of artificial intelligence so firmly in the

minds of a generation of researchers that

one of them would take such a throw-

away detail so seriously. During the

1980s, those anthropomorphic visions

found some kind of fruition in comput-

er programs that demonstrated near-

human and occasionally superhuman

autonomous abilities in a range of fields

from medical diagnosis to ore prospect-

ing or financial analysis. 

But these idiot savants did not show

even the slightest signs of achieving

general competence. In the subsequent

AI winter—brought on by the end of a

military research spree as well as the in-

evitable collision between venture capi-

tal and reality—only the mechanical

cockroaches survived. Researchers scaled

back their ambitions and aimed at

achieving the cognitive and survival skills

of a lobster or a cricket rather than a

virtuoso surgeon or an ace fighter pilot.

If mechanical evolution proceeds a

million times faster than its natural pre-

decessor, we might expect the emergence

of a digital dog in a century or two.

Some stalwarts of the AI establishment,

however, are calling for a reevaluation

of the essential goal of artificial-intelli-

gence research. They contend that try-

ing to create a thinking machine—for

the time being, at least—is like asking

the Wright brothers for an artificial bird,

complete with feathers and flapping

wings. Patrick  Hayes of the Beckman

Institute (who did not contribute to

HAL’s Legacy) has coined the term “cog-

nitive prosthesis” to embrace a range of

software tools, including automated

memory aids and job-scheduling sys-

tems, that help people think more effec-

tively, much as cars help them to move

from place to place or hydraulic presses

help them to bend and form metal.

No one expects to get into a car and

sleep at the wheel while being conveyed

automatically to the correct destination,

and perhaps no one should expect a

computer program to diagnose patients

infallibly or to command a major battle.

But even now software written using the

techniques developed by AI researchers

reminds doctors of possibilities they

might have missed or schedules the

transport aircraft that deliver supplies

to combatants in far-off lands. The pro-

grams are nothing like HAL, but with-

out people working toward the same

vision expressed by Clarke and Kubrick,

even these limited intellectual tools

would not exist.

PAUL WALLICH is a staff writer for
Scientific American.
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THE PEENEMÜNDE WIND TUNNELS:
A MEMOIR, by Peter P. Wegener. Yale
University Press, 1996 ($30).
As a young physicist in Hitler’s Ger-
many, the author was assigned to
work in the supersonic wind tunnels
at Peenemünde. There Wernher von
Braun was developing the V2 rocket—
research that later proved crucial in
establishing a U.S. space program. Pe-
ter P. Wegener tells a fascinating tale,
full of adventure, romance and sci-
ence. Nor does he shrink from some of
the uglier aspects, frankly discussing
what he knew of the use of slave labor
in producing the rockets and the Nazi
politics of some of his colleagues.

THE INVENTION THAT CHANGED
THE WORLD, by Robert Buderi. Simon
& Schuster, 1996 ($30).
It is only now, after almost all the grad-
uates of M.I.T.’s Radiation Laboratory
have died, that one can appreciate the
full scope of their contributions. A few
hundred young engineers and physi-
cists (guided by their remarkable el-
ders, including financier-physicist Al-
fred Loomis) developed radar and a
host of other electronic gadgets that
turned the tide of World War II. They
also set the stage for the technologi-
cal revolution that followed—includ-
ing the birth of radio astronomy, mi-
crowave ovens and the military-indus-
trial complex. Although many parts of
the story are long known, Robert Bud-
eri retells it well and brings out its es-
sentially human face.

THAT GUNK ON YOUR CAR, by Mark
Hostetler. Illustrations by Rebekah
McClean. Brazen Cockroaches, Inc.,
1996 ($10). For ordering informa-
tion, send e-mail to hos@zoo.ufl.
edu or call 1-888-BUG-GUNK.
It is lighthearted, but Mark Hos-
tetler’s unique wildlife guide-
book is no joke. A set of color il-
lustrations provides a detailed
guide for identifying the insects that
produce the splats and streaks on a
speeding windshield. The text that fol-
lows provides a lively natural history
of two dozen common insects, along
with suggestions for some sim-
ple research projects to do
with the various creatures
while they are still alive. 

BRIEFLY NOTED

Continued from page 113
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Happy New Year! On 1 Jan-

uary 1997, at about 6 P.M.

Eastern Standard Time,

Earth will come nearer to the sun than

at any other time that year. The ellipti-

cal orbit we all travel is no flattened fig-

ure but a near circle. The main mark of

its ellipticity is that off-center sun. The

simplest Newtonian orbital system com-

prises two bodies, like our sun and plan-

et, free to move under mutual gravity

alone, with a unique result: once they

begin to circle each other, their orbit

will remain for all time a closed ellipse. 

Planetary orbits are not all so order-

ly—or so boring?—as this closed ellipse.

Only for the case of two bodies does the

eternally fixed ellipse work. For three

(or more) interacting bodies, we cannot

in general predict for very long even the

overall shape of the orbits. How can such

a difference appear between two bodies

and three? You can grasp why without

mathematics, by an appeal to the me-

chanical intuitions of our life on Earth.

We know that planets are minute ac-

tors seen against the wide stage of their

spacious orbits. Take an example: heavy

central sun; planet moving around it in

a big circle; and a third body, a small

asteroid or comet, so low in mass that its

effect on the other two can almost al-

ways be ignored. Set the comet into orbit

in the same plane as the planetary circle,

but not at all in a circular orbit. Put it

rather into a long, narrow ellipse, with

the focus at the sun. The comet rounds

the sun close in, then goes far out—well

past the circular orbit of the planet—to

return and repeat. The planet circles

smoothly enough, inducing small ripples

in the comet’s elliptical path. The comet

must repeatedly cross the orbit of the

planet, although most times planet and

comet will be far apart. But sometime in

a myriad of passages, a close encounter

will take place.

The gravitational force can easily rise

a millionfold during an encounter with-

out any physical contact. Such a spike of

force takes over the motion. The comet

will be pulled into quite a new orbit, first

curving near the planet, to depart with

its direction and speed forever changed.

The moving planet may give energy to

or take it away from the deflected com-

et. Or the comet may be lost, never to

return, once it gains speed enough to

escape the pull of the distant sun. Plain-

ly, no simple formula can predict such a

delicately contingent outcome.

I dub any long string of orbital en-

counters the “Poincaré shuffle,” after

the turn-of-the-century French mathe-

matician Jules-Henri Poincaré. He

proved before 1900 that even the long-

est-standing record of punctuality can-

not guarantee that the best-tested al-

manac will hold up. For two

bodies, all such misadventures

are forbidden, because there is

no handy third party to bro-

ker some energy. Prediction in

the simple case can be perfect,

secured by the few overall conservation

laws, such as that of energy. There are

too few mechanical laws of conservation

for the general many-body problem.

A calculation in the 1960s by three

Russian mathematicians showed that a

planetary system will remain stable if it

starts out closely resembling the simplest

case—of low-mass planets moving in

co-planar, well-spaced and circular or-

bits. Our real system does not lie in the

narrow band of proved gravitational

tranquillity, although it is not far from it.

The most likely popular explanation

for our endurance is evolutionary. A real

survivor, our solar system has combed

itself out over four billion years into the

present near-stable state. No one can

now say for sure what further simplifi-

cation, if any, is to come. Add another

familiar idea: resonance. Repetitive but

distant encounters between orbiters may

add up sequentially until small effects

grow large, just as the march of soldiers

across a suspension bridge can set it

swinging. In a system of many orbiting

bodies, such fine-tuned patterns of mo-

tion are possible even by chance. They

offer a wide opening to change more

gradual than the shuffle.

The lesson is plain. Most systems

with multiple, unkempt orbits have

finite lives, if long ones. Lighter bodies

cross at their own risk the rights-of-way

of any much heavier ones. The clever or-

bit designers at the Jet Propulsion Lab-

oratory have long known this, as they

practice their own art of planetary bil-

liards. Gravitationally caroming by hu-

man design, the probe Galileo skittered

past Earth (with an encore) and then by

Venus, ending right on station by loop-

ing within Jupiter’s sway. 

Many rocks among the ejecta from

old cratering impacts on planet surfaces

are now shuffling from one occupied or-

bit to another, through millions of orbit

crossings. That natural Poincaré shuffle

has already brought a few celebrated

samples from Mars to Earth, and per-

haps some went the other way once. In

early times the pull of the big planets

strongly stirred the light, icy comets ei-

ther to merger or banishment. A few of

the trillion exiled comets return every

year, dangerously crossing orbits again,

in response to random attraction from

galactic matter far outside our system.
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COMMENTARY

WONDERS
by Philip Morrison          

Doing the Poincaré Shuffle

Familiar Mercury now shows signs
of orbital instability—it may well 
become the next planet to depart!

Continued on page 118

D
U

SA
N

 P
ET

RI
C

IC

Copyright 1996 Scientific American, Inc.



Reviews and Commentaries Scientific American January 1997      117

Isuppose my

view of histo-

ry tends away

from the orderly

and more toward

the chaotic, in the

sense of that much

overused phrase from chaos theory

about the movement of a butterfly’s

wing in China causing storms on the

other side of the world. So, not to be

outdone, I decided to have a go at re-

producing the butterfly effect on the

great web of knowledge across which I

travel in these columns.

That thought came at the sight of a

giant cabbage white in a Lepidoptera

exhibit at the Natural History Museum

in London, reminding me of the other

great natural history museum, the Smith-

sonian. Which owes its life to one Rob-

ert Dale Owen. The two-term Democrat

from Indiana almost single-handedly

pushed through Congress the 1846 bill

accepting the Englishman James Smith-

son’s bequest of $10 million and change

(in today’s money) that helped to set up

the esteemed institution. 

Owen’s efforts also involved unravel-

ing one of the shadier deals in Ameri-

can financial history: most of Smith-

son’s money, which had arrived in the

U.S. a few years before, was at the time

in the dubious grip of a foundering real-

estate bank in Arkansas, into which the

U.S. Treasury had thoughtlessly placed

it for safekeeping.

Owen was a liberal thinker, the son of

a famous British reformer who had ear-

lier started an unsuccessful utopian com-

munity in New Harmony, Ind. Well

ahead of his time, Owen championed

the use of plank roads, women’s rights,

emancipation and family planning. This

last he espoused in a pamphlet in 1830.

Subtitled “A Brief and Plain Treatise on

the Population Question” (which gives

you a feel for the cut of his jib), it advo-

cated birth control by everybody and

included three examples of how to do

it. Two years later much of Owen’s text

was lifted (unacknowledged) for a wild-

ly popular tract by a Dr. Charles Knowl-

ton of Boston, “The Fruits of Philoso-

phy,” which went into greater physio-

logical detail.

Forty years on (which is telling as to

the speed of reform), Knowlton’s work

was republished by activist Annie Bes-

ant in England, where it was judged ob-

scene and likely to pervert morals. Ms

Besant conducted her own defense at

the trial and in doing so became the

first woman to speak publicly about

contraception. It earned her a fine and

a sentence. Undeterred, Besant took up

larger causes: Indian independence (she

was president of the first Indian Nation-

al Congress), vegetarianism and com-

parative religion. This was some years

after she’d broken off a romantic inter-

lude with another left-winger, a penni-

less nobody called George Bernard Shaw,

with whom Annie played piano duets

at the regular meetings of William Mor-

ris’s Socialist League in London.

Later Shaw would become fairly well

known as the author of Pygmalion and

then world famous when it was remade

as the Hollywood musical My Fair Lady.
It was a play all about talking proper

(which Eliza Doolittle didn’t, you may

recall) and featured a professor of elo-

cution, Henry Higgins, whom Shaw

modeled on a real-life linguistic academ-

ic named Henry Sweet.

In the 1880s Sweet was one of the in-

ventors of the phonetic alphabet, stem-

ming from the contemporary craze for

ancient languages kicked off by William

Jones, a Welsh judge in Calcutta. In

1786 Jones had revealed the extraordi-

nary similarities between the Indian lan-

guage of Sanskrit and Greek. The reve-

lation revved up early 19th-century Ro-

mantic nationalistic Germans (who’d

not long before lost a war with the

French and were going through a peri-

od of cultural paranoia) because it gave

them the idea that they might be able to

trace their linguistic roots back into the

Indo-European mists of time, thus prov-

ing they had a heritage at least as Paleo-

lithic as anybody in Paris.

This mania for reviving the nation’s

pride might have been why Ger-

man graduate students were also get-

ting grants for such big-science projects

as sending out 40,000 questionnaires to

teachers all over the country asking them

how local dialect speakers pronounced

the sentence “In winter the dry leaves

fly through the air.” On the basis of

such fundamental data, pronunciation

atlases were produced, and dialectology

became respectable. So much so that at

the University of Jena, a guy called Ed-

ward Schwann even got the money to

do a phonometric study of zee French

accent. Nice work if you can get it.

Schwann was aided in his task by the

eminent German physicist Ernst Prings-

heim. In 1876 Pringsheim was one of

the science honchos visited by Franz Boll,

a researcher who was working on the

process by which the human eye is able

to see in low light, thanks to the pres-

ence of a particular chemical. Or not, in

the case of its absence. The whole busi-

ness of such deficiency was taken a stage

further by a sharp-eyed Dutch medical

type, Christiaan Eijkman.

Eijkman happened to be in Java with

a Dutch hospital unit, sent there in 1886

to grapple with the problem of beriberi,

CONNECTIONS
by James Burke

A Bit of a Flutter

COMMENTARY

One day the chickens 
suddenly got better. 

What kind of fowl play 
was going on here?
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a disease that was laying low large num-

bers of colonial administrators and army

people. He noticed some chickens stag-

gering about the hospital yard with

symptoms not unlike those he was study-

ing in humans. But these were chickens,

so he did nothing about it. Until one day

the chickens suddenly got better. What

kind of fowl play was going on here?

Turned out, the new cook at the hos-

pital had decided that what was good

enough for the local Javanese workers

was good enough for birds. So he had

stopped feeding the chickens gourmet

leftovers from the table of the European

medical staff. Difference being in the

rice. Europeans were given polished rice

(“military rice”); locals and the chick-

ens got the stuff with the hulls left on

(“paddy”). Months of chicken-and-rice

tests by Eijkman garnered an important

result: something in the rice hulls was

curing the chickens. Or, to put it more

meaningfully, without this “something”

the chickens got the staggers. So was

that why people did the same?

A few years later, in England, Freder-

ick Gowland Hopkins, an insurance

broker turned biochemist, observed that

baby rats wouldn’t grow, no matter

what they were fed, if their diet didn’t

include milk. He became convinced

there was something essential for health

in normal food that wasn’t protein, car-

bohydrate, fat or salt. He labeled these

mystery materials “accessory food fac-

tors” and went on to share the 1929

Nobel Prize for Physiology or Medicine

with Eijkman, because between them

their work would lead to the discovery

of what these accessories actually were:

vitamins. (In the case of the chickens,

thiamine, vitamin B1.)

Now, why all this made me think that

the way the knowledge web works might

remind you distantly of chaos theory was

because of what Hopkins had been do-

ing before he got into nutrition. He was

able to work with pure proteins and their

role in nutrition once new techniques

had been developed (at Guy’s Hospital

in London, where Hopkins had trained)

to analyze uric acid proteins in urine.

And he was interested in uric acid be-

cause his very first scientific project had

been with insects, and he had conjec-

tured (wrongly, as it turned out) that

uric acid was involved in producing the

white pigment of the wings of certain

butterflies.
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They, too, face eventual capture or exile.

The only satisfying means of study in

deep time has become trial by computer.

Simulate gravitational forces accurately

among the many bodies, and their inter-

actions play out step by step, over or-

bits galore. One solar system can hardly

show how others must behave, for di-

versity is apt to be their most common

property. Generous dynamical friends

have shown me some recent experimen-

tal printouts of a special three-body

case—two planets of adequate mass or-

biting too near their sun in closely spaced

concentric circles. They execute their

more or less unchanging orbits through

long, long runs, tens of simulated “mil-

lennia.” Then, all in one bad season, each

planet abandons its accustomed path to

move a considerable way toward the

other, until both withdraw to their orig-

inal neighborhoods. 

Somewhat later the attraction becomes

irresistible; the two draw speedily to-

gether and then merge. In another trial

one of the errant pair is ejected, to be

flung far away. Perhaps this is a clue to

the real history of one extrasolar near-

Jupiter we have newly found, circling

alone, surprisingly close to its own sun?

Our computer-armed dynamicists cur-

rently report rather gloomy expectations

close at home. The grand experiential

almanac is growing, but for billions of

years ahead it is hardly conclusive. Few

orbital radii within our sun’s system re-

main vacant where additional planets

could permanently circle. Most likely

many of the sun’s earlier planets, a dozen

or two more once orbiting right among

us, crossed orbits to merge or fly off. Fa-

miliar Mercury now shows signs of or-

bital instability hard to disregard. It may

well over the long term become the next

planet to depart! 

In the meantime, instability may bring

beauty, not disaster. Spring 1997 offers

a strong hope of seeing one such errant

body, Comet Hale-Bopp, named after the

two experienced observers who found it

independently in 1995. If we luck out,

it may grow as bright to the unaided eye

as any star, a sight unmatched for a gen-

eration [see “The Amateur Scientist,”

page 102]. U.S. sky watchers can find it

in the northwest, a quarter of the way up

from the horizon an hour or so after

dusk, on any evening from a week before

to a week after April 1. No kidding.

Wonders, continued from page 116
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by Rich Brown

So that winter-sports enthusiasts can enjoy

prime conditions, most ski resorts blanket

their slopes with man-made snow. Freezing

water to make snow might seem easy, but it is a fas-

cinating manufacturing process. Natural snowflakes

usually crystallize around dust motes or pollution—

particles on which water molecules can condense.

These “ice nucleators” are essential; pure distilled wa-

ter can otherwise remain liquid even at –40 degrees

Celsius, a phenomenon known as supercooling. So

resort snowmakers sometimes add nucleators to

their recipes.

The nucleator at the heart of

many man-made snow-

flakes is a natural

protein named Sno-

max [see box]. Steve Lindow,

a professor of plant pathology at the

University of California at Berkeley, first not-

ed the properties of Snomax in 1975, when he was

a graduate student at the University of Wisconsin in-

vestigating ways to protect plants from frost dam-

age. Today about half the ski resorts in North Amer-

ica use his discovery, which, on average, increases

snow production by 50 percent and yields lighter,

drier flakes. At the 1994 Winter Olympics in Lille-

hammer, Norway, all the man-made snow on the

competition routes was produced with Snomax.

RICH BROWN is general manager of Snomax
Technologies in Rochester, N.Y.

W O R K I N G  K N O W L E D G E
MAN-MADE SNOW

SNOWGUN, connected to a hydrant by way of a hose, atomizes and propels the water, which contains
particles that seed forming ice crystals, over the trail. When the water hits the cold air, it crystallizes and
falls to the ground. These heaps, or “whales,” of accumulating snow are later spread over the slopes.

COMPRESSORS AND PUMPS
move the main ingredients
of snow—water and air—
through vast networks of
pipes to hydrants on the
mountainside. In most snow-
making operations, the wa-
ter comes from rivers or
creeks or from reservoirs in-
stalled near ski areas.COMPRESSOR

SNOW PLUME

HYDRANT
PUMP

PIPELINE

SNOWFLAKES, despite their varied geometries, all
have a sixfold symmetry. The micrograph at the left
shows the hexagonal shape of an ice crystal magni-
fied 4,200 times. The dark speck at the flake’s center
is Snomax, a protein produced by a nontoxic, non-
pathogenic, freeze-dried strain of the bacterium
Pseudomonas syringae. It attracts water mole-
cules and helps them nucleate into crystals.
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