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Is it really better to give than to receive? Not if your friends know

where to shop. But, Scroogish observations aside, the holiday season

naturally prompts thoughts of gifts. Scientific American received some 

presents early this year, for which I would like to give my thanks.

First, Scientific American was selected as the winner of a 1998 Folio:
Editorial Excellence Award in the category of consumer science/technolo-

gy magazine. Folio:, the magazine of the magazine industry, confers these

awards on publications that are judged to meet best the stan-

dards set by their own editorial mission statements. The

mission statement for Scientific American reads, in

part, “To share the intellectual adventure, fun and

beauty of science in a manner that is clear, accurate

and accessible to nonscientists.” Credit for fulfilling

that promise belongs to all the people behind the scenes

(their names are found on the masthead at the right).

They do the heavy lifting and 11th-hour miracle-working

that makes this magazine what it is, and I’m grateful to them.

Congratulations also go to Scientific American Frontiers, the television

series now in its ninth year on PBS. The Council of Scientific Society Pres-

idents has selected Frontiers, host Alan Alda, and producers Graham

Chedd and John Angier collectively to win

the Sagan Award for the Public Understand-

ing of Science. As its millions of steady view-

ers know, Frontiers offers a great blend of

information and entertainment. Past win-

ners of the Sagan award include astrono-

mer Carl Sagan himself, biologist E. O. Wil-

son, the National Geographic Society and the TV program Nova—a dis-

tinguished company to be in and well deserved.

Frontiers has also received the Parents’ Choice Gold Award for excel-

lence in children’s media. Groups of adults and children selected Frontiers
for its high quality, entertainment value and contribution toward helping

children to develop ethical attitudes. This endorsement is particularly heart-

warming because many schools have incorporated Frontiers programs

into their curricula.

Speaking of children, we have some honors to present, too. The tireless

Philip and Phylis Morrison—lovers of science, books and children (in

no particular order)—have once again selected the winners of the Scientific
American Young Readers Book Awards. Out of the many hundreds of

books on science for children published recently, the Morrisons have cho-

sen 18 of the best. As they remark happily in their introduction, beginning

on page 116, this job grows no easier from year to year, thanks to the high

quality of so much of what is being published. Is it better to give or receive

one of these books? We’ll leave that experiment to you.

Counting Our Blessings
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PROTECTING CAIMANS

The Caiman Trade,” by Peter Bra-

zaitis, Myrna E. Watanabe and

George Amato [March], presents out-

dated and inaccurate information and

does a great disservice to the successful

conservation of caimans under way in

most countries of Latin America. There

are numerous factual errors, ranging

from improper attribution of sources of

data (for example, the World Conserva-

tion Union, or IUCN, does not estimate

caiman trade) to erroneous biological

data, such as the distribution of species,

number of eggs laid and accepted scien-

tific nomenclature of this group. 

Scientific surveys conducted since

1989 in Nicaragua, Honduras, Colom-

bia, Venezuela, Guyana, Brazil, Ecua-

dor, Bolivia, Paraguay and Argentina

have found, without exception, that ev-

ery species mentioned in the article re-

mains abundant in many locations. In

fact, none of the species discussed are in

danger of becoming extinct, and trade—

legal or illegal—is not a current threat

to their survival. The total volume of

skins traded has been reduced, and the

supply of legal skins entering interna-

tional trade has demonstrably displaced

much of the previous illegal trade.

Despite these advances, there are still

serious threats to caimans’ existence.

The destruction of wetlands, pollution

and rapidly expanding human popula-

tions all continue to threaten the caiman

in Latin America. Creating incentives

and funding to address these real prob-

lems is an urgent need. The authors ig-

nore the good work being done by many

people and agencies in the region.

JAMES PERRAN ROSS
Executive Officer

Crocodile Specialist Group

Gainesville, Fla.

Brazaitis, Watanabe and Amato reply:
Other than a production error on a

map, corrected by Scientific American
[“Errata,” Letters to the Editors, May],

we fail to identify the pervasive prob-

lems with our article that Ross describes.

Indeed, the focus of his letter on minuti-

ae diverts attention from the main issues.

The trade data cited were largely based

on IUCN Crocodile Specialist Group re-

ports—from Ross’s own office. His com-

ment that “every species mentioned in

the article remains abundant in many lo-

cations” parrots the leather trade philos-

ophy of citing numbers of caimans that

might still be killed. The abundance of

caimans today is, in fact, immaterial, as

habitats remain unprotected, 40 percent

of the skin trade is unregulated, moni-

toring and law enforcement are inade-

quate, and many regions have declining

or absent populations. Ross’s enumera-

tion of current, serious threats to wild

caiman populations, however, is consis-

tent with our concerns.

Although Ross may disagree, there is

no scientific disagreement about the mo-

lecular taxonomy within the Caiman
crocodilus complex, which contains dif-

ferent taxonomic units, or phylogenetic

species. Our work has been published

in at least seven peer-reviewed scientific

journals and books in four countries.

Publications from the Crocodile Spe-

cialist Group—an organization largely

funded by the crocodile leather and

tanning industry—are unreviewed and

unedited. Our concern is the preser-

vation of wild caimans, not the preser-

vation of the crocodilian leather trade.

BACK TO BASICS

Richard A. Deyo’s article on back

pain [August] offered an excellent

insight into the complexity of back pain

and the diversity of treatments used to

control it. If people heeded Deyo’s ad-

vice, however, they would pop some

pain pills, increase their amount of ex-

ercise and wait until the pain goes away.

Pain is not a sign that your body is low

on painkillers. Pain is your body’s way

of telling you something is wrong. The

underlying cause of back pain must be

treated, not just its symptoms. In 1994

the U.S. Agency for Healthcare Policy

and Research (AHCPR), in a landmark

study on back pain, found that the treat-

ment of choice was chiropractic care.

The worst thing readers can do is say

that “maybe the pain will just go away.”

MARK L. WALZ
Washington, D.C.

Deyo replies:
Back pain has many causes, patients

have varying treatment needs and pref-

erences, and optimal therapy must be

individualized. I was a member of the

AHCPR panel that produced the report

Walz mentions. It did not indicate that

chiropractic therapy was the “treatment

of choice.” The guideline did, however,

discuss spinal manipulation, which may

Letters to the Editors

L E T T E R S  T O  T H E E D I T O R S

Talking about religion is often dangerous unless you’re ready for an ar-
gument. Some readers were awfully mad about the discussion of reli-

gion in an article by senior writer W. Wayt Gibbs, “Beyond Physics” [News
and Analysis, August]. John C. Hatt wrote by e-mail that “science is not a
philosophy but an intellectual tool. Much of science is uncertain; that is the
nature of human knowledge. To suggest that this uncertainty is resolved
by faith is not an area of scientific exploration. I would prefer that Scientific
American not include articles on matters of faith in my monthly reading.”
Karl Eklund commented in an e-mail that “to those of us who have been
through a scientific education, science is ‘truth’ the way the Nicene Creed
is ‘truth’ to a Christian. Science is a lot better than other religions in beget-
ting technology that makes life more comfortable.” A slightly less heated
dispute also came up concerning “The Caiman Trade” article from the
March issue (below). 

BACK PAIN
can be treated in a variety of ways.
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be provided not only by chiropractors

but by osteopathic physicians and physi-

cal therapists, among others. The report

concluded that “the evidence for effec-

tiveness of manipulation varies depend-

ing on the duration and nature of the

patient’s symptoms. For . . . acute low

back symptoms without radiculo-

pathy .. . spinal manipulation is ef-

fective . . . within the first month of

symptoms.. . . [B]eyond one month, the

scientific evidence ... was inconclusive.” 

MATH IS FUN

Martin Gardner’s suggestions in “A

Quarter-Century of Recreational

Mathematics” [August] bring to life

what most math instructors beat to

death. When I was teaching sixth-grade

math some years ago, I asked fellow

math teachers about available geometry

instruction materials because I wanted

to teach tessellation, geometric solids,

line segments and spirals through a se-

ries of art activities. I was told that they

didn’t teach much geometry, and certain-

ly not art, because there wasn’t enough

time. Students needed to practice for

math proficiency tests. I went ahead and

obtained my own materials—and am I

glad I did! My students enjoyed them-

selves while learning important math

concepts. As pressures increase to raise

standardized test scores, movement to-

ward Gardner’s suggested teaching style

will become even more glacial. We must

put some of the fun back into education. 

MINDY PINES
Corralitos, Calif.

SYSTEM SHUTDOWN

I loved Leonard Adelman’s “Comput-

ing with DNA” [August], which

showed that we could make a Turing

machine and software using DNA. I

wonder about the converse. Is the impli-

cation that DNA is a computer and that

life is based on software? If so, I must

ask the obvious: Is life vulnerable to the

millennium bug?

DICK MILLS
Amsterdam, N.Y.

Letters to the editors should be sent
by e-mail to editors@sciam.com or by
post to Scientific American, 415 Madi-
son Ave., New York, NY 10017. Letters
may be edited for length and clarity. 

OTHER EDITIONS OF SCIENTIFIC AMERICAN

Le Scienze
Piazza della Repubblica, 8

20121 Milano, ITALY
tel: +39-2-29001753

redazione@lescienze.it

Spektrum der Wissenschaft 
Verlagsgesellschaft mbH

Vangerowstrasse 20
69115 Heidelberg, GERMANY

tel: +49-6221-50460
redaktion@spektrum.com

Investigacion y Ciencia
Prensa Científica, S.A. 

Muntaner, 339 pral. 1.a

08021 Barcelona, SPAIN
tel: +34-93-4143344
precisa@abaforum.es

Pour la Science 
Éditions Belin
8, rue Férou

75006 Paris, FRANCE
tel: +33-1-55-42-84-00

Majallat Al-Oloom 
Kuwait Foundation for 

the Advancement of Sciences
P.O. Box 20856

Safat 13069, KUWAIT
tel: +965-2428186

Swiat Nauki
Proszynski i Ska S.A.

ul. Garazowa 7 
02-651 Warszawa, POLAND

tel: +48-022-607-76-40
swiatnauki@proszynski.com.pl

Nikkei Science, Inc. 
1-9-5 Otemachi, Chiyoda-ku

Tokyo 100-8066, JAPAN
tel: +813-5255-2821

Svit Nauky
Lviv State Medical University

69 Pekarska Street
290010, Lviv, UKRAINE

tel: +380-322-755856
zavadka@meduniv.lviv.ua

Ke Xue
Institute of Scientific and 

Technical Information of China
P.O. Box 2104 

Chongqing, Sichuan 
PEOPLE’S REPUBLIC OF CHINA

tel: +86-236-3863170

NEW YORK
Kate Dobson, PUBLISHER

tel: 212-451-8522, kdobson@sciam.com
415 Madison Avenue

New York, NY 10017
fax: 212-754-1138

Thomas Potratz, ADVERTISING DIRECTOR

tel: 212-451-8561, tpotratz@sciam.com

Timothy W. Whiting, 
SALES DEVELOPMENT MANAGER

tel: 212-451-8228, twhiting@sciam.com

Kevin Gentzel
tel: 212-451-8820, kgentzel@sciam.com

Randy James
tel: 212-451-8528, rjames@sciam.com

Stuart M. Keating
tel: 212-451-8525, skeating@sciam.com

Wanda R. Knox
tel: 212-451-8530, wknox@sciam.com

Laura Salant, MARKETING DIRECTOR

tel: 212-451-8590, lsalant@sciam.com
Diane Schube, PROMOTION MANAGER

tel: 212-451-8592, dschube@sciam.com
Susan Spirakis, RESEARCH MANAGER

tel: 212-451-8529, sspirakis@sciam.com
Nancy Mongelli, PROMOTION DESIGN MANAGER

tel: 212-451-8532, nmongelli@sciam.com

ASSISTANTS: May Jung, Beth O’Keeffe

DETROIT
Edward A. Bartley, MIDWEST MANAGER

3000 Town Center, Suite 1435
Southfield, MI 48075

tel: 248-353-4411, fax: 248-353-4360
ebartley@sciam.com

OFFICE MANAGER: Kathy McDonald

CHICAGO
Randy James, CHICAGO REGIONAL MANAGER

tel: 312-236-1090, fax: 312-236-0893
rjames@sciam.com

LOS ANGELES
Lisa K. Carden, WEST COAST MANAGER

1554 South Sepulveda Blvd., Suite 212
Los Angeles, CA 90025

tel: 310-477-9299, fax: 310-477-9179
lcarden@sciam.com

ASSISTANT: Stacy Slossy

SAN FRANCISCO
Debra Silver, SAN FRANCISCO MANAGER

225 Bush Street, Suite 1453
San Francisco, CA 94104

tel: 415-403-9030, fax: 415-403-9033
dsilver@sciam.com

ASSISTANT: Rosemary Nocera

DALLAS
The Griffith Group

16990 Dallas Parkway, Suite 201
Dallas, TX 75248

tel: 972-931-9001, fax: 972-931-9074
lowcpm@onramp.net

International Advertising Contacts

CANADA
Fenn Company, Inc. 

2130 King Road, Box 1060
King City, Ontario
L7B 1B1 Canada

tel: 905-833-6200, fax: 905-833-2116
dfenn@canadads.com

EUROPE
Roy Edwards, INTERNATIONAL 

ADVERTISING DIRECTOR

Thavies Inn House, 3/4, Holborn Circus
London EC1N 2HB, England

tel: +44 171 842-4343, fax: +44 171 583-6221
redwards@sciam.com

BENELUX
Reginald Hoe Europa S.A.

Rue des Confédérés 29
1040 Bruxelles, Belgium

tel: +32-2/735-2150, fax: +32-2/735-7310

MIDDLE EAST
Peter Smith Media & Marketing

Moor Orchard, Payhembury, Honiton
Devon EX14 OJU, England

tel: +44 140 484-1321, fax: +44 140 484-1320

JAPAN 
Tsuneo Kai

Nikkei International Ltd.
1-6-6 Uchikanda, Chiyoda-ku

Tokyo 101-0047, Japan
tel: +813-5259-2690, fax: +813-5259-2679

KOREA
Jo, Young Sang

Biscom, Inc.
Kwangwhamun, P.O. Box 1916

Seoul, Korea
tel: +822 739-7840, fax: +822 732-3662

HONG KONG
Stephen Hutton 

Hutton Media Limited
Suite 2102, Fook Lee 

Commercial Centre Town Place
33 Lockhart Road, Wanchai, Hong Kong

Advertising and Marketing Contacts

Copyright 1998 Scientific American, Inc.



DECEMBER 1948
OPINION POLLS—“However wrong George Gallup, Elmo

Roper and other pollsters may have been in their forecasts of

the recent election [Harry S Truman against Thomas E. Dew-

ey], no social scientist believes that public opinion polling it-

self was thereby discredited as a useful tool. Science often

learns more from mistakes than from successes. In this case,

the polling fiasco of 1948 had at least two healthy results: 1)

it demonstrated dramatically that polling is far from being an

exact science (which apparently needed public demonstration)

and 2) it will force more rigorous

standards upon the polling business.”

FISHY FOOD—“In response to the

twin pressures of world food needs

and severe overfishing, fishery ex-

perts are advocating the wide use of

fertilizer to speed up the growth of

fish. About two years ago a Scotch

biologist fertilized a closed-off arm

of the North Sea with superphos-

phate and sodium nitrate, greatly in-

creasing the plant food supply and

the number of fish. Similar experi-

ments with fresh-water fish at the Al-

abama Polytechnic Institute used a

nitrogen-phosphorus-potassium

mixture. For $20 of fertilizer, the

yield of fish was increased fivefold.”

[Editors’ note: For the unintended
consequences of this idea, see “En-
riching the Seas to Death,” by Scott
W. Nixon; Scientific American
Presents: The Oceans, Fall 1998.]

A TASTE FOR ALCOHOL—“Hu-

man beings show enormous varia-

tion in their responses to alcohol. A

study made of young children from

four to ten years of age gave evidence

of inherent differences in the taste for

alcohol. Most of them did not find

the taste pleasant, but eight per cent of the children actually

liked solutions submitted to them which contained as much

as 50 per cent alcohol.”

DECEMBER 1898
CANCER ON THE RISE—“‘In England four and a half

times as many people die now from cancer as half a century

ago,’ W. Roger Williams says in The Lancet. ‘Probably no

single factor is more important in determining the outbreak

of cancer in the predisposed than high feeding. Many indica-

tions point to the gluttonous consumption of meat as likely

to be especially harmful. Statistics show that the consump-

tion of meat has reached the amazing total of 131 pounds

per head per year, which is more than double what it was

half a century ago. No doubt other factors co-operate,

among these I should be inclined to name deficient exercise

and deficiency in fresh vegetable food.’”

CRIMINAL ASYMMETRY—“Criminal anthropologists

have naturally marked the murderer of the Empress of Aus-

tria for scientific study. The corpus vile of the criminal will

doubtless be reserved for some expert, but in the meantime

eager investigators have been study-

ing photographs of Luigi Luccheni.

To the ordinary observer he looks a

commonplace ruffian, but the crimi-

nal anthropologists, we are assured,

at once see complete asymmetry of

the body. Amyotrophy on the left

side is very marked. These stigmata

are the consequences of grave cere-

brospinal lesions occurring in infan-

cy. It would have been more satisfac-

tory if these evidences of criminality

were recognized before Luccheni had

perpetrated his infamous crime.”

ULTRAVIOLET EXPERIMENTS—

“Prof. Zickler, of Brünn, has shown

that a telegraphic instrument can be

actuated at considerable distances by

ultra-violet light. He employs a pow-

erful arc lamp as his transmitter, us-

ing a screen of glass, to produce

flashes of the ultra-violet beam. The

receiver is regulated to just below the

sparking point. He was able to pro-

duce an effect at 200 meters. It is ex-

tremely interesting to physicists to

learn that the easily absorbed ultra-

violet light can influence a spark dis-

charge at so great a distance.”

DECEMBER 1848
IRRESISTIBLE FORCE—“The huge dam over the Connecti-

cut River at Hadley Falls, Mass., was completed on the 16th

of last month, and the day of its completion was the day of

its doom. A great number of people had assembled to see the

dam filled, and the waters of the Connecticut arrested in their

course. But from the first, imperfections were discovered in

the work, and a breach, small at first, widened with great ra-

pidity, until about three-fourths of the embankments burst

away before the mighty mass of angry waters. The dam was

constructed of immense timbers, fastened to the rocky bed of

the river with iron bolts. Fault must be attributed to the prin-

ciple of its construction.”

50, 100 and 150 Years Ago

5 0 ,  1 0 0  A N D  1 5 0  Y E A R S  A G O

14 Scientific American December 1998

Polling machinery for the 1948 election 
featured the latest punch tapes (foreground)

and tabulators (center)
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The Internet-fueled boom in data com-

munications has set off a grab for

bandwidth—the additional network

capacity needed to transmit Monica Lewinsky’s

grand jury testimony or the Taliban’s Web

page. Traffic on the Internet as much as qua-

druples every year, whereas plain old voice

calls chug along at 8 to 13 percent annual

growth. To sate the bandwidth crunch, long-

distance telecommunications carriers have be-

gun to demand optical communications tech-

nologies that had languished in university and

industrial laboratories until the mid-1990s.

“There’s a useful place for the technology to

go,” notes Steve W. Chaddick, a senior vice president at

Maryland-based Ciena, a leading optical network equipment

manufacturer. “That wasn’t true just a few years back.”

Five years ago networks that incorporated what is called a

dense wavelength division multiplexer (DWDM) were to be

found in U.S. and European government-industry research

consortia that were showcasing new technologies. This

heavy-handed engineering term describes networking equip-

ment that has, in the interim, rescued long-distance carriers

such as the telecommunications provider Sprint from a band-

width drought. The multiplexer sends laser light of different

wavelengths down a single optical fiber. Meanwhile compo-

nents of the transmission system in the path of the fiber

reflect individual information-carrying wavelengths, allowing

them to be diverted onto or off a high-capacity link. DWDM

systems work in concert with optical amplifiers that can

boost the strength of many wavelengths at once without hav-

ing to convert the wave back into an electrical signal.

With this technology, the capacity of in-the-ground fiber

can be expanded by simply adding wavelengths. For Sprint,

deploying the multiplexers costs roughly 40 percent of the

$77,000-per-mile expense of adding new fiber. “We would

have had serious problems without this technology,” remarks

Frederick J. Harris, Sprint’s director of network planning and

design, whose company uses DWDM on 90 percent of its

30,000 miles of fiber networks.
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The U.S. market for this technology
grew from nothing in 1994 to $1.5 bil-
lion last year and is expected to reach
more than $4 billion in size by 2001.
“Supply for bandwidth still has not
crossed demand, so the market for the
technology continues to grow,” says
Mathew H. Steinberg of the market
analysis firm RHK in South San Fran-
cisco. (Before 1994, a small market ex-
isted for wavelength division multiplex-
ers with only two channels.)

To meet new growth, multiplexers
will flirt with or break the terabit (tril-
lion-bit) barrier on a single fiber; a tril-
lion bits per second exceeds all the
traffic on the Internet. Most current
equipment tops out at about a tenth of
a terabit. But several firms—including
Pirelli Cables and Systems North
America in Lexington, S.C., and Lu-
cent Technologies in Murray Hill, N.J., as well as Ciena—

are either shipping or readying delivery of equipment that
can support from 80 to 128 wavelengths on a fiber, each
wavelength carrying up to 10 gigabits of information. Lu-
cent Technologies’s Bell Laboratories will attempt an exper-
iment next year that would transmit 1,000 wavelengths on a
fiber, in an effort to test the maximum capacity an individu-
al fiber can accommodate.

Multiplexers create the lanes on optical superhighways. But
these pathways move only from point A to point B. To channel
traffic from New York to either Los Angeles or Seattle, a
switching interchange may be needed in Chicago. So companies
have dusted off 1980s-era research on switching optical signals.

Light-wave switches would avoid the costly burden
telecommunications carriers now face—converting the multi-
ple gigabit stream running on each wavelength into dozens
or hundreds of lower-speed electronic signals, switching them
and then reaggregating them into a single light channel.
Huge telecommunications equipment companies and start-
ups alike are now racing to develop all-optical switching
products. Photonics has even become a basis for regional
economic development. In late October a group that com-
bines the University of Texas at Dallas, several venture capi-
talists and major telecommunications equipment suppliers
and carriers announced the establishment of a photonics de-
velopment center based in Richardson, Tex., intended to at-
tract new companies to the region.

Optical switching elements, expected in 1999, will be in-
corporated into the next generation of DWDM products.
They will allow any wavelength in a fiber to be diverted onto
or off a network on command, unlike current multiplexers,
which cannot be reconfigured without a technician first dis-
abling a fiber circuit. Tellium, a New Jersey start-up that was
spun off from Bellcore, the former research arm of the re-
gional phone companies, is one of several firms laboring on
the technology. It has developed an optical switching multi-
plexer that uses the polarization state of liquid crystals to add
or drop up to 64 wavelengths from a fiber.

Telecommunications suppliers such as Sprint and MCI
want more than a souped-up multiplexer. They hanker for
the photonic equivalent of an electronic switch called a digi-
tal cross-connect, which switches hundreds of incoming sig-

nals to an equal number of outgoing
channels. Today’s digital cross-connects,
however, require that the multigigabit
light waves that are channeled along
fiber networks be converted to lower-
rate electronic signals.

MCI Worldcom in Jackson, Miss.,
has purchased an early version of an
optical cross-connect switch to protect
against “backhoe losses”: the catas-
trophic curtailment of phone service
that occurs when a fiber is cut. The 24
deployed switches, which were manu-
factured by Astarté Fiber Networks in
Boulder, Colo., use a piezoelectric mate-
rial that steers the light from any of 72
incoming to any of 72 outgoing fibers.
This system allows immediate restora-
tion of service if a fiber goes down.

A hand-me-down from a technology
used in classified military networks, the

switch is very much a first-generation product. Astarté and oth-
ers are working on switching elements for optical cross-con-
nects that will provide more capacity and reduce the cost and
size of the products. Some companies are considering arrays of
thousands of microscopic mirrors that can tilt individually to
send a wavelength down a chosen pathway. Alternatively, an
electric field applied to certain materials may change the way
light is routed. With yet another approach, called thermo-op-
tics, application of heat to a polymer blocks light from proceed-
ing down one pathway but not another. “In the next couple of
years, you’re going to see a shoot-out, and some practical de-
vices will come out of this competition,” notes Alastair M.
Glass, director of photonics research at Lucent.

Despite the photonic revival, the difficulties of switching
signals optically have caused some companies to opt for the
development of new electronic switches that can accommo-
date high-bandwidth pipes. And even if optical cross-con-
nects become ubiquitous, telecommunications specialists see
a continuing role for electrons, which may be needed to re-
shape light pulses that have attenuated over long distances
and in monitoring networks. “There’s no way anyone knows
to determine optically the number of bits with errors on an
all-optical signal,” says Tellium chief technology officer
Charles A. Brackett.

The prospect of terabit networking, however, has begun to
prompt further rethinking of how networks operate. In the
laboratory, work continues on the speculative idea of switch-
ing not just wavelengths of light but the individual packets of
data transmitted over fiber networks, all of which are now
processed with relatively slow electronic switches. A Euro-
pean consortium, ACTS, has demonstrated an optical router
that performs this function. “This type of device might handle
routing and forwarding of data with multiple terabit inputs
without slowing down traffic,” says Daniel J. Blumenthal,
associate professor of electrical and computer engineering at
the University of California at Santa Barbara. Blumenthal is
attempting to build a prototype optical router that forwards
packets using the Internet Protocol.

For the moment, optical packet switching is still a dream.
But the pull from a marketplace that is warming to the idea
of a trillion bits per second may help turn laboratory oddities
into commercial realities. —Gary Stix
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MICROSCOPIC MIRRORS
are one candidate for switching large

numbers of optical wavelengths.
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The cloud that hovered briefly
over Mark McGwire’s sunny
march to baseball immortality

this past summer was the revelation that
he was taking androstenedione, a hor-
monally based supplement reputed to
help weight lifters add muscle. Writers
wagged their fingers and raised ques-
tions about whether performances
achieved with the substance are some-
how tarnished or less valid. (Major
League Baseball and some other athlet-
ic organizations permit its use; most oth-
ers ban it.) But the editorial sputtering
did little to elucidate the central ques-
tion: Are such compounds merely di-
etary supplements, as the U.S. Food and
Drug Administration classifies them, or

are they just another form of muscle-
building (anabolic) steroid?

Many endocrinologists insist that the
differences between supplements like
androstenedione and traditional anabolic
steroids (which are legal only for certain
medical conditions) are trivial. “They
are all steroid hormones,” says Charles
E. Yesalis, professor of health and hu-
man development at Pennsylvania State
University. “The only debate is whether
they are anabolic or not.”

Moreover, though it was somehow
overlooked in the hundreds of articles
written about androstenedione in the
wake of the McGwire admission, 4-
androstenedione, as it is technically
known, is just one of a growing family
of over-the-counter steroids. In fact,
many fitness buffs do not even consider
androstenedione to be particularly po-
tent. “4-androstenedione has really been
left in the dust,” says Timothy N.
Ziegenfuss, an assistant professor of
physiology at Eastern Michigan Univer-
sity who is researching several of the
steroid compounds. The five newer prod-
ucts are 5-androstenedione, 4-andro-

stenediol, 5-androstenediol,
19-4-norandrostenedione
and 19-5-norandrostene-
diol. (The Merck Index
classifies 5-androstenediol
and 19-5-norandrostenediol
as anabolic steroids.)

The argument about
whether such nonprescrip-
tion steroids are anabolic or
not is more than an academ-
ic curiosity because, should
the U.S. ever officially decide
that they are—as most other
countries have already done—

they would fall under the
Anabolic Steroids Control
Act of 1990, which directed
the government to restrict the
substances the same way it
regulates marijuana. Current-
ly over-the-counter steroids
are not regulated by the FDA,
because their makers “don’t
claim to treat, cure, mitigate,
diagnose or prevent a dis-
ease,” notes Judith Foulke,
an FDA spokesperson.

Traditional anabolic ster-
oids have long been recog-
nized as giving athletes an
unfair advantage, especially

in sprinting, shot-putting and other ac-
tivities demanding short bursts of
power. All of them are basically either
esters of testosterone or synthetic ver-
sions of testosterone that have been al-
tered to enhance certain physiological
effects and to minimize others. (Testos-
terone is the primary male sex hormone
and has many functions in the body, in-
cluding muscle-building.)

According to Ziegenfuss, the over-
the-counter steroids work in a different
way. The substances, which are sup-
posed to be taken orally and typically in
100-milligram doses, make it into the
liver, which destroys all but a few per-
cent of the amount ingested. The few
milligrams that survive, however, com-
bine with various enzymes there and
temporarily boost testosterone levels.
But whether they do so significantly
enough to make a difference for muscle-
building (anabolism) or athletics is now
hotly disputed.

Scientific research on the extent to
which the substances boost testosterone
levels is scant and conflicting. In a 1962
study some women showed a 300 per-
cent testosterone increase an hour after
taking androstenedione. But Ziegen-
fuss’s initial research with 4-andro-
stenediol, the results of which were to
be presented at a meeting in November,
showed only a meager 45 percent testos-
terone increase 90 minutes after inges-
tion. A different mode of administra-
tion, though, which he would not iden-
tify, resulted in a 100 percent increase in
blood testosterone levels.

“Whether it’s large enough to impact
performance, we don’t really know,”
Ziegenfuss cautions. He also notes that
no studies have evaluated the efficacy and
physiological effects of taking more than
one steroid supplement at once, as many
bodybuilders are now doing. Anecdotal
evidence suggests that “stacking” cer-
tain supplements in this manner can be
more effective than taking a single one.

Although the physiological mecha-
nisms underlying over-the-counter ster-
oids may not be exactly the same as
those of traditional anabolic steroids,
the differences do not impress some ex-
perts. “I want them taken off the mar-
ket,” remarks Yesalis, the author of two
books on performance-enhancing drugs.

Derek W. Cornelius, whose company,
Syntrax Innovations, manufactures and
markets all of the steroid supplements,
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ANDRO ANGST

Should the U.S. regulate over-
the-counter sports supplements 

as anabolic steroids?

SPORTS PHYSIOLOGY

SLUGGER MARK MCGWIRE’S
remarkable season coincided with his use of

androstenedione, an over-the-counter steroid.
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Scientists are victims of their own
success: as theories improve, it be-
comes harder to distinguish gen-

uinely new phenomena from boring ex-
perimental errors. The recent announce-
ment of discrepancies in the motions of
distant space probes is a case in point.
When Pioneer 10 and 11—launched in
1972 and 1973 to visit Jupiter and Sat-
urn—ventured beyond the realm of the
nine planets in the early 1980s, research-
ers began monitoring their orbits for evi-
dence of the long-hypothesized Planet X.
They found no such planet, in accor-
dance with later observations, but they
did notice that the Pioneers have been
slowing down faster than predicted by

Einstein’s general theory of relativity.
Some extra tiny force—equivalent to a
ten-billionth of the gravity at Earth’s sur-
face—must be acting on the probes,
braking their outward motion.

“I started out looking for Planet X
but stumbled on this instead,” says
John D. Anderson of the Jet Propulsion
Laboratory in Pasadena, Calif. In 1994
Michael Martin Nieto of Los Alamos
National Laboratory and his colleagues
suggested that the anomaly was a sign
that relativity itself had to be modified.

This past August Anderson and his
team reported its refined analysis,
which rules out a variety of less sedi-
tious interpretations, such as instru-
mental error, interplanetary gas, the
gentle push exerted by sunlight and the
gravity of planets, comets and distant
stars. They also found hints of the
anomaly in the two other deep-space
missions that would feel such a force,
Galileo and Ulysses. (The successors to
the Pioneers, Voyager 1 and 2, would
not be sensitive to the effect, because
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Mini-Mammal
When the Society of Vertebrate Paleontol-
ogy met in October, Jonathan Bloch of the
University of Michigan presented a very
small find—in size, at least: a fossil jaw from
the tiniest mammal ever discovered. A dis-
tant relative of shrews , the creature,
named Batodonoides, weighed no more
than 1.3 grams. Its existence challenges
earlier theories about the smallest body
that can be supported by a warm-blooded
physiology (small bodies generally do not
retain body heat as well as large ones); for
its size, Batodonoides must have been ex-
tremely active. Bloch came across the re-
mains within limestone that was taken
from the badlands in Wyoming and dates
to some 65 to 37 million years ago.

His Pill
Male contraceptives may one day be based
on a discovery reported this past fall in Sci-
ence. Postdoctoral fellow Chunghee Cho
and his colleagues at the University of Cali-
fornia at Davis found that sperm lacking the

protein fertilin-beta
can rarely get near an
egg, let alone pene-
trate it, even though
these sperm look and
move like any other.
The group studied
mice lacking the gene
for fertilin-beta, a
binding protein
found on cell sur-

faces. As it turned out, the fertility rate in
these animals was 98 percent less than
that in normal mice.

Falling Thermosphere
Chicken Little had a point: part of the sky is
falling. According to a recent paper in the
Journal of Geophysical Research, the height
of the earth’s upper atmosphere—the
thermosphere, 300 kilometers above the
earth, and the ionosphere, 70 kilometers
above—has dropped eight kilometers in
the past 38 years. The finding is based on
more than 600,000 echo-sounding signa-
tures taken by researchers at the British
Antarctic Survey (BAS) and Rutherford Ap-
pleton Laboratory. As the thermosphere
cools, atmospheric pressure drops, which
in turn lowers the level of the ionosphere.
BAS attributes the cooling to increased
greenhouse gas emissions, which trap
heat in the lower atmosphere but help to
radiate it away in the upper atmosphere.

IN BRIEF

More “In Brief” on page 28

PIONEERING GAS LEAK?

The strange motions of two 
space probes have mundane 

explanations—probably

PHYSICS

insists that “the abuse potential of these
supplements is low,” noting that they are
all intended to be taken orally and that
much of the product is therefore de-
stroyed in the liver. For comparison,
some traditional anabolic steroids are in-
jected intravenously or taken through the
skin via a patch.

Ziegenfuss, however, notes that “many

of the deleterious effects you see from
[anabolic steroids] are related to the use
of some synthetic oral compounds,
which have harmful effects on the liver.”
He adds that “although there’s no reason
at this point to expect androstenedione
or androstenediol to have toxic effects on
the liver, I wouldn’t call these compounds
abuse-proof.” —Glenn Zorpette
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PIONEER SPACE PROBE,
the first to visit the outer planets, may be

slowing down, as waste heat—from 
either the radiator or nuclear

generators—exerts a slight push.
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they frequently fired their rockets; the
compounded imprecision of these ma-
neuvers would conceal any anomaly.)

Within two months after Anderson’s
paper appeared on the Internet (xxx.lanl.
gov/abs/gr-qc/9808081) and made the
front pages, three scientists responded
with possible explanations. Two invoke
waste heat. As the spacecraft radiate
excess infrared radiation out into space,
they should recoil ever so slightly. An in-
frared power of 85 watts, if beamed
away from the sun, would suffice to
impart the tiny anomalous force.
Jonathan I. Katz of Washington Uni-
versity proposes that this power could
arise from slight asymmetries in how
the onboard nuclear generators dispose
of heat. The radiation might reflect off
the back of the radio dish and stream
away from the sun.

Edward M. Murphy of Johns Hop-
kins University notes that the 85-watt
figure roughly equals the power con-
sumption of the Pioneer instrumenta-
tion. As electricity courses through the
circuitry, most of its energy is dissipated
as heat and dumped into space by a ra-
diator on the side of the spacecraft op-
posite from the sun.

Finally, Philip A. Laing of Aerospace
Corporation near Los Angeles, who is a
member of Anderson’s team, argues that
the spacecraft are venting fuel into
space. A leak of just two grams per year,
less than 0.01 percent of the total fuel
supply, would do the trick. Laing says
Pioneer shuddered unexpectedly in
1990 and 1992, a sign that a valve in
the propulsion system was stuck.

Unfortunately, Anderson responds,
each explanation has its own shortcom-
ings. Waste heat reflected off the back of
the antenna would be too unfocused.
Dissipated electrical power is not the
answer, either, because the acceleration
did not diminish as the power consump-
tion dropped over the years. And gas
leaks had already been observed in the
tracking data and accounted for. Even
so, Anderson agrees that these explana-
tions—perhaps acting in combination—

are more palatable than refuting Ein-
stein. Indeed, if relativity were wrong,
similar anomalies should appear in the
motions of the planets. They do not.

Yet one thing gives researchers pause.
The value of the anomaly matches the
critical acceleration in a new law of
motion devised 15 years ago by Morde-
hai Milgrom of the Weizmann Institute
of Science in Rehovot, Israel. The
scheme, known as MOND, has steadily

gained adherents because it explains ga-
lactic motions without recourse to
“dark matter,” material inferred by tra-
ditional laws of motion but never actu-
ally seen. MOND modifies Newton’s
second law (force equals mass times ac-
celeration) for accelerations less than a
critical value.

At these low accelerations—which sci-
entists have seldom studied—weird quan-
tum or cosmological effects may reduce
the inertia of objects. A given gravitation-
al force would then have a stronger effect
on bodies. In one version of MOND,
bodies within the solar system receive a
constant boost, as seen in the Pioneer
data. Moreover, objects in elongated or-
bits, such as these probes, could indeed
be affected differently from those in near-
ly circular orbits, such as the planets.

Anderson is analyzing the latest veloc-
ity data for Pioneer 10, which is current-
ly 71 times as far from the sun as Earth
is. (The tracking system on Pioneer 11
failed eight years ago.) Meanwhile Mur-
phy is working with Pioneer project
manager Lawrence E. Lasher of the Na-
tional Aeronautics and Space Adminis-
tration Ames Research Center to dust
off the old engineering manuals and re-
construct what happened on board the
probes. At the very least, the anomalous
acceleration has proved how sensitive
scientists, as well as their spacecraft, are
to the most modest irregularity.

—George Musser

What do body weight, the
immune response and the
growth of new blood ves-

sels have in common? The answer, ac-
cording to several recent studies, is a
hormone called leptin.

Within the past few months, research-
ers have discovered receptors for leptin—

which was originally identified because
of its link to obesity in mice—in newly
sprouting capillaries and in the T cells of
the immune system. The findings are
changing scientists’ views of the hormone
and are suggesting that leptin might be
involved in conditions as diverse as com-
promised immunity and cancer.
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In Brief, continued from page 26

Water World
Good news from the U.S. Geological Sur-
vey: despite a growing population, Ameri-
cans are using 2 percent less water than

they did in 1990
and 10 percent less
than in 1980. In-
deed, freshwater
per-capita use
dropped from 1,340
gallons a day in
1990 to 1,280 gal-
lons a day in 1995.
Before 1980, U.S.

water use had steadily increased since
1950. The USGS reports that enhanced
citizen awareness, improved irrigation
techniques and heightened efficiency
have helped turn the trend around.

Zapped by a Magnetar
On August 27 a burst of gamma rays and
x-rays struck the earth’s upper atmo-
sphere, disrupting radio signals and high-
flying spacecraft for about five minutes.
Umran Inan of Stanford University and his
colleagues observed the pulse and based
on its intensity—which sparked as much
electrical activity in the ionosphere as our
neighborhood sun—believe its source
was a rare type of neutron star, a magne-
tar, which has a powerful magnetic field.
Kevin Hurley of the University of Califor-
nia at Berkeley calculated that such a
magnetar must have released enough
energy to power all of human civilization
for a billion billion years to have created
the August event.

HIV Insight
Two recent discoveries regarding HIV
strains could have a significant impact
on treatment strategies. First, research-
ers from the St. Gall Cantonal Hospital in
Switzerland and the University of North
Carolina have found that the HIV strains
manufactured in an infected man’s
blood rarely match those in his repro-
ductive organs—nor do they respond to
the same drugs. Thus, therapies must
attack both. And a second group from
the National Cancer Institute and the
Food and Drug Administration has
found how cytokines—chemical mes-
sengers in the immune system—can
switch the HIV virus from an M-tropic
strain, prevalent during early infections,
to a T-tropic strain, which is most com-
mon during full-blown AIDS. Blocking
the switch might help stall the onset of
symptoms.

More “In Brief” on page 34

LEAPING LEPTIN

Evidence of the fat-regulating hor-
mone is turning up in immune sys-
tem cells and blood vessel linings

ENDOCRINOLOGY
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Leptin caused a media flurry in 1995,
when Jeffrey M. Friedman of the Rocke-
feller University and his colleagues
showed that injections of leptin could
shrink mice that were bloated with fat
because they lacked the gene for the
hormone. The researchers suggested
that fat cells normally produce leptin to
tell the brain how fat the body is and,
therefore, whether an organism should
eat more or stop eating.

In the September 11 issue of Science,
M. Rocío Sierra-Honigmann of the
Yale University School of Medicine and
her co-workers reported running across
receptors for leptin while studying the
endothelial cells that line human blood
vessels. As part of exploring what the
function of leptin might be in the vas-
culature, the researchers implanted pel-
lets containing leptin into the corneas
of rats—a common test to determine
whether a substance causes blood ves-
sel growth, or angiogenesis. To their
surprise, new blood vessels infiltrated
the corneas of rats with leptin implants.
In contrast, the corneas of rats that re-
ceived implants containing a saline so-
lution remained clear.

Two weeks earlier, in the August 27
issue of Nature, Graham M. Lord and
his associates at the Imperial College
School of Medicine in London had re-
ported another odd finding concerning
leptin. In seeking an explanation for
why underweight, malnourished peo-
ple have an increased susceptibility to
infectious diseases, the researchers
added leptin to cultures of white blood
cells called T helper, or CD4, cells. By

secreting various chemicals called
cytokines, CD4 cells prompt oth-
er cells of the immune system ei-
ther to produce antibodies or to
become specialized killer cells in
response to an infection.

Lord and his co-workers found
that mice that had been starved
for 48 hours had an impaired im-
mune response: when injected
with an irritant,  the starved ani-
mals’ ears swelled to only one
third the size of the ears of fed
mice. But when the starved mice
were given leptin, they reacted as
strongly as the fed mice.

What do these two studies
mean? Lord says they are evi-
dence that leptin is a multipurpose
hormone and that its role in
weight regulation might be simply
the tip of the iceberg. Sierra-
Honigmann agrees. “Focusing on

leptin as just a hormone that regulates
appetite is not the full story,” she asserts.

Lord claims that it makes sense for
the body to rein in its ability to generate
a specific immune response—which re-
quires extra energy—when it is starving.
On a practical level, he suggests that his
group’s results might help explain why
vaccines are ineffective in people expe-
riencing a famine.

Sierra-Honigmann emphasizes that
the findings of her group could indicate
how fat deposits gain a blood supply
when someone puts on weight. She
speculates that the results might also
yield clues to why people with cancer
sometimes become dangerously thin, a
condition known as cachexia. Cancer
cells are known to secrete other factors
that foster angiogenesis. If they also
produce leptin, it could have the sec-
ondary effect of reducing a person’s
weight. “It’s a very exciting possibility,”
she says.

But Jeffrey S. Flier of Beth Israel
Deaconess Medical Center in Boston
urges caution in interpreting the new
studies. He suggests that they might
reflect incidental functions of leptin
that do not play an important role in
the body. “In each case, the question is
whether the activity [of leptin] is bio-
logically relevant,” he comments. “It’s
unclear whether it’s an adaptive re-
sponse to damp down your immune
response when you’re undernourished,
for example.”

In the meantime, early results are in
from the ongoing clinical trials of leptin
as a treatment for obesity. In June, Am-

gen in Thousand Oaks, Calif., reported
at an American Diabetes Association
conference that eight moderately obese
people who took the highest dose of
leptin lost an average of 16 pounds
during a six-month study.  But 37 oth-
ers taking lower doses lost much less
weight—some as little as 1.5 pounds—

even though all were also on a calorie-
restricted diet. —Carol Ezzell

B Y  T H E  N U M B E R S

WHAT’S A FAT HORMONE DOING HERE?
Receptors for leptin found on T cells may 
explain why malnourished people have 

suppressed immunity.

Two fifths of the world’s people live under
tyranny, while another two fifths live un-

der governments that often act arbitrarily and
unaccountably. The remaining one fifth live in
Western-style democracies, in which their po-
litical and civil rights are generally respected,
although minorities are sometimes not ac-
corded the full protection of the law.

The worst countries—those in which basic
rights were denied in 1997—are coded on the
map as “poor.” These countries have been des-
ignated as “not free” by Freedom House, a
Washington, D.C.–based group that has been
tracking human rights since 1941. Among the
worst are Saudi Arabia, which denies suspects
the right to counsel, and  Afghanistan, where
women cannot leave their homes without a
male relative. For sheer, arbitrary violence, few
rival Algeria, where Islamic groups are pitted
against the army, with both sides periodically
committing mass murders of adults, children
and infants. Not shown on the map separately
but in the same poor group are Freedom
House’s worst-rated territories: East Timor and
West Papua (Indonesia), Kashmir (India), Koso-
vo (Yugoslavia) and Tibet (China).

Human rights in the three most populous
countries in the poor group may be improving:
in Iran the moderate Mohammed Khatami was
elected president in 1997; in Indonesia the au-
thoritarian government of President Suharto
was replaced this year by the possibly more tol-
erant government of B. J. Habibie; and in Nige-
ria the despotic Sani Abacha was replaced by
Abdulsalam Abubakar, who released political
prisoners and promised that an elected gov-
ernment would take over in May 1999.

In the “intermediate” group of countries, citi-
zens have limited political rights and civil liber-
ties under regimes that are often weak and cor-
rupt. The governments in these countries typi-
cally use their power to violate citizens’ rights
by, for example, detaining suspects for extend-
ed periods without charge or trial or holding so-
called prisoners of conscience. Governments
that do not (or cannot) prevent widespread ex-
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Human Rights throughout the World

trajudicial executions by police or security
forces also qualify a country for inclusion in
the intermediate category. Russia is included
because it held prisoners of conscience and
because provincial authorities harassed hu-
man-rights activists in 1997. In India thou-
sands of political prisoners, including prison-

ers of conscience, were held, and the police,
army and paramilitary organizations were
responsible for a number of extrajudicial ex-
ecutions. In Brazil police and death squads
linked to the security forces conducted hun-
dreds of extrajudicial executions. In Hong
Kong, also in the intermediate category, resi-
dents retained some rights after the hand-
over to China: trials remained fair, and there
was no overt press censorship, although
self-censorship was common.

Israel is an unusual case. Citizens have sub-
stantial rights, but because they can be de-
tained without charge, and because journal-
ists must submit articles on security issues to

military censors, Israel is classified as interme-
diate. In the Israeli-occupied territories, how-
ever, the military regime is harshly repressive;
therefore, these areas are classified as poor.
Human rights in the area administered by
the Palestinian Authority are also poor.

The classification of “good” encompass-

es all Western-style democracies. In these
countries, human rights are secure, except
in some cases for minorities and immi-
grants. Among the latter groups that suffer
from police brutality and inadequate pro-
tection under the law are Arabs in France;
Turks in Germany; Albanians in Italy; blacks,
Pakistanis, Indians and Gypsies in the U.K.;
Gypsies in the Czech Republic and Hun-
gary; Aborigines in Australia; and blacks,
Hispanics and Native Americans in the U.S.

A recent study by Human Rights Watch
of 14 major American cities found that
none had adequate accountability for po-
lice misbehavior—a widespread problem

among democracies. Among the industrial
democracies, the U.S. and Japan are the
only countries enforcing the death penalty
for ordinary crimes (crimes other than trea-
son). In the past 25 years, 467 people were
executed in the U.S, and as of mid-1998,
there were 3,474 on death row, more than

half of them minorities. According to one
count, 23 innocent people were executed
in the 70-year period ending in 1974.

On December 10, 1948, the U.N. General
Assembly adopted the Universal Declara-
tion of Human Rights. Conditions have im-
proved in the 50 years since then: most
people of the former Soviet empire are
freer than before, the states of southern
Africa are now democratic, and racial op-
pression has been legally banished from
the American South. But of the world’s 10
most populous countries, only two—the
U.S. and Japan—have good human-rights
records. —Rodger Doyle (rdoyle2@aol.com)

HUMAN-RIGHTS RECORD, 1997
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SOURCE: Map is based on information from Freedom in the World, 1997–1998, Transac-
tion Publishers, New Brunswick, N.J., 1998; Amnesty International Report, 1998, Amnesty
International USA, New York,1998; and Human Rights Watch World Report, 1998, Hu-
man Rights Watch, New York, 1997. Data from all three organizations are for 1997.
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In 1975 a typical Bangladeshi woman
would have had seven children in her
lifetime; today she would probably

have three. This sudden decline, known
as a fertility transition, is the most ex-
treme case in a pattern that has emerged
throughout South Asia. It occurred first
in Sri Lanka, then in India and most re-
cently in Bangladesh and Nepal.

The drop has demographers baffled.
In the West, fertility started falling after
an advanced stage of development had
been reached. But the new declines are
not directly correlated with such com-
monly cited factors as increased literacy
or alleviation of poverty: Bangladesh
remains one of the 20 poorest countries
in the world. 

Some observers, such as Sajeda Amin
of the Population Council in New York
City, credit the Bangladeshi success to
the government’s intensive family-plan-

ning program. It includes a cadre of
24,000 women, often covered from
head to toe in traditional Islamic robes,
who penetrate the innermost sanctums
of rural homes with supplies of contra-
ceptives and advice about health.

But although such efforts have pro-
vided essential access to contraception,
they are working because Bangladeshis
have also decided to have fewer chil-
dren. In 1975, when asked how many
children she wanted, a typical woman
would reply four. Today she would say
two. And back then, she was four times
more likely to offer a fatalistic response,
such as, “It is up to God.” Now she is
confident that it is up to her.

(If her two children are both girls,
however, a woman is likely to have an-
other child. Under Islamic law, she gets
no inheritance from her husband unless
she has borne him a male child, and
without one she will most likely end up
impoverished and homeless.)

Demographers agree that the fertility
transition is ultimately caused by a drop
in mortality. Once a couple realizes that
their children are likely to survive, they
can give birth to fewer infants and still
be sure of being cared for in their old
age. But according to Sonalde Desai of

the University of Maryland, it used to be
50 years before a mortality drop led to
the fertility transition; now it is taking
barely 10. And in Bangladesh, the con-
nection is especially weak: infant mortal-
ity had remained at the rather high level
of about 14 per 100 live births for two
decades preceding the fertility transition.

Another oft-cited trigger for the tran-
sition is microcredit, an idea pioneered
by Bangladeshi economist Muhammed
Yunus. Since the 1970s, his Grameen
Bank of Bangladesh and another pri-
vate organization, the Bangladesh Ru-
ral Advancement Committee (BRAC),
have been making small loans to poor
rural men and women. Monitoring by
peers replaces collateral, leading to a
repayment rate of more than 90 per-
cent. Currently three million Bangla-
deshis, mostly women, have access to
such credit, which they use to set up
small ventures.

Although the programs have clearly
been beneficial, their impact on fertility
is hard to decipher. Both Grameen and
BRAC require grantees to take a set of
resolutions, one of which is to have
small families. Women do use contra-
ceptives more consistently when they
belong to Grameen. More curiously,

THE POPULATION

SLIDE

Fertility in some poor countries 
is taking a nosedive

POPULATION
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women in villages where Grameen op-
erates are more likely to use contracep-
tives than women in other villages, even
if they are not Grameen members.

Such an effect may come from an un-
conscious bias in Grameen’s choice of
villages. On the other hand, it could be

that the bank’s messages are diffusing
throughout the community. Amin points
out that microcredit programs were too
small in the late 1970s, when the fertility
transition began, to have been directly
responsible for it. They might, she con-
cedes, have had a catalytic effect.

Another factor for the transition, cited
by Moni Nag of Columbia University, is
less pleasant. The early 1970s were trau-
matic for Bangladesh. A bloody war
with Pakistan led to the nation’s birth,
which was followed by severe floods,
crop failures and famines. These events
highlighted the vulnerability of women:
many were raped in the war, and many
more women than men died in the
floods and famines. The resulting up-
heaval in the social order—large num-
bers of women left their homes to be-
come manual laborers—may, in a bizarre
twist, have forced women to take more
control of their fates.

But Adrienne Germain of the Interna-
tional Women’s Health Coalition in
New York City takes issue with such
poverty-driven reasoning for the drop.
Bangladesh, she points out, is no longer
the “basket case” it was once labeled by
former U.S. secretary of state Henry
Kissinger: it has seen quite a bit of devel-

opment. “Even though demographers
can’t seem to measure it,” Germain
adds, “there’s been an enormous change
in the status of women.” She holds that
such empowerment, combined with bet-
ter health care and education, will be es-
sential to Bangladesh’s maintaining its
momentum.

The final explanation for the popula-
tion puzzle may lie in the information
age. Bangladeshi radio provides six hours
of health and family-planning program-
ming a day. “People seem to think it is ir-
responsible to have large numbers of
children because of overpopulation,”
Amin remarks. Such awareness, remark-
able in a people that cannot be sure of
getting two square meals a day, suggests
that media messages can on occasion re-
place literacy. Across the border in the In-
dian state of West Bengal, fertility has
also dropped, in a radial pattern around
the city of Calcutta. Evidently, urban cen-
ters serve to somehow disseminate the
idea that small families are better.

Ultimately, Bangladesh offers few
lessons that policy makers can apply to
other regions of the world; everything
seems to have played a role. Perhaps the
good news is that even the simplest ideas
are worth trying.—Madhusree Mukerjee

LESSONS IN FAMILY PLANNING, 
provided by female workers of the Bangladesh

government, have contributed to a fertility drop.
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Deeper Deep Field
Three years ago the Earth-orbiting Hub-
ble Space Telescope aimed its Wide Field
Planetary Camera 2 (WFPC2) at what was
thought to be an empty patch of sky,
dubbed the Hubble Deep Field. The re-
sults revealed scores of far-off galaxies
and strange, lumpy blue knots of light.

Now the craft has reex-
amined the region using
the Near-Infrared Cam-
era and Multi-Object
Spectrometer (NICMOS),
which has a greater
viewing range. In com-
parison, the infrared pic-
tures show many more
distant galaxies—some
of which are probably 12
billion years old. Also, the
NICMOS pictures sug-
gest that the mysterious
blue clumps in the opti-
cal set are simply areas of

intense star formation within otherwise
ordinary galaxies. See our Web site at
www. sciam.com/exhibit/101998hub-
ble/index.html  for more information.

Sliming Around
Egbert Hoiczyk and Wolfgang Baumeis-
ter of the Max Planck Institute for Bio-
chemistry in Martinsried, Germany, have
at last figured out how gliding bacteria
get around—and in doing so, they’ve
discovered a new, unusual organelle. Us-
ing modern microscopy and image anal-
ysis, the pair found that gliding bacteria
propel themselves by continually secret-
ing slime fibrils, which attach at one end
to the cell and at the other to the surface
it is on. The fibrils are shot out as a slime
jet of sorts from a porelike structure that
spans the entire bacterial cell wall.

Golden Harvest
It sounds too good to be true, but scien-
tists in New Zealand have found a way
to coax plants into collecting gold from
ore in the soil. Robert R. Brooks of
Massey University and his co-workers
treated the soil around Brassica juncea,
or Chinese mustard plants, with ammo-
nium thiocyanate, a compound often
used in mining operations to make gold
soluble. The plants then accumulated
gold in their tissues. The researchers
think that if they use soil rich with gold
ore—and gold prices remain steady—
their biomining technique might prove
financially viable. —Kristin Leutwyler

In Brief, continued from page 28

SA

A N T I  G R AV I T Y

A Leg to Stand On

Avery old, very bad story talks 
about this guy who happens

onto a farm where he notices a pig with
a wooden leg. Naturally, he asks the
farmer about his asymmetrical com-
panion and gets told that this pig is in-
deed some special porker. (The correct
telling of this joke takes about 12 min-
utes, so we’ll just summarize.) Turns
out the pig saved the farmer’s family
by running through the house and
waking them up during a fire. So, the
guy asks, he lost his leg in the blaze?
No, the farmer explains. A pig that
great, you don’t eat him all at once.

A very new, very good story is the
one about Primrose, a burro in Col-
orado, which, like the limp-
ing pig in the joke, happens
to have an artificial leg. At
the age of three weeks, Prim-
rose was attacked by dogs,
which bit her legs severely. A
resulting infection led to
bone damage that under
most circumstances would
have led to the burro being
destroyed. But this particular
region of Colorado, near the
state university at Fort
Collins, happens to be home
to Carl and Theresa Conrath.
This husband-and-wife team
have combined their back-
grounds in human prosthet-
ics and veterinary science to create an
unusual specialty and family business:
Veterinary Brace and Limb Technolo-
gies, which literally helps animals get a
leg up once again.

The couple had designed braces for
horses, which despite leg injuries still
had value. They also had created artifi-
cial limbs for dogs. But an amputation
on a larger animal was virtually a death
sentence.

“With a small animal,” Theresa Con-
rath explains, “you can amputate a leg,
and it can get around on three.” (This is
definitely true. In what would have
been one of the more embarrassing
moments in the history of bicycling, a
three-legged sheepdog almost chased
me down once on a rural road. My ini-
tial sympathy for his paucity of limbs
turned to outrage at his excess of
cheek.) Bigger beasts, however, have
different issues. “With a large animal,

the way it transfers its weight, you can’t
do that,” she says. If the animal com-
pensates at all for the missing limb, joint
and other health problems could arise.
So amputations and prostheses for
large animals simply haven’t been con-
sidered. The Conraths’ attitude about
that was basically the same as my ambi-
tious sheepdog’s: hey, it’s worth a try.

University veterinarians were famil-
iar with the Conraths, thanks to their
previous collaborations on dogs and
some birds of prey. So when the am-
putation recently was performed, by a
surgeon ironically named Trotter, the
Conraths were ready. Animal prosthet-
ics is old-fashioned trial-and-error stuff,
and the Conraths burro-sat Primrose
for two weeks so they could make mi-
nor adjustments to the false leg and
administer some physical therapy.

Now life’s a holiday on Primrose’s lane.
“Oh, yeah,” Theresa says, “she’s running
and playing and bucking and kicking.”

Were anyone to be on the wrong
side of a Primrose prosthetic kick, he or
she would feel the sting of two pounds
of nylon, fiberglass, carbon fiber and
acrylic resin. And it’s the development
of these incredibly strong, lightweight
materials that makes the Conraths
think that prosthetics for large animals
may have more of a place in veterinary
practice. Will the future, in a boon to
the manufacturers of umbrella stands,
see elephants tromping around on
false legs? “I’m less experienced with
elephants,” Theresa admits, “but with
the materials we have now, we can re-
alistically do a horse.” 

Given the alternative to false legs,
horses everywhere will no doubt greet
this news by finally getting rid of those
long faces. —Steve Mirsky
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Rita R. Colwell knows all about
the “glass ceiling” in science—

an unsubtle sexism that denies
important positions to women. When
she was still in high school in the 1950s,
her chemistry teacher announced that
chemistry was not a profession for
women. And after Colwell gained a
bachelor’s degree in bacteriology (with
distinction) at Purdue University, her
department chairman denied
her request for a fellowship
to earn a master’s degree, ex-
plaining that the department
did not waste them on wom-
en. “Of course, you wouldn’t
hear that now,” adds Colwell,
who is 64. “What would
happen is that they’d simply
say, ‘Well, they’ve all been
given out.’” And gender dis-
crimination in science, she
declares, “gets worse the high-
er you go.”

Despite the career-thwart-
ing efforts of some academics,
Colwell has gone just about
as high as you can go in sci-
ence. After making pivotal
discoveries about Vibrio chol-
erae, the bacterium that caus-
es cholera, she became in
1987 head of the University
of Maryland’s Biotechnology
Institute and in 1995 began a
one-year stint as president of
the American Association for
the Advancement of Science.
Recently Colwell assumed a
post that makes her one of
the most powerful scientists
in the federal government.
As director since August of
the National Science Foun-
dation (NSF), she is responsi-
ble for a $3.5-billion budget
that supports most of the
nonbiomedical civilian re-
search in the U.S. The first
woman to head the agency
and the first biologist in 25

years, she brings to the job a radical
agenda to support an expansion of
funding for information technology, en-
hanced efforts in science and math edu-
cation, and a new focus on what she
terms “biocomplexity.”

Biocomplexity is Colwell’s name for
an interdisciplinary approach to biodi-
versity, sustainability and ecosystem
studies that puts a heavy emphasis on

hard-nosed quantitative modeling. She
gives as an example how it is now pos-
sible to extract DNA from soil, analyze
it and learn about biological processes
in the sample without even culturing
whatever bacteria are present.

Work on chaos theory and fractals
points to recurrent themes in biological
organization that researchers are now
equipped to analyze, she suggests. Col-
well, who seems to wear a perpetual
slightly worried expression, declares
that her goal is to build up from the
ecological interactions in a crumb of
soil “to see how the planetary system
works.” She told a gathering of science
writers in September that “our survival
depends” on being willing to take on
such grand challenges. She added that
the attitude of some scientists that edu-
cating the public is not their responsi-
bility “really has to change.”

Colwell’s ambitions to fur-
ther ecosystem modeling will
only be realized with ad-
vances in computing power.
She thinks important scien-
tific and medical findings lie
today unnoticed in archives
of climatic and medical and
census data. And she is not
alone in rooting for faster
computers.

An interagency advisory
committee concluded earlier
this year that the U.S. is
“gravely underinvesting” in
long-term research in infor-
mation technology. The panel
recommended that the federal
government spend $1 billion
over the next five years to en-
sure that the U.S. stays at the
forefront of developments,
with top priority for software
development. “I think it’s the
most important thing the
United States can do,” says
Colwell, whose agency will
most likely be responsible for
a large part of the response.

Scientific passion notwith-
standing, Colwell has a
diplomat’s deftness at side-
stepping awkward questions
and a politician’s skill at
reaching out to a constituen-
cy. At the meeting in Septem-
ber, she ably deflected a com-
plaint about how meetings of
the National Science Board,
which advises the NSF, are
now less accessible to the
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PROFILE
Smashing through Science’s Glass Ceiling

As the new head of the National Science Foundation, 
Rita R. Colwell seeks to bring environmental research 

into the information age

FASTER COMPUTER NETWORKS 
and better software will open up new domains of biological

science and reveal unrecognized patterns in medical and 
climatic databases, Rita R. Colwell says.
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press than they were a few years ago.
Colwell answered by talking about the
increasing use of teleconferencing. After
a riff on biocomplexity she takes care
to point out that she also wants to nur-
ture the NSF’s traditional disciplines of
physics and, especially, mathematics.

Discerning the influences that have
shaped Colwell’s distinctive vision of fu-
ture science is not hard. In the 1960s she
was the first researcher in the U.S. to de-
velop a computer program to analyze
bacteriological taxonomic data, an ef-
fort that led her to the then radical con-
clusion that the strain of cholera found
in outbreaks of disease belong to the
same species as harmless strains do.
Like them, the harmful strain is, she dis-
covered, widely distributed in estuaries
and coastal waters, although it passes
through a dormant phase that makes it
hard to detect. Disease occurs only

when people drink water containing
more than a million or so of the bacteria
per teaspoonful.

Now, Colwell says, scientists can track
the pathogenic strain of cholera in the
environment quite precisely. The bacteri-
um, which has caused thousands of
deaths in Asia in the past decade, is
found in the guts of common zooplank-
ton called copepods. If the sea becomes
unusually warm, one consequence may
be a bloom of phytoplankton, which in
turn leads to an increase in the number
of copepods feeding on them. The result
is that humans are more exposed to V.
cholerae. By analyzing satellite data,
Colwell has linked cholera in Bangla-
desh to phytoplankton blooms. She and
her colleagues at the University of Mary-
land are now investigating whether out-
breaks can be prevented by straining the
copepods out of drinking water with sari

cloth. (After floods, inhabitants of poor
countries often have no means of boiling
water, she points out.)

Colwell’s interest in bacteria was stim-
ulated by a gifted teacher at Purdue. Af-
ter her rebuff by the bacteriology depart-
ment, she earned a master’s degree in ge-
netics before moving with her husband,
Jack Colwell (now a physicist at the Na-
tional Institute of Standards and Tech-
nology), to the University of Washington
to do research for a Ph.D. Her first aca-
demic adviser there, a prominent geneti-
cist, gave her “no support,” although
“time was taken” with male graduate
students. Colwell eventually found a
more “nurturing” adviser.

The difficulties of being the wrong sex
were not yet over. In 1961 Colwell was
offered a postgraduate position with
Canada’s National Research Council in
Ottawa, where her husband had a fel-

lowship. But the Canadi-
an agency decided that its
antinepotism rule forbade
it from offering fellow-
ships to husbands and
wives simultaneously, so it
withdrew its offer of fin-
ancial support to Rita
Colwell. She made an end
run by obtaining funds to
work there from the U.S.
agency she now heads.

Later, at Georgetown
University as an associate
professor (and the first fac-
ulty woman in science),
Colwell realized that al-
though her department
chairman was a supporter,

she might have a long wait to become a
full professor. Things “work slower for
women,” she says. Colwell’s husband
was criticized by some of his colleagues
for letting his wife work, and the wife of
one of those colleagues passed on the
unsolicited advice that Colwell’s two
daughters would not succeed in life be-
cause of their mother’s career. 

The concern was misplaced. During
what she describes as the feel-good era
of education in the 1970s, Colwell and
her husband spent hours teaching their
children spelling and arithmetic. When
one daughter had difficulty with math,
her father realized the textbook was
wrong and spoke to the girl’s teacher.
The teacher told him not to worry be-
cause “she’s attractive, and girls aren’t
good at math.” 

Ignoring the teacher’s advice, Colwell
and her husband prevailed on their

daughters to stick with math as far as
calculus and chemistry as far as organ-
ic. Colwell says that if parents encour-
age their children to study science at
least to that level, they will “have the
opportunity to do everything they want
to.” One daughter now has a Ph.D. in
biology; the other has an M.D. and is
working toward a Ph.D.

Colwell was recruited to the Universi-
ty of Maryland as a full professor in
1972. She believes that “every child can
be educated in basic science and math”
and holds that “if we undermine and
leave behind a part of our population,
we leave behind every other goal.” 

Although the NSF spends about $600
million a year on education, Colwell sus-
pects its current programs focus too
much on the most common learning
strategies. She is convinced that children
employ a variety of ways to acquire
knowledge: some benefit from visual
aids, some learn by rote and some think
in abstract, mathematical ways. Colwell
plans to ensure that the NSF’s efforts em-
ploy more varied approaches to learning.

The thrust will involve drawing on the
latest findings of neuroscientists and
might include a partnership with the Na-
tional Institutes of Health. The NSF is al-
ready developing a program that would
require graduate students to teach not in
their university but in elementary, mid-
dle and high schools, under the guidance
of qualified teachers. 

The NSF has done reasonably well in
the annual battle for federal funds in re-
cent years, gaining an annualized
inflation-adjusted increase of 44 percent
since 1990. But it has not done as well as
the NIH, so Colwell will have to fight for
the NSF’s share of the research pie.

Her Maryland colleagues say she is
well qualified for the task. Her political
nous was responsible for obtaining $52
million in federal funds for the universi-
ty’s biotechnology institute. Gaylen
Bradley, the institute’s vice president for
academic affairs, says that Colwell has a
“unique ability to present to audiences
ranging from Brownies to congressmen
and their aides to fellow scientists.” She
is also likely to bring an internationalist
perspective to the NSF, Bradley believes.
Christopher D’Elia of the Biotechnology
Institute says that Colwell “is a worka-
holic, in the best sense” and that she is
able to get the best out of people. Basic
research seems to have a strong new
champion in Washington, and male
chauvinists had better take refuge.

—Tim Beardsley in Washington, D.C.
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Astronomers have surmised the
existence of a dozen or so
planets outside the solar sys-

tem by the “wobble” in light received
by telescopes as a planet orbits around
a nearby star and exerts its gravitation-
al pull on the gaseous body. A real pic-
ture of an extrasolar planet, however, is
worth a thousand wobbles. But these
images are not often there for the tak-
ing. A parent star, millions of times
brighter than a planet, simply washes
out the lesser image.

An experiment reported in a recent
issue of Nature by the Center for Astro-
nomical Adaptive Optics at the Univer-
sity of Arizona at Tucson marked an
important step toward building an in-
strument capable of taking planetary
snapshots. Philip M. Hinz and his col-
laborators demonstrated a starlight-
shading device, called a nulling interfer-
ometer, that was fitted to the Multiple
Mirror Telescope on Mount Hopkins
in Arizona.

Nulling interferometry, which was
first proposed by Ronald N. Bracewell
of Stanford University in 1978, has

generated increasing interest in recent
years. J. Roger P. Angel and Neville J.
Woolf, two researchers from the Uni-
versity of Arizona’s Steward Observa-
tory who are co-authors on the paper,
have led efforts to refine the technique. 

The experiment on the Multiple
Mirror Telescope marked the first time
a nulling interferometer had actually
been mounted on a telescope. The in-
terferometer canceled out light from
Betelgeuse, a star in the constellation
Orion. Astronomers could then discern
a dust cloud, or nebula, around the
star. The image was the first direct one
of the Betelgeuse dust cloud ever pro-
duced. “The star just plain disap-
peared, and they were able to see
something that was vaguely known
about—an infrared-emitting cloud,”
Bracewell remarks.

The Multiple Mirror Telescope exper-
iment used two mirrors mounted five
meters (16 feet) apart on a rigid frame.
When the star is at an exact right angle
to the frame connecting the two mir-
rors, its light is canceled out. The light
waves hitting one of the mirrors are in-
verted: wave peaks become troughs.
The inverted light then interferes with
the waveforms from the other mirror,
darkening both the core area of the star
and its surrounding halo. 

At the same time, the light from a
planet even a short distance away from
the star is not in perfect alignment with
the interferometer. So the light waves
reaching the mirrors interfere construc-

tively: the crest and troughs
coincide, enhancing the plan-
et’s illumination. The experi-
ment demonstrated that a
nulling interferometer could
detect an object as little as 0.2
arc second from a star—an
arc second being 1/3,600 of a
degree. This distance is far-
ther from the star than the
range for the method that
looks for a star’s wobble but
is far less than the minimum
for any other direct technique
that tries to blot out starlight.

The work will help further
projects to build telescopes
that incorporate nulling in-
terferometry. “It was a good
starting point to refine the
technology and figure out
what is needed to make a

more precise interferometer,” Hinz says. 
Beginning in 2003, the Large Binocu-

lar Telescope, which is under construc-
tion on Mount Graham in Arizona,
will use nulling interferometry and
should be able to image Jupiter-size
planets close to nearby stars. This tele-
scope will boast improved resolution
because of its larger size and its ability
to employ adaptive optics: minute ad-
justments to the surface of the mirror
will correct for distortions in the re-
ceived light caused by turbulence in
Earth’s atmosphere. 

Just over a decade from now, the
National Aeronautics and Space Ad-
ministration plans to launch a space-
based nulling interferometer, called the
Terrestrial Planet Finder, that may be
able to spot extrasolar planets no big-
ger than Earth. If an Earth-size planet
is discovered, the observations of the
infrared light will be subjected to spec-
troscopic analysis to determine wheth-
er it harbors an atmosphere and
whether that atmosphere contains the
ozone, carbon dioxide and water that
suggest that life might be present. So
blotting out starlight may eventually
provide a glimpse of other worlds like
our own. —Gary Stix
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TECHNOLOGY AND BUSINESS

SHADING THE

TWINKLE

Telescope that shuts out starlight
could spy new planets

OPTICS

WHERE NO BRUSH

CAN REACH

Scientists engineer bacteria
to prevent corrosion in pipes

BIOCHEMICAL ENGINEERING

DUST CLOUD AROUND BETELGEUSE
can be seen with nulling interferometry. The plus

sign denotes the star’s position.

Medical researchers have
long known that not all of
the bacteria in dental

plaque fosters tooth decay. And years
ago some investigators began working
to create vaccines against the destructive
ones, in hopes that eliminating them
might prevent more cavities than trying
to kill all microbes present would. Now
materials scientists have started thinking
in similar terms about the bacterial films
that coat the inside of water-carrying
metal pipes. They plan to use genetically
engineered strains of bacteria to prevent
corrosion of such conduits, a problem
that affects many industrial settings,
from cooling systems to electric power
stations and sewage treatment plants.
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Just because you’re paranoid doesn’t
mean they aren’t out to get you.
Most computer users would be 
startled to realize that somebody

parked outside their home with the
right kind of (very expensive) receiving
equipment can read the data that appear
on their computer screens. The receiver
uses the monitor’s radio emanations to
reconstruct the screen’s contents. The
U.S. Department of State and other or-
ganizations spend a fortune buying
shielded hardware to defeat these sig-
nals, known as Tempest radiation, after
the code name for a government pro-
gram aimed at tackling it.

Now Ross Anderson, a computer sci-
entist at the University of Cambridge,
and graduate student Markus G. Kuhn
say they have developed methods for
controlling Tempest radiation. What’s
different about their techniques is that
they run in software, making them much
cheaper and easier to deploy.

The story began, Anderson says, when

Microsoft made its $20-million invest-
ment in Cambridge’s computer science
lab and said the company was particu-
larly interested in ways to control soft-
ware piracy. Most approaches call for
some kind of copy protection; Ander-
son’s idea was to design something that
would enable detection of offenders
rather than prohibit copying, which is a
nuisance loathed by consumers. Their
concept was to make computer screens
broadcast the serial number of the soft-
ware in use. In principle, properly
equipped vans could patrol business dis-
tricts looking for copyright infringe-
ments. In researching the broadcast
idea, Anderson and Kuhn came up with
fundamental discoveries about Tempest.

In particular, they observed that emis-
sions relating to screen content are most-
ly found in the higher bands—above 30
megahertz, in the UHF and VHF bands.
So altering those frequencies could
change the Tempest radiation.

Anderson and his colleagues have fash-
ioned a couple of prototypes that rely on
different frequency-alteration methods.
One of the lab’s prototypes, built using a
black-and-white video display capable of
monitoring and receiving Tempest radia-
tion, filters the top frequencies. As a re-
sult, the fonts become unreadable to the

eavesdropping receiver. On-screen, the
fonts look comfortably legible and nearly
normal. Filtering text requires display
software that supports grayscale repre-
sentation of fonts, but most computers
have this ability. Therefore, Anderson be-
lieves this technology could be easily built
into existing machines, although the
fonts’ interference with graphics makes it
more likely they would be included in a
security product than in, say, a general
operating system.
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I KNOW WHAT YOU TYPED LAST SUMMER:
new programs can foil electronic spies.

Researchers are going to such ex-
tremes because biologically induced cor-
rosion of metal pipes is hard to prevent.
Paint invariably wears off, and dosing
the water with biocides is costly and can
threaten the environment when re-
leased. Substituting a tougher metal
(say, stainless steel for iron) can help a
great deal but is often prohibitively ex-
pensive. So why not attack the bacteria
responsible for speeding corrosion?

The plaquelike “biofilm” that gets es-
tablished inside metal piping is largely
composed of oxygen-loving bacteria,
which themselves do little damage. “It’s
the sulfate-reducing bacteria that are
the principal  villains,” explains David
C. White, a microbial ecologist at the
University of Tennessee. These oxygen-
hating bacteria reside where the biofilm
meets the metal. As they carry out their
normal metabolic reactions, the sulfate
reducers cause the metal atoms to lose
electrons and hence to float away. This
dissolution forms small pits in the met-
al, which can grow into cracks and ulti-
mately cause a pipe to fail.

“Initially, we thought we’d put down
protozoa and have them eat the sulfate-

reducing bacteria,” explains Thomas
K. Wood, a biochemist at the Universi-
ty of Connecticut, who with James C.
Earthman of the University of Califor-
nia at Irvine pioneered the idea of using
beneficial microbes to protect pipes.
The two researchers then hit on a more
promising strategy: to have the oxygen-
loving bacteria secrete a poisonous pep-
tide molecule to destroy the sulfate re-
ducers. “The real goal here is to insert
the gene [for the peptide] into a bacteri-
um that is already thriving,” Wood
says. That capability would allow engi-
neers to take whatever harmless strain
is already living inside a particular in-
dustrial facility, modify that microbe
and then put it back so it can kill the
deleterious sulfate-reducing bacteria.

“If they could do that—the yogurt
treatment of a cooling tower—that
would be terrific,” remarks White, re-
ferring to the common home remedy of
replacing pathogenic organisms in a pa-
tient with the benign ones from yogurt.
Although a patent for the process was
filed last May, the researchers are still a
long way from demonstrating that the
scheme truly works. “We’ve only tested

in laboratory-prepared media,” Earth-
man freely admits. But with the help of
the people who manage the physical
plant on his campus, he has recently
set up a realistic arrangement for exam-
ining the effect of the engineered bacte-
ria in pipes carrying cooling water.

The test piping is isolated from the
main circulation, so Earthman has not
had to grapple with regulatory require-
ments involved in releasing genetically
engineered bacteria into the environ-
ment. Yet he and the other researchers
promoting this approach expect to face
that hurdle soon.

Even if environmental regulators al-
low these genetically engineered organ-
isms to be used in industrial facilities,
there is no guarantee that the bacteria
already living there will permit the in-
terlopers to prosper. The engineered or-
ganisms might be so much less fit than
the “wild” ones that they die off. The
researchers are well aware that bacteri-
al competition may ultimately prove to
be an insurmountable problem. None-
theless, they are optimistic. As Wood
notes, “We still think this has a fighting
chance.” —David Schneider

BEATING THE TEMPEST

Software to defeat electronic eaves-
dropping of computer monitors
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The second prototype takes advan-
tage of the display technique known as
dithering, a method of mixing extra col-
ors from a limited palette based on the
principle that if the dots that make up
the display are small enough, the hu-
man eye will perceive the mix as a solid
color. Given a monitor of today’s high
resolutions, the human eye cannot dis-
tinguish between a solid medium gray
and a pattern of black-and-white pixels
that adds up to the same gray. But the
pattern of black and white is much easi-
er for the snooping receiver to detect,
one consequence being that the com-
puter could be programmed to broad-
cast a different signal from the one that
actually appears on the screen. The
demonstration on display at Anderson’s
lab serves as a nice example, in which
the word “Oxford” on the display ap-
pears as “Cambridge” on the receiver.

Aside from stemming electronic
eavesdropping, these prototypes could
open the way to new types of security
attacks on computers, Anderson and
Kuhn suggest. A virus could be de-
signed to find and then broadcast infor-
mation stored on a machine without a
user’s knowledge. The game of spy ver-
sus spy goes on.—Wendy M. Grossman

WENDY M. GROSSMAN is a free-
lance writer based in London.
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It is a sure sign that a physical science
has reached maturity when it
yields a new kind of computer.

Charles Babbage’s brass-geared differ-
ence engine crowned 19th-century me-
chanics, ENIAC’s vacuum tubes put
atomic theory to a tough test, and mi-
crochips proved the power of early ma-
terials science. More recently, geneti-
cists have coaxed DNA to do math,
and physicists have dodged the uncer-
tainty principle to build simple quan-
tum computers.

Now it appears that chaos theory,
the scientific debutante of the 1980s,
has grown up as well. In September,
William L. Ditto of the Georgia Insti-
tute of Technology and Sudeshna Sin-
ha of the Institute of Mathematical Sci-

COMPUTING 

WITH CHAOS

In the heart of a new machine 
lies the flakiness of nature

COMPUTER SCIENCE

Copyright 1998 Scientific American, Inc.



ence in Madras, India, published the
first design for a chaotic computer.
Their novel species of machine would
exploit the very instabilities that other
kinds of computers do their utmost to
squelch.

So far the machines have been only
simulated mathematically; it will take
several months to actually build one.
Daniel J. Gauthier, a chaos researcher
at Duke University, says the design is
“very interesting” nonetheless because
chaotic machines appear able to add
and multiply numbers, handle Boolean
logic and even perform more special-
ized calculations. Together, Ditto says,
such operations provide the bare neces-
sities needed to make a general-purpose
machine. Whereas quantum computers
and DNA seem suited to only certain
problems, such as code breaking or
complex mathematics, chaotic comput-
ers might be able to do nearly every-
thing current computers do and more.

Whether they can do so better is an
open question. “Better means faster or
cheaper, and semiconductors have a
huge head start,” Gauthier points out.
But devices with a heart of chaos will
certainly be different.

They will come in many forms. The
first machines will probably be assem-
bled out of lasers or analog electronic cir-
cuits. But in principle, Ditto says, chaotic
computers could be made by connecting
a bunch of almost any devices that slip
easily into chaos—not randomness, but
cyclic behavior that cannot be predicted
very far in advance because it is so sensi-
tive to tiny perturbations. The “proces-
sors” could theoretically be something as
simple as dripping faucets.

Building a computer out of leaky spig-
ots is easier than you might think, and it
illustrates well how a chaotic computer
would work. If a faucet is very leaky, its
drips fall in a chaotic rhythm that varies
wildly depending on the water pressure.

Slightly leaky faucets, however, drip
steadily. So the tap handle can control
both the rate of dripping and whether it
is regular or chaotic.

To add three numbers—x, y and z—

simply place a funnel under three
faucets, adjust them to drip x, y and z
times a minute, respectively, and then
measure how many drops of water
leave the funnel after a minute. Boolean
logic, the foundation of all digital com-
puting, is only slightly harder. The trick
is to set the water pressure and handle
position to just the right point at which
the spigot drips exactly once per minute
if left alone but not at all if a single ex-
tra drop of water is added to the pipe
behind it. Almost all chaotic systems
will have such critical points, and chaos
theory tells you how to find them. By
arranging many faucets on a wall so
that the drips of higher taps start or
stop lower faucets leaking, one can pro-
gram with plumbing.

Of course, Ditto and his colleagues
plan to use considerably faster compo-
nents: advanced lasers that, instead of
dripping, send out femtosecond pulses,
trillions of which can fit comfortably
into one second. “Coupling them to-
gether, so that each leaks light into the
next, might allow us to perform billions
or trillions of calculations per second,”
he says, giddy at the prospect.

“We’re also working on using silicon
chips to control living neurons,” which
behave chaotically, Ditto reports. A
web of such cybercells could work on
many different parts of a problem at the
same time. “This really is a whole new
paradigm for computers,” Ditto says. 

New computing paradigms are
claimed entirely too often and too cava-
lierly. But now that chaos theory has
matured from naive science to fulsome
technology, perhaps this particular
spinster is worth a long, thoughtful
look. —W. Wayt Gibbs in San Francisco
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DRIPPING TAPS CAN COMPUTE WITH CHAOS.
Tightened just so, a spigot can act like a Boolean NOR switch, drip-
ping once per second (a). A drop in either input pipe can change the
pressure on the valve,  stopping the flow (b). NOR switches can be

connected (c) to perform any binary logic operation.
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Every year must have its wildly
overhyped computer “break-
through”; the award for 1998

clearly goes to dictation software—or,
as its promoters grandly call it, “speech-
recognition technology.” Dictation pro-
grams rival SaladShooters for the title
of all-time champion in the unwieldy-
solution-to-an-insignificant-problem
category. But this year also saw a truly
new approach to polishing computers’
conversational skills, an invention that
might just do for the telephone what the
World Wide Web did for computers.

The contrast between the two tech-
nologies is instructive. On one hand,
we have a brute-force method that, ever
since Apple first introduced voice con-
trol of its operating system in 1993, has
sucked up every last processor cycle
and bit of memory available as it at-
tempts to match your utterances to
words in its dictionary. Every year, as
computers have grown in power, pro-
grammers have added a little grammar
checking here, a touch of learning abili-
ty there—always just enough smarts to
bring your computer to its knees.

Now half a dozen competing soft-
ware packages claim to boost the
efficiency and even the creativity of
your writing by cutting out the key-
board. They are selling briskly because
they are new and because most review-
ers, awed by the sight of a computer
doing its own typing, have played
down the systems’ frequent errors as
mere stumbles on a march to greatness.

But the pundits tend to overlook three
fundamental problems that will most
likely prevent dictation software from
ever serving an audience much beyond
the small fraction of people who cannot
use keyboards. The first obstacle is high
expectations. Even those of us who have
never been privileged enough to have a
personal secretary know how dic-
tation is supposed to work. It’s
easy: you press a button, you say,
“Margie, take a letter,” and then
you talk, and Margie types. Secre-
taries understand English, so they
stick commas and periods in
(roughly) the right places. And
they don’t make inane mistakes,
such as writing “pickled pump-

kins” when you say, “Pick a number in.”
Even the best dictation programs,

however, know less about the meaning
of words than the average kindergart-
ner. They cannot punctuate, and their
errors, which are alarmingly easy to
miss when proofreading because they
are always correctly spelled, can make
you look either stupid or insane. 

A second problem is that even when
dictation software works perfectly, it
saves many keystrokes but little time.
The laborious part of writing is the
thinking and the editing, not the typing.
And proofreading the computer’s shod-
dy work can easily fritter away the few
minutes saved by automation.

Journalists have created most of the
hype surrounding dictation software,
so it makes sense to look to them for
evidence of its utility. After all, if any
large profession could get a serious pro-
ductivity boost from the speech-recog-
nition “breakthrough,” it ought to be
journalism. We reporters are constantly
writing dispatches and taking dictation,
in the form of interview notes. The abil-
ity to plug a tape recorder into the com-
puter, walk away and return to a verba-
tim transcript could shave hours, not
mere minutes, from our work.

But when I contacted several journal-
ists who had recently written glowing
reviews of dictation products, I discov-
ered that not one was using the soft-
ware in his daily writing. In my experi-
ence, even the most highly acclaimed
package—the $700 professional version
of Dragon Systems’ NaturallySpeaking
software—is paralyzed with confusion
when presented with the recorded
speech of a stranger. And that is the
third flaw of brute-force dictation: it
only recognizes voices that it has been

trained to understand. It will be many
years before that limitation will fall.

In the meantime, however, a much
simpler approach may soon have us all
talking to computers. In October, Mo-
torola unveiled a computer language
called VoxML that is designed to let
people use the Internet via telephone. It
works in a way analogous to the hyper-
text markup language (HTML) pages
on the Web. The difference is that the
information is formatted not for dis-
play by a Web browser but for a con-
versation between a user and a “voice
browser”—a program that can inter-
pret spoken commands and can speak
itself. Users will call a central voice ser-
vice provider (such as Motorola or per-
haps America Online) and talk to the
voice browser software there.

The first pilot applications of the
new technology are all fairly obvious
ones. The Weather Channel built a
VoxML site that allows callers to re-
quest forecasts for several major cities;
the company plans to extend the ser-
vice to include all the forecasts in its
database. CBS MarketWatch is serving
up stock quotes. Biztravel.com offers
flight status information.

None of that is very new: there have
long been numbers that you can call to
press one for weather, two for stock
quotes and so on. What is significant
about VoxML is not that it makes such
services less annoying by replacing “press
one” with “say ‘weather’ ” but that it
makes it relatively cheap and easy for
anyone to offer them. With just a few
days’ work, Mark J. Wladika, chief soft-
ware engineer for KnowledgeWeb, Inc.,
adapted the daily horoscope database on
his firm’s Astrology.Net Web site to work
under voice control. “I didn’t need to
know anything about speech recognition
or speech synthesis; the voice browser
does all the hard work,” he says.

How useful would it be for a driver to
pick up a cell phone, dial the Internet

and tap into the Yellow Pages to find
the nearest gas station or Italian
restaurant? For a traveler to use an
airport pay phone to check e-mail or
to pull up a sales figure from the com-
pany database? For a poor single par-
ent to call up the CIA’s World  Fact-
book to help her child with a home-
work question? A lot more useful
than a $3,000 dictation machine.

—W. Wayt Gibbs in San Francisco
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Hello, Is This the Web?
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The Evolution of Galaxy Clusters52 Scientific American December 1998

The royal Ferret of Comets was
busy tracking his prey. On the
night of April 15, 1779,

Charles Messier watched from his Paris
observatory as the Comet of 1779 slow-
ly passed between the Virgo and Coma
Berenices constellations on its long
journey through the solar system.
Messier’s renown in comet spotting had
inspired the furry moniker from King
Louis XV, but on this night he took his
place in astronomy history books for a
different reason. He noticed three fuzzy
patches that looked like comets yet did
not move from night to night; he added
them to his list of such impostors so as

not to be misled by them during his real
work, the search for comets. Later he
commented that a small region on the
Virgo-Coma border contained 13 of
the 109 stationary splotches that he,
with the aid of Pierre Mechain, eventu-
ally identified—the Messier objects well
known to amateur and professional as-
tronomers today.

As so often happens in astronomy,
Messier found something completely
different from what he was seeking. He
had discovered the first example of the
most massive things in the universe
held together by their own gravity:
clusters of galaxies. Clusters are assem-

blages of galaxies in roughly the same
way that galaxies are assemblages of
stars. On the cosmic organizational
chart, they are the vice presidents—only
one level below the universe itself. In
fact, they are more massive relative to a
human being than a human being is rel-
ative to a subatomic particle.

In many ways, clusters are the closest
that astronomers can get to studying the
universe from the outside. Because a
cluster contains stars and galaxies of ev-
ery age and type, it represents an aver-
age sample of cosmic material—includ-
ing the dark matter that choreographs
the movements of celestial objects yet

The Evolution of Galaxy  
by J. Patrick Henry, Ulrich G. Briel and Hans Böhringer
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cannot be seen by human eyes. And be-
cause a cluster is the result of gravity
acting on immense scales, its structure
and evolution are tied to the structure
and evolution of the universe itself.
Thus, the study of clusters offers clues

to three of the most fundamental issues
in cosmology: the composition, organi-
zation and ultimate fate of the universe.

A few years after Messier’s observa-
tions in Paris, William Herschel and his
sister, Caroline, began to examine the
Messier objects from their garden in Eng-
land. Intrigued, they decided to search
for others. Using substantially better
telescopes than their French predecessor
had, they found more than 2,000 fuzzy
spots—including 300 in the Virgo cluster
alone. Both William and his son, John,
noticed the lumpy arrangement of these
objects on the sky. What organized these
objects (which we now know to be gal-
axies) into the patterns they saw?

A second question emerged in the
mid-1930s, when astronomers Fritz
Zwicky and Sinclair Smith measured
the speeds of galaxies in the Virgo clus-
ter and in a slightly more distant cluster
in Coma. Just as the planets orbit about
the center of mass of the solar system,
galaxies orbit about the center of mass
of their cluster. But the galaxies were
orbiting so fast that their collective
mass could not provide enough gravity
to hold them all together. The clusters
had to be nearly 100 times as heavy as
the visible galaxies, or else the galaxies
would have torn out of the clusters
long ago. The inescapable conclusion
was that the clusters were mostly made
of unseen, or “dark,” matter. But what
was this matter?

These two mysteries—the uneven dis-
tribution of galaxies in space and the
unknown nature of dark matter—con-
tinue to confound astronomers. The
former became especially puzzling after
the discovery in the mid-1960s of the
cosmic microwave background radia-
tion. The radiation, a snapshot of the
universe after the big bang and before
the formation of stars and galaxies, is
almost perfectly smooth. Its tiny imper-
fections somehow grew to the struc-
tures that exist today, but the process is
still not clear [see “Very Large Structures
in the Universe,” by Jack O. Burns; Sci-
entific American, July 1986]. As for

dark matter, astronomers have learned
a bit more about it since the days of
Zwicky. But they are still in the uncom-
fortable position of not knowing what
most of the universe is made of [see
“Dark Matter in the Universe,” by
Lawrence M. Krauss; Scientific Amer-
ican, December 1986].

Light from Dark Matter

Impelled by these mysteries, the pace
of discovery in the study of clusters

has accelerated over the past 40 years.
Astronomers now know of some 10,000
of them. American astronomer George
Abell compiled the first large list in the
early 1950s, based on photographs of
the entire northern sky taken at Palomar
Observatory in California. By the 1970s
astronomers felt they at least understood
the basic properties of clusters: They
consisted of speeding galaxies bound to-
gether by huge amounts of dark matter.
They were stable and immutable objects.

Then came 1970. In that year a new
satellite, named Uhuru (“freedom” in
Swahili) in honor of its launch from
Kenya, began observing a form of radi-
ation hitherto nearly inaccessible to as-
tronomers: x-rays. Edwin M. Kellogg,
Herbert Gursky and their colleagues at
American Science and Engineering, a
small company in Massachusetts, point-
ed Uhuru at the Virgo and Coma clus-
ters. They found that the clusters consist
not only of galaxies but also of huge
amounts of gas threading the space be-
tween the galaxies. The gas is too tenu-
ous to be seen in visible light, but it is so
hot—more than 25 million degrees Cel-
sius—that it pours out x-rays.

In short, astronomers had found
some of the dark matter—20 percent of
it by mass. Although the gas is not
enough to solve the dark matter mys-
tery completely, it does account for
more mass than all the galaxies put to-
gether. In a way, the term “clusters of
galaxies” is inaccurate. These objects
are balls of gas in which galaxies are
embedded like seeds in a watermelon
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The most massive objects in the universe are
huge clusters of galaxies and gas that have

slowly congregated over billions of years. The
process of agglomeration may now be ending

Clusters

TWO BRIGHT GALAXIES in the Coma
cluster, one elliptical (top left) and the other
spiral (top right), appear in this composite
Hubble Space Telescope image taken in
1994. The Coma cluster, located some 300
million light-years away, was one of the first
galaxy clusters identified by astronomers.
Most of the other splotches in the image are
galaxies at even greater distances.
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[see “Rich Clusters of Galaxies,” by
Paul Gorenstein and Wallace Tucker;
Scientific American, November 1978].

Since the early 1970s, the x-ray emis-
sion has been scrutinized by other satel-
lites, such as the Einstein X-Ray Obser-
vatory, the Roentgen Satellite (ROSAT)
and the Advanced Satellite for Cosmol-
ogy and Astrophysics (ASCA). Our own
research mainly uses ROSAT. The first
x-ray telescope to record images of the
entire sky, ROSAT is well suited for ob-
servations of large diffuse objects such
as clusters and is now engaged in mak-
ing detailed images of these regions.
With this new technology, astronomers
have extended the discoveries of Mes-
sier, Zwicky and the other pioneers.

When viewed in x-rays, the Coma
cluster has a mostly regular shape with
a few lumps [see left illustration on page
56]. These lumps appear to be groups
of galaxies—that is, miniature clusters.

One lump to the southwest is moving
into the main body of the cluster, where
other lumps already reside. Virgo, by
comparison, has an amorphous shape.
Although it has regions of extra x-ray
emission, these bright spots are coming
from some of the Messier galaxies rath-
er than from clumps of gas [see right il-
lustration on page 56]. Only the core
region in the northern part of Virgo has
a nearly symmetrical structure.

Such x-ray images have led astrono-
mers to conclude that clusters form from
the merger of groups. The lumps in the
main body of the Coma cluster presum-
ably represent groups that have already
been drawn in but have not yet been
fully assimilated. Virgo seems to be in
an even earlier stage of formation. It is
still pulling in surrounding material and,
at the current rate of progress, will look
like Coma after a few billion years. This
dynamic view of clusters gobbling up

and digesting nearby matter is in stark
contrast to the static view that astron-
omers held just a few years ago.

Taking Their Temperature

Ever since astronomers obtained the
first good x-ray images in the early

1980s, they have wanted to measure
the variation of gas temperature across
clusters. But making these measurements
is substantially more difficult than mak-
ing images, because it requires an anal-
ysis of the x-ray spectrum for each point
in the cluster. Only in 1994 did the first
temperature maps appear.

The maps have proved that the for-
mation of clusters is a violent process.
Images of the cluster Abell 2256, for
example, show that x-ray emission has
not one but rather two peaks. The
western peak is slightly flattened, sug-
gesting that a group slamming into the
main cluster has swept up material just
as a snowplow does. A temperature
map supports this interpretation [see il-
lustration on opposite page]. The west-
ern peak, it turns out, is comparatively
cool; its temperature is characteristic of
the gas in a group of galaxies. Because
groups are smaller than clusters, the
gravitational forces within them are
weaker; therefore, the speed of the gas
molecules within them—that is, their
temperature—is lower. A typical group
is 50 trillion times as massive as the sun
and has a temperature of 10 million de-
grees C. By comparison, a typical clus-
ter weighs 1,000 trillion suns and regis-
ters a temperature of 75 million degrees
C; the heaviest known cluster is five
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ABSORPTION OF GALAXY GROUP allows a cluster to grow to
colossal size. Pulled in by gravity, the group slams into the cluster,
pushing gas out the sides. The galaxies themselves pass through the

cluster, their progress unimpeded by the tenuous gas. Eventually
the galaxies and gas mix together, forming a unified cluster that
continues to draw in other groups until no more are to be found.
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COMA CLUSTER looks different in visible light (left) and in x-rays (right). In visible
light, it appears to be just an assemblage of galaxies. But in x-rays, it is a gargantuan
ball of hot gas some five million light-years across.
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times as massive and nearly three times
as hot.

Two hot regions in Abell 2256 ap-
pear along a line perpendicular to the
presumed motion of the group. The heat
seems to be generated as snowplowed
material squirts out the sides and smash-
es into the gas of the main cluster. In
fact, these observations match comput-
er simulations of merging groups. The
group should penetrate to the center of
the cluster in several hundred million
years. Thus, Abell 2256 is still in the
early stages of the merger.

The late stages of a merger are appar-
ent in another cluster, Abell 754. This
cluster has two distinguishing features.
First, optical photographs show that its
galaxies reside in two clumps. Second, x-
ray observations reveal a bar-shaped fea-
ture from which the hot cluster gas fans
out. One of the galaxy clumps is in the
bar region, and the other is at the edge of
the high-temperature region to the west.

Theorists can explain this structure
with an analogy. Imagine throwing a
water balloon, which also contains some
pebbles, into a swimming pool. The bal-
loon represents the merging group: the
water is gas, and the pebbles are galax-
ies. The swimming pool is the main
cluster. When the balloon hits the water
in the pool, it ruptures. Its own water
stays at the surface and mixes very slow-
ly, but the pebbles can travel to the oth-
er side of the pool. A similar process ap-
parently took place in Abell 754. The
gas from the merging group was sud-
denly stopped by the gas of the cluster,
while the group galaxies passed right
through the cluster to its far edge.

A third cluster, Abell 1795, shows
what a cluster looks like billions of years
after a merger. The outline of this clus-
ter is perfectly smooth, and its tempera-
ture is nearly uniform, indicating that
the cluster has assimilated all its groups
and settled into equilibrium. The excep-
tion is the cool region at the very center.
The lower temperatures occur because
gas at the center is dense, and dense gas
emits x-rays more efficiently than tenu-
ous gas. If left undisturbed for two or
three billion years, dense gas can radi-
ate away much of its original energy,
thereby cooling down.

As the gas cools, substantial amounts
of lukewarm material build up—enough
for a whole new galaxy. So where has
all this material gone? Despite exhaus-
tive searches, astronomers have yet to
locate conclusively any pockets of tepid
gas. That the cluster gas is now losing
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The third cluster, Abell 1795, has gone several billion years since its last meal. Both its
x-ray brightness and gas temperature are symmetrical. At the core of the cluster is a
cool spot, a region of dense gas that has radiated away much of its heat.

The second cluster, Abell 754, is several hundred million years further along in its di-
gestion of a galaxy group. The hapless group probably entered from the southeast, be-
cause the cluster is elongated in that direction. The galaxies of the group have separat-
ed from their gas and passed through the cluster.
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CLUSTER 2256
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THREE GALAXY CLUSTERS are at different stages in their evolution, as shown in these
x-ray images (left column) and temperature maps (right column). The first cluster, Abell
2256, is busily swallowing a small group of galaxies, which is identified by its relatively low
temperature. On the map red is comparatively cool, orange intermediate and yellow hot.
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heat is obvious from the temperature
maps. Perhaps the heat loss started only
fairly recently, or perhaps the collision
of galaxy groups prevents cool gas from
collecting in one spot. These so-called
cooling flows remain yet another un-
solved mystery.

Bottoms Up

The sequence represented by these
three Abell clusters is probably un-

dergone by every cluster as it grows.
Galaxy groups occasionally join the
cluster; with each, the cluster gains hot
gas, bright galaxies and dark matter. The
extra mass creates stronger gravitational
forces, which heat the gas and accelerate
the galaxies. Most astronomers believe
that almost all cosmic structures ag-
glomerated in this bottom-up way. Star
clusters merged to form galaxies, which
in turn merged to form groups of galax-
ies, which are now merging to form clus-
ters of galaxies. In the future it will be
the clusters’ turn to merge to form still
larger structures. There is, however, a
limit set by the expansion of the uni-
verse. Eventually, clusters will be too far
apart to merge. Indeed, the cosmos may
be approaching this point already.

By cosmological standards, all the
above-mentioned clusters (Coma, Vir-
go, and Abell 2256, 754 and 1795) are

nearby objects. Astronomers’ efforts to
understand their growth are analogous
to understanding human growth from
a single photograph of a crowd of peo-
ple. With a little care, you could sort the
people in the picture into the proper age
sequence. You could then deduce that
as people age, they generally get taller,
among other visible changes.

You could also study human growth
by examining a set of photographs, each

containing only people of a certain age—

for example, class pictures from grade
school, high school and college. Similarly,
astronomers can observe clusters at ever
increasing distances, which correspond
to ever earlier times. On average, the
clusters in a more distant sample are
younger than those in a nearby one.
Therefore, researchers can piece together
“class photos” of clusters of different
ages. The advantage of this approach is
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Ever since the big bang, the universe has been expanding.
All objects not bound to one another by gravity or some

other force are being pulled apart. But will the cosmic expan-
sion continue forever, or will the gravity of all the matter in the
universe be sufficient to halt it? Traditional attempts to answer
the question have foundered because they require a careful
census of the total amount of matter in the universe—and that
is difficult, because most of it is invisible dark matter.

Now there is a new ap-
proach made possible by
studying the evolution of
galaxy clusters. Over time,
clusters grow as they ac-
crete matter, until the mat-
ter within their gravitational
reach is exhausted. The
more matter there is, the
faster and bigger they can
grow (right). If the universe
has enough matter to come
to a halt, then fewer than 10
percent of the massive clus-
ters that exist today were 
in place four billion years

ago—and new clusters should still be forming and growing to-
day. But if the universe has only one quarter of the matter
needed to stop its expansion, then all the massive clusters
were in place four billion years ago—and no further growth
has taken place since then.

The observed cluster evolution rate favors the latter scenario:
because galaxy clusters have essentially stopped growing, there
must be comparatively little matter in the universe. Therefore,

the cosmos will expand for-
ever (unless there exists ma-
terial with exotic physical
properties, such as a gravita-
tional repulsion that varies
with time). Other recent
measurements of cosmic
expansion, using distant su-
pernovae and other mark-
ers, agree. Although the
case is not closed, several
independent pieces of evi-
dence now make it more
likely that astronomers do
know the ultimate fate of
the cosmos. —J.P.H.
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From Cluster Evolution to Cosmic Evolution

X-RAY IMAGES of Coma (left) and Virgo (right) clusters show the hot intergalactic
gas that dominates the luminous part of these structures. The gas in Coma has a more
regular shape than that in Virgo, suggesting that the cluster has reached a more ad-
vanced stage of formation. Both clusters are surrounded by infalling material.
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that it lets astronomers work with a
whole sample of clusters, rather than just
a few individual clusters. The disadvan-
tage is that the younger objects are too
far away to study in detail; only their
average properties can be discerned.

One of us (Henry) applied this meth-
od to observations from the ASCA x-
ray satellite. He found that
distant, younger clusters are
cooler than nearby, older
ones. Such a temperature
change shows that clusters
become hotter and hence
more massive over time—fur-
ther proof of the bottom-up
model. From these observa-
tions researchers have esti-
mated the average rate of
cluster evolution in the uni-
verse. The rate, which is re-
lated to the overall evolution
of the universe and to the na-
ture of the dark matter, im-
plies that the universe will ex-
pand forever [see box on op-
posite page].

New x-ray observations
may shed light on the remain-
ing dark matter in clusters.
By the end of 2000 there will
be three advanced x-ray ob-
servatories in orbit: the Ad-
vanced X-Ray Astrophysics
Facility from the U.S., the X-
ray Multi-mirror Mission
from Europe and ASTRO-E
from Japan.

In the meantime, observa-
tions of another form of ra-
diation, known as extreme
ultraviolet light, are yielding mysteries
of their own. The extreme ultraviolet
has an energy that is only slightly lower
than that of x-rays. It is heavily ab-
sorbed by material in our galaxy, so as-
tronomers assumed that most clusters
are not visible in this wavelength band.
But recently Richard Lieu of the Uni-

versity of Alabama at Huntsville, C.
Stuart Bowyer of the University of Cali-
fornia at Berkeley and their colleagues
studied five clusters using the sensitive
Extreme Ultraviolet Explorer satellite.

These clusters, they discovered, shine
brightly in the extreme ultraviolet. In
some ways, this discovery was as unex-

pected as the first detection of x-rays
from clusters in the early 1970s. Al-
though some of the radiation comes
from the same gas that generates the x-
rays, there appears to be an additional
source in at least some of the clusters.
This finding is very new and has not yet
been explained. Perhaps astronomers are

seeing another component of the clusters’
dark matter for the first time. The up-
coming x-ray facilities may identify this
new component.

Those of us involved in this work feel a
special bond with Charles Messier as he
strained to glimpse those faint patches of
light in Virgo, not knowing their true sig-

nificance. As advanced as our technology
has become, we still strain to understand
these clusters. We feel a bond with future
observers as well, for science advances in
a continuous process of small incre-
ments. We have been helped by those
who preceded us; we share our new un-
derstanding with those who follow.
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In the summer of 1995 the birth of two lambs
at my institution, the Roslin Institute near
Edinburgh in Midlothian, Scotland, heralded

what many scientists believe will be a period of rev-
olutionary opportunities in biology and medicine.
Megan and Morag, both carried to term by a surro-
gate mother, were not produced from the union of
a sperm and an egg. Rather their genetic material
came from cultured cells originally derived from a
nine-day-old embryo. That made Megan and
Morag genetic copies, or clones, of the embryo.

Before the arrival of the lambs, researchers had
already learned how to produce sheep, cattle and
other animals by genetically copying cells pains-
takingly isolated from early-stage embryos. Our
work promised to make cloning vastly more practical, be-
cause cultured cells are relatively easy to work with. Megan
and Morag proved that even though such cells are partially
specialized, or differentiated, they can be genetically repro-
grammed to function like those in an early embryo. Most bi-
ologists had believed that this would be impossible.

We went on to clone animals from cultured cells taken from
a 26-day-old fetus and from a mature ewe. The ewe’s cells
gave rise to Dolly, the first mammal to be cloned from an
adult. Our announcement of Dolly’s birth in February 1997
attracted enormous press interest, perhaps because Dolly
drew attention to the theoretical possibility of cloning hu-
mans. This is an outcome I hope never comes to pass. But the
ability to make clones from cultured cells derived from easily
obtained tissue should bring numerous practical benefits in
animal husbandry and medical science, as well as answer
critical biological questions.

How to Clone

Cloning is based on nuclear transfer, the same technique
scientists have used for some years to copy animals from

embryonic cells. Nuclear transfer involves the use of two
cells. The recipient cell is normally an unfertilized egg taken
from an animal soon after ovulation. Such eggs are poised to
begin developing once they are appropriately stimulated. The
donor cell is the one to be copied. A researcher working un-
der a high-power microscope holds the recipient egg cell by

suction on the end of a fine pipette and uses an
extremely fine micropipette to suck out the
chromosomes, sausage-shaped bodies that in-
corporate the cell’s DNA. (At this stage, chro-
mosomes are not enclosed in a distinct nucleus.)
Then, typically, the donor cell, complete with its
nucleus, is fused with the recipient egg. Some
fused cells start to develop like a normal em-
bryo and produce offspring if implanted into
the uterus of a surrogate mother.

In our experiments with cultured cells, we
took special measures to make the donor and
recipient cells compatible. In particular, we tried to coordi-
nate the cycles of duplication of DNA and those of the pro-
duction of messenger RNA, a molecule that is copied from
DNA and guides the manufacture of proteins. We chose to
use donor cells whose DNA was not being duplicated at the
time of the transfer [see box on page 60]. To arrange this, we
worked with cells that we forced to become quiescent by re-
ducing the concentration of nutrients in their culture medi-
um. In addition, we delivered pulses of electric current to the
egg after the transfer, to encourage the cells to fuse and to
mimic the stimulation normally provided by a sperm.

After the birth of Megan and Morag demonstrated that we
could produce viable offspring from embryo-derived cul-
tures, we filed for patents and started experiments to see
whether offspring could be produced from more completely
differentiated cultured cells. Working in collaboration with
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PPL Therapeutics, also near Edin-
burgh, we tested fetal fibroblasts
(common cells found in connec-
tive tissue) and cells taken from
the udder of a ewe that was three
and a half months pregnant. We
selected a pregnant adult because
mammary cells grow vigorously at this stage of pregnancy,
indicating that they might do well in culture. Moreover, they
have stable chromosomes, suggesting that they retain all their
genetic information. The successful cloning of Dolly from the
mammary-derived culture and of other lambs from the cul-
tured fibroblasts showed that the Roslin protocol was robust
and repeatable.

All the cloned offspring in our experiments looked, as ex-

pected, like the breed of sheep
that donated the originating nu-
cleus, rather than like their surro-
gate mothers or the egg donors.
Genetic tests prove beyond doubt
that Dolly is indeed a clone of an
adult. It is most likely that she

was derived from a fully differentiated mammary cell, al-
though it is impossible to be certain because the culture also
contained some less differentiated cells found in small num-
bers in the mammary gland. Other laboratories have since
used an essentially similar technique to create healthy clones
of cattle and mice from cultured cells, including ones from
nonpregnant animals.

Although cloning by nuclear transfer is repeatable, it has
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MEGAN AND MORAG
(above) were the first mammals cloned from 

cultured cells. That basic technique has allowed 
the creation of cloned sheep carrying human

genes. Such animals produce milk that can 
be collected and processed (left) to yield 

therapeutic human proteins.
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limitations. Some cloned cattle and sheep are unusually large,
but this effect has also been seen when embryos are simply
cultured before gestation. Perhaps more important, nuclear
transfer is not yet efficient. John B. Gurdon, now at the Uni-
versity of Cambridge, found in nuclear-transfer experiments
with frogs almost 30 years ago that the number of embryos
surviving to become tadpoles was smaller when donor cells
were taken from animals at a more advanced developmental
stage. Our first results with mammals showed a similar pat-
tern. All the cloning studies described so far show a consis-
tent pattern of deaths during embryonic and fetal develop-
ment, with laboratories reporting only 1 to 2 percent of em-
bryos surviving to become live offspring. Sadly, even some
clones that survive through birth die shortly afterward.

Clones with a Difference

The cause of these losses remains unknown, but it may re-
flect the complexity of the genetic reprogramming need-

ed if a healthy offspring is to be born. If even one gene inap-
propriately expresses or fails to express a crucial protein at a
sensitive point, the result might be fatal. Yet reprogramming
might involve regulating thousands of genes in a process that

could involve some randomness. Technical improvements,
such as the use of different donor cells, might reduce the toll. 

The ability to produce offspring from cultured cells opens
up relatively easy ways to make genetically modified, or
transgenic, animals. Such animals are important for research
and can produce medically valuable human proteins.

The standard technique for making transgenic animals is
painfully slow and inefficient. It entails microinjecting a ge-
netic construct—a DNA sequence incorporating a desired
gene—into a large number of fertilized eggs. A few of them
take up the introduced DNA so that the resulting offspring
express it. These animals are then bred to pass on the con-
struct [see “Transgenic Livestock as Drug Factories,” by Wil-
liam H. Velander, Henryk Lubon and William N. Drohan;
Scientific American, January 1997].

In contrast, a simple chemical treatment can persuade cul-
tured cells to take up a DNA construct. If these cells are then
used as donors for nuclear transfer, the resulting cloned off-
spring will all carry the construct. The Roslin Institute and
PPL Therapeutics have already used this approach to pro-
duce transgenic animals more efficiently than is possible with
microinjection.

We have incorporated into sheep the gene for human fac-

All the cells that we used as donors for our nuclear-transfer 
experiments were quiescent—that is, they were not mak-

ing messenger RNA. Most cells spend much of their life cycle
copying DNA sequences into messenger RNA, which guides the
production of proteins. We chose to experiment with quiescent
cells because they are easy to maintain for days in a uniform
state. But Keith H. S. Campbell of our team recognized that they
might be particularly suitable for cloning. 

He conjectured that for a nuclear transfer to be successful, the
natural production of RNA in the donor nucleus must first be in-
hibited. The reason is that cells in a very early stage embryo are

controlled by proteins and RNA made in the precursor of the par-
ent egg cell. Only about three days after fertilization does the em-
bryo start making its own RNA. Because an egg cell’s own chro-
mosomes would normally not be making RNA, nuclei from qui-
escent cells may have a better chance of developing after transfer.

A related possibility is that the chromosomes in quiescent nu-
clei may be in an especially favorable physical state. We think
regulatory molecules in the recipient egg act on the transferred
nucleus to reprogram it. Although we do not know what these
molecules are, the chromosomes of a quiescent cell may be
more accessible to them. —I.W.

Is Quiescence the Key to Cloning?
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tor IX, a blood-clotting protein
used to treat hemophilia B. In
this experiment we transferred
an antibiotic-resistance gene to
the donor cells along with the
factor IX gene, so that by add-
ing a toxic dose of the antibiot-
ic neomycin to the culture, we
could kill cells that had failed
to take up the added DNA. Yet
despite this genetic disruption,
the proportion of embryos that
developed to term after nuclear
transfer was in line with our
previous results.

The first transgenic sheep pro-
duced this way, Polly, was born
in the summer of 1997. Polly
and other transgenic clones se-
crete the human protein in their
milk. These observations sug-
gest that once techniques for
the retrieval of egg cells in dif-
ferent species have been per-
fected, cloning will make it pos-
sible to introduce precise genetic
changes into any mammal and
to create multiple individuals
bearing the alteration.

Cultures of mammary gland cells might have a particular
advantage as donor material. Until recently, the only practi-
cal way to assess whether a DNA construct would cause a
protein to be secreted in milk was to transfer it into female
mice, then test their milk. It should be possible, however, to
test mammary cells in culture directly. That will speed up the
process of finding good constructs and cells that have incor-
porated them so as to give efficient secretion of the protein.

Cloning offers many other possibilities. One is the genera-
tion of genetically modified animal organs that are suitable
for transplantation into humans. At present, thousands of
patients die every year before a replacement heart, liver or
kidney becomes available. A normal pig organ would be rap-

idly destroyed by a “hyper-
acute” immune reaction if
transplanted into a human. This
reaction is triggered by proteins
on the pig cells that have been
modified by an enzyme called
alpha-galactosyl transferase. It
stands to reason, then, that an
organ from a pig that has been
genetically altered so that it
lacks this enzyme might be well
tolerated if doctors gave the re-
cipient drugs to suppress other,
less extreme immune reactions.

Another promising area is the
rapid production of large ani-
mals carrying genetic defects
that mimic human illnesses,
such as cystic fibrosis. Although
mice have provided some infor-
mation, mice and humans have
very different genes for cystic
fibrosis. Sheep are expected to
be more valuable for research
into this condition, because
their lungs resemble those of hu-
mans. Moreover, because sheep
live for years, scientists can

evaluate their long-term responses to treatments.
Creating animals with genetic defects raises challenging

ethical questions. But it seems clear that society does in the
main support research on animals, provided that the illnesses
being studied are serious ones and that efforts are made to
avoid unnecessary suffering.

The power to make animals with a precisely engineered ge-
netic constitution could also be employed more directly in cell-
based therapies for important illnesses, including Parkinson’s
disease, diabetes and muscular dystrophy. None of these con-
ditions currently has any fully effective treatment. In each,
some pathological process damages specific cell populations,
which are unable to repair or replace themselves. Several nov-
el approaches are now being explored that would provide

DOLLY 
(right) shot to worldwide fame in 1997 as the first mam-
mal cloned from an adult’s cells. Now mature, Dolly has
given birth to a healthy lamb, Bonnie (left), the product

of a normal mating and gestation.
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new cells—ones taken from the patient and cultured, donated
by other humans or taken from animals.

To be useful, transferred cells must be incapable of trans-
mitting new disease and must match the patient’s physiologi-
cal need closely. Any immune response they produce must be
manageable. Cloned animals with precise genetic modifica-
tions that minimize the human immune response might con-
stitute a plentiful supply of suitable cells. Animals might even
produce cells with special properties, although any modifica-
tions would risk a stronger immune reaction.

Cloning could also be a way to produce herds of cattle that
lack the prion protein gene. This gene makes cattle suscepti-
ble to infection with prions, agents that cause bovine spongi-
form encephalitis (BSE), or mad cow disease. Because many
medicines contain gelatin or other products derived from cat-
tle, health officials are concerned that prions from infected
animals could infect patients. Cloning could create herds
that, lacking the prion protein gene, would be a source of in-
gredients for certifiable prion-free medicines.

The technique might in addition curtail the transmission of
genetic disease. Many scientists are now working on thera-
pies that would supplement or replace defective genes in cells,
but even successfully treated patients will still pass on defec-
tive genes to their offspring. If a couple was willing to pro-

duce an embryo that could be treated by advanced forms of
gene therapy, nuclei from modified embryonic cells could be
transferred to eggs to create children who would be entirely
free of a given disease.

Some of the most ambitious medical projects now being
considered envision the production of universal human
donor cells. Scientists know how to isolate from very early
mouse embryos undifferentiated stem cells, which can con-
tribute to all the different tissues of the adult. Equivalent cells
can be obtained for some other species, and humans are
probably no exception. Scientists are learning how to differ-
entiate stem cells in culture, so it may be possible to manu-
facture cells to repair or replace tissue damaged by illness.

Making Human Stem Cells

Stem cells matched to an individual patient could be made
by creating an embryo by nuclear transfer just for that

purpose, using one of the patient’s cells as the donor and a
human egg as the recipient. The embryo would be allowed to
develop only to the stage needed to separate and culture stem
cells from it. At that point, an embryo has only a few hundred
cells, and they have not started to differentiate. In particular,
the nervous system has not begun to develop, so the embryo
has no means of feeling pain or sensing the environment. Em-
bryo-derived cells might be used to treat a variety of serious
diseases caused by damage to cells, perhaps including AIDS
as well as Parkinson’s, muscular dystrophy and diabetes.

Scenarios that involve growing human embryos for their
cells are deeply disturbing to some people, because embryos
have the potential to become people. The views of those who
consider life sacred from conception should be respected, but
I suggest a contrasting view. The embryo is a cluster of cells
that does not become a sentient being until much later in de-
velopment, so it is not yet a person. In the U.K., the Human
Genetics Advisory Commission has initiated a major public
consultation to assess attitudes toward this use of cloning.

Creating an embryo to treat a specific patient is likely to be
an expensive proposition, so it might be more practical to es-
tablish permanent, stable human embryonic stem-cell lines
from cloned embryos. Cells could then be differentiated as
needed. Implanted cells derived this way would not be genet-
ically perfect matches, but the immune reaction would prob-
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Now, Cloned Mice

Recently Ryuzo Yanagimachi of the University of Hawaii at
Honolulu and his colleagues successfully cloned mice by

transferring donor nuclei—
not whole cells—into eggs.
The group took nuclei from
cells called cumulus cells,
which surround the ovary.
These cells are naturally qui-
escent. So far we believe
that no one has shown
that offspring can be
produced from differen-
tiated cells that are not
quiescent.                —I.W.
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ably be controllable. In the longer term, scientists might be
able to develop methods for manufacturing genetically
matched stem cells for a patient by “dedifferentiating” them
directly, without having to utilize an embryo to do it.

Several commentators and scientists have suggested that it
might in some cases be ethically
acceptable to clone existing peo-
ple. One scenario envisages gen-
erating a replacement for a dy-
ing relative. All such possibili-
ties, however, raise the concern
that the clone would be treated
as less than a complete individ-
ual, because he or she would
likely be subjected to limitations
and expectations based on the
family’s knowledge of the genet-
ic “twin.” Those expectations
might be false, because human
personality is only partly deter-
mined by genes. The clone of
an extrovert could have a quite
different demeanor. Clones of
athletes, movie stars, entre-
preneurs or scientists might well
choose different careers because
of chance events in early life.

Some pontificators have also

put forward the notion that couples in which one member is
infertile might choose to make a copy of one or the other
partner. But society ought to be concerned that a couple might
not treat naturally a child who is a copy of just one of them.
Because other methods are available for the treatment of all

known types of infertility, con-
ventional therapeutic avenues
seem more appropriate. None
of the suggested uses of cloning
for making copies of existing
people is ethically acceptable to
my way of thinking, because
they are not in the interests of
the resulting child. It should go
without saying that I strongly
oppose allowing cloned human
embryos to develop so that they
can be tissue donors.

It nonetheless seems clear that
cloning from cultured cells will
offer important medical opportu-
nities. Predictions about new
technologies are often wrong: so-
cietal attitudes change; unexpect-
ed developments occur. Time will
tell. But biomedical researchers
probing the potential of cloning
now have a full agenda.
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POLLY 
(left) is a transgenic clone of a poll Dorset sheep. A

gene for a human protein, factor IX, was added to the
cell that provided the lamb’s genetic heritage, so Polly
has the human gene. The ewe that carried Polly (right)

is a Scottish blackface.
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The construction of extremely
bright sources of x-rays has
been one of the great—and in-

frequently told—success stories of sci-
ence and technology over the past few
decades. These facilities, based on evac-
uated, circular tubes several hundred
meters in diameter, carry electrons at
nearly the speed of light, giving off bril-
liant bursts of radiation that enable ex-
perimenters to examine matter on a
scale measured in atoms. Using this ex-
traordinary light, scientists have gained
invaluable insights into diverse objects
and phenomena, including the structure

of molecules, advanced semiconductors
and magnetic materials, and the details
of complex chemical reactions.

Such scientific achievements have been
made possible by equally impressive en-
gineering advances. Using the brightness
of these x-ray sources as a yardstick,
their rate of improvement since the early
1960s is matched by few other technol-
ogies. For example, the increase in comp-
utational speed available with the high-
est-performance computers is often cited
as an example of the rapid pace of infor-
mation-age progress. Yet the increase
in brightness of the x-ray sources over

the same period has occurred far faster.
The latest devices, examples of which

have come on line over the past five
years in various countries, are nearly
100 times brighter than anything built
in the previous generation. In fact, these

Making 
Ultrabright X-rays

Radiation a billion times brighter than the sun’s is illuminating 

a host of scientific and technical phenomena

by Massimo Altarelli, Fred Schlachter and Jane Cross
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DIFFRACTION IMAGE shows how a
brief pulse of extremely bright x-radia-
tion was scattered as it went through a
sample of myoglobin, a molecule found
in muscle tissue responsible for the up-
take and storage of oxygen. This image
shows both the spots of diffracted radia-
tion and also a plot of the intensity of just
those spots that lay along the horizontal
line at the center of the pattern.
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EXPERIMENTAL
STATION

LINEAR
ACCELERATOR

ELECTRON
GUN

MAGNETS

FOCUSING
MAGNETS

BEND
MAGNETS

BOOSTER RING

ELECTRON BEAM

ELECTRON BEAM

X-RAY 
BEAMLINE

UNDULATOR

new sources are producing radiation a
billion times brighter than that from the
sun [see box on page 72]. Eight of these
facilities are now operating, and another
two are to begin operating in the near fu-
ture [see table on page 69]. In addition,
there are about 40 previous-generation
sources operating around the world.

Fueling this surge in construction of
new sources, despite price tags in the
range of $100 million to $1 billion per
site, is the promise of the most intimate

look yet at the structure, composition
and chemical bonding of crystals and
molecules, in materials ranging from
semiconductors to proteins.

Succinctly put, the astounding bright-
ness of these devices means that their x-
rays come from a source with an ex-
tremely small cross-sectional area and
that they shine in a very narrow cone.
The x-rays come from electrons travel-
ing in a bunch with a diameter about
the same as that of a human hair. The

x-ray beams those electrons emit also
have a small cross section and low an-
gular divergence, which allows the radi-
ation to remain concentrated. To have
high brightness, a beam must also have
high spectral intensity, meaning that it
is made up of an extraordinarily large
number of photons per unit of time in a
given range of wavelengths.

Brilliant x-ray beams are essential for
many important classes of experiments,
because in some situations the greater
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STORAGE RING enables a current of electrons to circulate at
nearly the speed of light for many hours. Electrons created in an
electron gun are accelerated to nearly the speed of light by a lin-
ear accelerator. From there, they go into a small synchrotron, or
booster ring, that increases the electrons’ energy. Finally, the par-
ticles are injected into the storage ring, where they go around in
hair-thin bunches, each of which causes a pulse of superbright
electromagnetic radiation as it travels through any of the curved
parts of the orbit. The main elements of the storage ring that
control the circulating electron beam are magnets (blue) in an

arrangement called a lattice. The focusing magnets (detail at
lower left) keep the electrons in thin, concentrated bunches; the
other magnets in the lattice bend the path of the electrons into a
curve, causing radiation to be emitted. Radiation also comes
from specially designed magnetic devices called undulators (yel-
low), which are installed in straight sections of the ring. Some of
the radiation from the bend magnets, and most or all of the
emissions from the undulators, leaves the ring through tangen-
tial ports into beamlines that allow the radiation to pass to ex-
perimental stations located around the ring (gray circles).
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the brightness, the smaller the objects
that can be usefully probed. In addi-
tion, the brighter a source is, the nar-
rower the range of wavelengths that can
be selected in practice. Such fine selec-
tivity is useful, for example, to excite a
molecule that absorbs strongly at one
resonant frequency.

Besides having desirable characteris-
tics, the radiation from these facilities,
which are more precisely known as stor-
age rings, spans the wavelengths and en-
ergies needed to examine the atomic and
electronic structure of matter. These two
physical attributes determine nearly all
of a material’s key properties, such as its
strength, magnetism and chemical reac-
tivity, as well as its conduction of heat
and electricity. The latest generation of
x-ray sources is helping to advance our
understanding of such important sub-
jects as the malaria parasite, optical in-
terferometry, catalysis and the manipu-
lation of matter on an atomic scale.

Synchrotrons and Storage Rings

For roughly a century, scientists have
known that charged particles give

off electromagnetic radiation whenever
they accelerate, decelerate or change di-
rection. Thus, particles moving in a cir-
cle—even at constant speed—are accel-
erating and so emit radiation continu-
ously as they follow the curved orbit.
This radiation is known as synchrotron
radiation because it was first observed
about 50 years ago in an electron syn-

chrotron, a kind of particle accelerator.
Synchrotron radiation in fact occurs in
nature, as in the Crab Nebula, which
emits x-rays by the acceleration, in strong
magnetic fields, of electrons whose speed
approaches that of light.

A synchrotron consists of a more or
less doughnut-shaped vacuum chamber,
which can be many kilometers in cir-
cumference, surrounded by magnets that
bend and focus a beam of charged parti-
cles to keep them on the same path inside
the vacuum chamber as they increase in
energy. When the particles are circulating
at speeds well below that of light, the ra-
diation they emit is relatively weak, low
frequency and omnidirectional. But as
they approach the speed of light, the in-
tensity, frequency and directionality of
the emitted radiation increase dramati-
cally. The radiation is emitted tangen-
tially to the curving path of the parti-
cles. The emissions are particularly in-
tense for particles that are not massive,
such as electrons and positrons.

To create very bright beams of radia-
tion for research, experimenters gener-
ally use storage rings, which are a spe-
cialized form of synchrotron. Storage
rings circulate charged particles, typical-
ly electrons, at a constant speed—close
to that of light—and in the same orbit
for many hours. The particles must be
brought to speed by a separate acceler-
ator, often another synchrotron, before
being injected into the storage ring. At
the Advanced Light Source (ALS) at
Lawrence Berkeley National Laborato-

ry, the electrons orbit at 99.999996 per-
cent of the speed of light, a rate at which
the effects described by Einstein’s spe-
cial relativity theory give each electron
a mass some 3,000 times greater than
what it is at rest.

As the swiftly moving electrons in a
storage ring emit synchrotron radiation,
they lose energy. For this reason, spe-
cially designed components known as
radio-frequency cavities are needed to
make up for such losses. These devices
establish an oscillating electromagnetic
field (a radio wave) that speeds the elec-
trons on their journey.

The crest of each wave provides ener-
gy to a bunch of electrons. This phenom-
enon occurs once for each cycle of the
radio wave—or 500 million times per
second at the Advanced Light Source—

for a duration of about 50 picoseconds
(50 × 10–12 second). Traveling at nearly
the speed of light, each hair-thin packet
of electrons is roughly a centimeter in
length, and there are hundreds of them
in the storage ring at the same time, like
tiny pearls in a huge rotating necklace.
Each bunch produces an extremely
short burst of x-radiation when it devi-
ates from a straight line. Thus, storage
rings produce extremely short, frequent
and bright pulses of x-radiation.

A storage ring emits radiation that
spans the electromagnetic spectrum from
infrared to x-rays. In practice, however,
physicists do not use the visible light giv-
en off, because tunable lasers are avail-
able that have even brighter beams at
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UNDULATOR creates a spatially alternating
magnetic field that bends electrons back and
forth many times to produce an x-ray beam of
exceptional brightness. Waves from different
points along the electron trajectory (blue line)
overlap one another because x-rays are emit-
ted in a narrow cone (pink). Only waves of
certain frequencies overlap one another in
such a way that all their peaks and troughs oc-
cur at the same positions—a condition known
as constructive interference (lower illustration
at left). These frequencies are determined by
adjusting the size of the gap between the undu-
lator’s two rows of magnets (above).
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those wavelengths. But for the ultravio-
let light and x-ray regions of the spec-
trum, no other practical source matches
the brightness of synchrotron radiation. 

Storage rings are actually polygonally
shaped, with up to 50 straight sections
connected by gently curved ones [see il-
lustration on page 67]. Two types of
powerful electromagnets focus the beam;
a third type bends the path of the elec-
trons into a curve, thereby causing syn-
chrotron radiation. 

In the curved sections, synchrotron ra-
diation emerges tangentially to the elec-
tron beam. Thus, for each of the curved
sections of a storage ring there is one or
more associated x-ray “beam lines”
that are used by experimenters.

Several factors have combined to per-

mit the leap in brightness
for the latest generation
of storage rings. One is
the availability of power-
ful, low-cost microproces-
sors. The design tools and
control systems based on
these microprocessors have
now made it possible to
design, model, construct
and operate the myriad
components and subsys-
tems of a storage ring so
exquisite control can be
exerted over the electron
beam. Operators can po-
sition this hair-thin beam
to within a few hundredths
of its width. Such extreme-
ly precise control keeps
the beam very steady;
movement of the electron
beam would cause a
blurred x-ray beam of
lower brightness.

Another key factor has
been the use of devices

called undulators. As this name implies,
an undulator causes the electron beam
to bend back and forth many times over
a length of a few meters. Recall that a
change in direction—a form of accelera-
tion—causes the electrons to emit radia-
tion. An undulator, by forcing a series
of rapid changes in direction in the elec-
tron beam, in effect squeezes out of it as
much radiation as possible.

The waves of light emitted at each
bend overlap and either reinforce or
cancel one another, depending on their
wavelengths [see illustration on oppo-
site page]. The end result is that certain
wavelengths are strongly enhanced.
Light at these wavelengths emerges in a
narrow cone and typically is partially
coherent—that is, the crests and troughs

of the waves tend to coincide with one
another—making it similar in some re-
spects to laser light.

The heart of an undulator is a double
array of high-strength permanent mag-
nets, which creates alternately upward-
and downward-directed magnetic fields
perpendicular to the electron beam. By
adjusting the gap between the upper and
lower magnets, researchers can tune an
undulator so that all the emission falls
near a specific fundamental frequency
and its harmonics (multiples of that 
frequency).

Shining Future

The short wavelengths, extreme
brightness and partial coherence of

the x-ray beams from the latest storage
rings are allowing researchers to inves-
tigate objects and phenomena that be-
cause of their size or other characteris-
tics would have been difficult if not im-
possible to study as recently as five or
six years ago. Hundreds of projects are
under way, providing invaluable details
on such disparate subjects as the per-
formance of optical assemblies and the
relation between the structure and the
biological function of key proteins in
the body.

Many of these experiments have po-
tentially significant technological impli-
cations; others promise to elucidate long-
standing scientific enigmas. The exam-
ples we have chosen illustrate how
scientists and engineers are using these
rings to investigate malaria parasites, to
study technologies to reduce the size of
transistors in future integrated circuits,
to understand the way catalysis occurs
on the surface of a material, to make
images of the interior of minute sam-
ples without destroying them and to il-
luminate the dynamic behavior of the
myoglobin molecule.

Among diseases caused by a single
organism, malaria is a killer second only
to tuberculosis. The World Health Or-
ganization estimates that every year
malaria kills up to 2.7 million people,
mainly children. There is no effective
vaccine, and resistance to the available
prophylactic drugs is growing. At Law-
rence Berkeley National Laboratory’s
Life Sciences Division, Cathleen Magow-
an, collaborating with Werner Meyer-
Ilse, John T. Brown and other members
of the lab’s Center for X-ray Optics, is
using the Advanced Light Source to
study the life cycle in red blood cells of
the deadliest malaria parasite, Plasmo-
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STATE-OF-THE-ART SYNCHROTRON LIGHT SOURCES
NAME LOCATION ELECTRON ENERGY* DATE OF OPERATION

European Synchrotron 
Radiation Facility (ESRF) Grenoble, France 6 GeV 1993

Advanced Light Source (ALS) Berkeley, Calif., U.S. 1.5–1.9 GeV 1993

Synchrotron Radiation 
Research Center (SRRC) Hsinchu, Taiwan 1.5 GeV 1994

Elettra Trieste, Italy 2.0–2.4 GeV 1995

Pohang Light Source (PLS) Pohang, Korea 2–2.5 GeV 1995

Advanced Photon Source (APS) Argonne, Ill., U.S. 7 GeV 1996

MAX II Lund, Sweden 1.5 GeV 1997

SPring-8 Nishi-Harima, Japan 8 GeV 1997

BESSY II Berlin, Germany 0.9–1.9 GeV 1998

Swiss Light Source (SLS) Villigen, Switzerland 2.4 GeV 2001

*The electron energy determines the range of photon energies produced by the light source; 
higher electron energies lead to higher photon energies.
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dium falciparum. This protozoan, which
is carried by female Anopheles mosqui-
toes, invades the red blood cells of an
infected host. Inside the host’s cells, the
parasites go through cycles of asexual
division, insinuating their progeny into
more and more red blood cells. Once
inside a cell, the parasite digests hemo-
globin in a food vacuole to produce most
of the amino acids it needs to survive.

Magowan and her colleagues are us-
ing a transmission microscope in which
an x-ray beam passes through infected
red blood cells to make an enlarged im-
age. They are studying various stages of
the parasite’s life cycle and viewing the
effects of various drugs on it to see
which are the most effective—and why.
The researchers are using x-rays with a
wavelength of 2.4 nanometers and get
resolution five to 10 times better than
would be possible with a visible-light
microscope. In addition to the short
wavelength of the illumination, the nat-
ural contrast from x-ray absorption lets
the experimenters see minute structures
within the infected cells and, in particu-
lar, inside the parasites themselves. This
ability allows them to study the devel-
opment of the parasite as it matures.

Moreover, the natural contrast from
x-ray absorption allows precise and di-
rect measurements of the redistribution
of mass within the parasite, which is not
possible with visible-light microscopes.
Important examples of such features in-
clude abnormalities in the parasite’s food
vacuole, in which nutrients are accumu-
lated. X-ray absorption provides the con-
trast that Magowan has used to follow
redistribution of hemoglobin from the
red-cell cytoplasm into the parasite food
vacuole, both under normal conditions
and under drug treatment. Drugs that
inhibit parasite enzymes from digesting
hemoglobin cause the food vacuole to
swell with undigested hemoglobin and
can thus kill the parasite. Magowan and
her co-workers measured the increased
mass in the parasite’s food vacuole,
which was not possible before on a mi-
croscopic scale. These x-ray studies, as
well as others Magowan has done, could
contribute to novel therapeutic ap-
proaches to the control of malaria.

Bright, partially coherent x-ray beams
may also aid the electronics industry.
The core business of this industry, which
generates hundreds of billions of dol-
lars in revenue every year, is the manu-
facture of integrated circuits (“chips”).
Chips are manufactured in a multistep
process that creates and interconnects

millions of transistors to form com-
plex electronic systems on a sliver of
silicon. The heart of the fabrication
process is based on a cycle of pho-
tolithographic steps, in which ultravi-
olet light is used to project the image
of a stencillike mask onto the photo-
sensitive coating on a silicon wafer.

The wavelength of the light used
in the exposure determines the mini-
mum feature size that can be pro-
jected and therefore the density of
transistors on the silicon. At present,
features of 0.25 micron are pro-
duced using ultraviolet light with a
wavelength of 0.248 micron. The in-
dustry, however, is already planning
for chips with features measuring
0.1 micron or less. Currently one
promising option to produce feature
sizes smaller than about 0.1 micron
uses photolithographic systems based
on extreme ultraviolet (EUV) radiation.
These EUV rays, with a wavelength of
about 13 nanometers, will probably
come from a laser-produced plasma.

Extreme Interferometry

Nevertheless, storage rings are play-
ing an important role in the devel-

opment of technologies for the manu-
facture of these extremely dense integrat-
ed circuits. EUV projection lithography
will require the use of mirrors with
multilayer coatings to focus the radia-
tion (without such a coating, the mir-
rors would not sufficiently reflect EUV
radiation that hits the mirrors’ surface
nearly perpendicularly). Achieving the
necessary accuracy in the pattern pro-
jected onto the silicon wafer demands
high precision in the optical system that
projects the pattern and a very flat
wafer surface. This kind of precision, in
turn, requires methods of testing opti-
cal systems that can detect imperfec-
tions with dimensions of less than one
nanometer (a thickness of just five to
10 atoms). Such a requirement would
be difficult to meet with optical testing
techniques that use visible light—which,
in any case, could not test the multilay-
er coating.

At the ALS, however, researchers from
the Center for X-ray Optics and the Uni-
versity of California at Berkeley’s depart-
ment of electrical engineering and com-
puter science are developing a new meth-
od of measuring the performance of an
optical system. The procedure uses EUV
radiation from the storage ring and is
based on interferometry, a sensitive opti-

cal technique in which information is
obtained by the recombination of two
or more coherent beams generated by
the same source. Only radiation from a
new-generation storage ring can pro-
vide a narrow, very intense beam at the
EUV wavelengths that are necessary for
this application.

With interferometry, the beams prop-
agate along different paths, or in differ-
ent ways. One beam interacts with an
object under study, shifting the phase of
the waves in that beam. (A 180-degree
phase shift, for example, would leave
the crests where the troughs were, and
vice versa.) The other beam, meanwhile,
serves as a reference.

When the two beams are brought to-
gether, or recombined, any relative shift
in phase—due to aberrations in the op-
tics being tested—becomes apparent as
a pattern of light and dark fringes where
the waves are constructively or destruc-
tively interfering. Following this ap-
proach, the group of investigators, head-
ed by Jeffrey Bokor, built an interfer-
ometer that divides coherent light from
an undulator source into two beams.
One is reflected through the optical sys-
tem under test, acquiring phase infor-
mation that reveals the quality of the
optical system. The second beam radi-
ates through a tiny pinhole, producing
a spherical reference beam. The group’s
work with ultraviolet light has demon-
strated the ability to fabricate mirrors
of sufficient accuracy for projection
lithography at EUV wavelengths. In so
doing, these researchers surmounted a
major challenge to packing more tran-
sistors into microcircuits.
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MALARIA PARASITE is visible in unusual
detail in this x-ray image (above) of an in-
fected human red blood cell. The photo-
graph at the right shows a healthy cell im-
aged using the same technique.

C
O

U
R

TE
SY

 O
F 

B
ER

KE
LE

Y 
LA

BS

Copyright 1998 Scientific American, Inc.



Bright synchrotron radiation is also
furthering our understanding of how
atoms and molecules interact (bond)
with a surface—and how their electron-
ic structure changes as a result of that
interaction. This insight is important in
the study of corrosion and also of catal-
ysis, in which two chemical agents are
induced to react by the presence of a
third. Both phenomena are of enor-
mous practical significance; catalysis,
for example, is used in industry to pro-
duce many different compounds.

Neither phenomenon can be well un-
derstood without a clear picture of how
atoms or molecules bond to a surface.
To study this subject, scientists need a
probe that can see how the electrons
that form a chemical bond are distrib-
uted on each of the atoms involved in
the bond. Such an “atom-specific” view
is now possible using a high-brightness
source and a technique called x-ray
fluorescence spectroscopy.

A research group working at the ALS
led by Anders Nilsson and Nial Wass-
dahl of Uppsala University in Sweden,
in collaboration with the IBM Almaden
Research Center, was one of the first to
demonstrate this capability. This study
of the chemical bond between molecu-
lar nitrogen (N2) and a nickel surface
has revolutionized our conception of the
surface bond.

The nitrogen molecule is known to
“stand up” on the nickel surface rather
than to lie flat. In other words, only one
of the nitrogen atoms in the molecular
pair bonds to the surface; the other ni-
trogen atom sticks up from it. Because
the bond to the surface is much weaker
than the internal bond between the ni-
trogen atoms, chemists had assumed
that the presence of the surface hardly
affects the molecule and that it could
therefore be treated as a symmetrical

unit of two essentially identical nitro-
gen atoms. Yet what the researchers
found was that there are large
changes in the nitrogen’s electron or-
bitals on adsorption, leading to a
very different local electronic struc-
ture for each of the two atoms and a
weakening of the intramolecular (N-
N) bond. Understanding how and
why the dissociation takes place
could be a key to increasing the
efficiency of ammonia synthesis for
fertilizer and other nitrogen-contain-
ing molecules, because the rate-limit-
ing step in the current process is the
dissociation of N2 into two separate
nitrogen atoms.
Using the ALS, the researchers probed

the energy-level differences in the inner-
shell electrons of the two nitrogen atoms
(a difference in energy level means a dif-
ference in the energy required to remove
an electron from the atom or molecule).
By tuning the energy of the incoming
photons, the experimenters could selec-
tively excite electrons from one nitrogen
atom or the other and not those from
the nickel surface on which the mole-
cule was adsorbed. Information about
the structure of the atom’s outer electron
layers was contained in the fluorescence
x-rays emitted as the excited atoms re-
turned to their ground state.

The experiment required a high-inten-
sity source because x-ray fluorescence
spectroscopy yields only about one pho-
ton emitted per 1,000 photons absorbed.
And it required the ability to produce
x-rays in a very narrow spectrum to se-
lectively excite only one nitrogen atom
of the two in the N2 molecule.

Seeing through a Mosquito’s Knee

Another potentially important appli-
cation of high-brightness beams is

phase-contrast imaging, which was re-
cently demonstrated for the first time
with high-energy x-rays by Anatoly Sni-
girev and his co-workers at the European
Synchrotron Radiation Facility (ESRF).
Their achievement opens the way to
nondestructive imaging of biological,
mineralogical and certain metallurgical
samples at micron resolution. For ex-
ample, Snigirev’s group recently used
the technique to make stunning x-ray
cross-sectional images of a mosquito’s
knee [see illustration on page 73].

X-ray imaging is normally based on
absorption contrast, as in the familiar
medical imaging. In this case, contrast,
which distinguishes different constitu-

ents of the object under examination,
exists in the image because certain ma-
terials (those composed chiefly of ele-
ments with low atomic numbers, such
as carbon, nitrogen and oxygen) are
more transparent to x-rays than others.

In general, items composed of heavier
atoms, which have a higher density of
electrons, are more likely to absorb x-
rays. In a conventional medical x-ray im-
age, for example, bones stand out be-
cause they project a more pronounced
shadow on the film than the less dense
tissue surrounding them. Absorption
contrast, therefore, is not well suited for
samples that are composed exclusively
of atoms of low atomic number.

Phase-contrast imaging relies on a
different effect. Instead of the variation
in absorption, it uses the variations in
refractive indexes of the different sub-
stances within the sample. The refrac-
tive index of a material determines the
deviation in the direction of a ray as it
enters the material. For x-rays, differ-
ences in refractive indexes between dif-
ferent media are very small, at most one
part in 100,000, but they are big enough
to be exploited for imaging.

The basic principle of phase-contrast
imaging with short-wavelength x-rays
is identical to that of in-line holography.
A coherent beam from a very bright
source passes through a low-density
specimen. Segments of the x-ray wave-
front are deflected to a different degree
relating to small variations in indexes
of refraction. Consider first what hap-
pens near the edges of the sample: the
rays that pass just by the sample are un-
deflected, but those that go through it
are slightly deflected and get a bit out of
step with respect to the undeflected ones.
At some distance behind the sample, the
various sets of wavefronts superimpose
and, because they originate from a co-
herent beam, interfere. Thus, the char-
acteristic fringes in intensity of an inter-
ference pattern are set up. These fringes,
when recorded on a detector, map the
outer contour of the sample. The same
kind of interference takes place at the in-
ternal interfaces between regions of the
sample that have different indexes of re-
fraction. An exciting feature of the tech-
nique is that it is possible to make to-
mographic “cuts” through the sample,
similar to those of a medical CT scan,
by reconstructing a series of images
made as the sample is rotated to expose
it from different angles.

Bright x-ray beams are also illuminat-
ing long-standing scientific mysteries,
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including the nanosecond-by-nanosec-
ond behavior of biologically important
molecules such as proteins. Biology re-
searchers and the pharmaceutical indus-
try are putting an ever increasing de-
mand on light sources, given the signifi-
cance of proteins for the understanding
of life and of disease and for the devel-
opment of new drugs. Protein molecules
(which include enzymes, hormones and
antibodies) are fundamental building
blocks of living beings.

The effort to elucidate the behavior of
protein molecules hinges on a technique
called macromolecular crystallography,
an important application of synchrotron
radiation that enables researchers to
map out the many thousands of atoms
that make up large biological molecules
such as proteins and viruses. 

Basically, the information obtained in
these studies is a static picture or “snap-
shot” of the atomic positions in the large
molecules. But proteins are not at all
static and rigid; they undergo complex
structural rearrangements while carry-
ing out their biological function. Today
measuring and understanding these
changes is largely unexplored territory,
but there are clear indications that the
new high-brightness facilities will allow
progress in this direction.

For example, Michael Wulff of the
ESRF, in collaboration with Keith Mof-
fatt of the University of Chicago and
others, has been able to follow the rapid
structural rearrangements of myoglobin,
a protein found in muscle tissue that is
responsible for the uptake and storage of
oxygen. Their work has resulted in a
kind of movie, with each frame captured
by a nanosecond-long x-ray pulse,
which depicts the changes in the myo-
globin molecule over a period of about
one millisecond. The researchers are try-
ing to discover the specific structural
changes that allow an oxygen molecule
to enter or leave a cagelike enclosure
within the myoglobin molecule.

The intensity of current-generation
light sources is such that a single pulse
contains enough photons to take an x-
ray “picture” (actually, a diffraction pat-
tern) sufficient to reconstruct the con-
figuration of the protein. To follow the
structural rearrangements of the myo-
globin protein during the release and
rebinding of carbon monoxide, a so-
phisticated electronic setup controls the
arrival of a laser pulse that lasts less than
a nanosecond. This pulse breaks the
chemical bond between the oxygen mol-
ecule and the heme site, which is the
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Brighter than the Brightest Star

Brightness is not simply the intensity of light but rather a measure of the de-
gree of concentration of the light into a small emitting area and angle. Two

sources may radiate the same amount of light, but the one in which the light
comes from a small area and is collimated, meaning it shines in a narrow cone, is
the brighter of the two. Thus, not only is a laser typically brighter than a lightbulb,
but it can even be considerably brighter than the sun, which is large and radiates
light equally in all directions.

Besides a source of small dimensions and a high degree of collimation, high
brightness also demands high spectral flux, a technical term for the emission of
many photons per second in a given range of wavelengths. A bright beam is also at
least partially coherent, meaning that two separated but simultaneous waves can
interfere with each other; this property is important for many scientific applications.

Brightness, called brilliance by European scientists, is an intrinsic property of a
light source. It might seem plausible to increase brightness by focusing a beam to
a small spot using a lens or a curved mirror. Yet by so doing, you would be increas-
ing the divergence of the beam (making it less collimated)—and therefore not im-
proving its brightness. Alternatively, you could decrease spot size without increas-
ing angular divergence by using a tiny aperture; however, such a scheme would
reduce the flux (the number of photons per second) on the sample and thus
would not increase brightness either. —M.A., F.S. and J.C.
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BRIGHTNESS of a beam cannot be improved. When a bright beam from, say, an undu-
lator falls on a crystal, it creates a pattern of sharp, distinct diffraction spots (top). A lens
may be used to focus a less bright beam (middle); however, this strategy trades beam size
for divergence. The photons converge on the crystal and then diverge behind it, resulting
in large, overlapping diffraction spots that contain much less information about the crys-
tal. (In general, the beam can be magnified or demagnified, but the product of its cross-
sectional size and the angle of divergence in each plane are constant.) An aperture can be
used to make a smaller beam without increasing divergence (bottom). The problem in this
case is dimness; the resulting diffraction spots are hard to detect and thus reveal little data.
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iron-containing part of the myoglobin
molecule. In the experiments the re-
searcher substituted carbon monoxide
for oxygen, because CO has a higher
probability of being detached from the
heme site when it absorbs a laser photon.

After the laser pulse triggered the
photochemical release of the CO from
the myoglobin, there was a short inter-
val before the x-ray snapshot was
made. The researchers repeated the ex-
periment many times, in each case with
a slightly longer time interval between
the laser pulse and the x-ray snapshot.
By putting together all the snapshots,
the investigators made a movie of struc-
tural changes on a nanosecond-by-nano-
second timescale. The movie showed
that a few nanoseconds after the start
of the reaction, the CO molecule is four
angstroms away from the iron atom,
which sits at the center of the iron-con-

taining part of a myoglobin molecule
and to which it was originally bound.
Furthermore, at that instant the CO is
rotated by 90 degrees with respect to its
original orientation. In this “hold” po-
sition, the CO can wait hundreds of
nanoseconds for a configuration of the
environment that allows it to leave the
protein and become available for par-
ticipation in the chemical reactions that
provide the energy necessary for muscle
contraction.

Most important, researchers have for
the first time been literally able to watch
the time behavior of a dynamic molecu-
lar-biological process. This achievement
opens the way to an understanding—in
atomic detail—of the kinetics and dy-
namics of other important reactions in-
volving proteins.

Such uses are just a few of the ones
that are collectively advancing and in

some cases even revolutionizing entire
fields of technology and science. In time,
such achievements will lead to demand
for a yet more advanced generation of
light sources. These ultrabright sources
may be based on free-electron lasers,
which are built around very long and
complex undulators. (In these undula-
tors, photons generated upstream react
further downstream with electron puls-
es. This reaction reinforces the emission
of more photons in step with the ones
emitted upstream.)

This technology will yield beams
many orders of magnitude brighter than
those from today’s storage rings, sustain-
ing the remarkable rate of advancement
in this area. More important, these fu-
ture facilities will deepen our under-
standing of increasingly complex sys-
tems, extending the set of phenomena
illuminated by this extraordinary light.
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MOSQUITO’S KNEE, imaged by a phase-contrast x-ray micro-
scope, reveals anatomical detail on the scale of a few microns—
despite the absence of any material as dense as the bones of ver-

tebrates. Tomographic views of various cross sections of the
mosquito knee were reconstructed by computer from images
taken at different angles (left).
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Combating Prostate Cancer
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The death rate from prostate
cancer in the U.S. has been de-
clining for several years, but

the disease still claims too many lives. It
will strike an estimated 184,500 men
this year and prove fatal in 39,200,
making it the second leading cancer
killer of men, behind lung cancer. For
such reasons, we and others continue to
seek ever better ways to manage this dis-
order, which is especially prevalent in
those older than 65. We cannot claim
the ideal solution for every patient is at
hand, but a spate of exciting recent dis-
coveries deserves notice.

Some of the newer findings address a
vexing flaw in the sole noninvasive
screening test for detecting microscopic
prostate cancer, the form most amen-
able to a cure. The test measures the lev-
el in the blood of prostate-specific anti-
gen (PSA), a protein released by prostate
cells. Both normal and malignant pros-
tate cells secrete this substance, but when
cancer is present, the levels in the circu-
lation often rise. Elevated PSA levels can
thus warn that the prostate gland harbors
cancer even if the tumor is too minute
for a doctor to feel. The other main
screening test, the digital rectal exam,
can identify only tumors that are no
longer microscopic. In that procedure, a

doctor inserts a finger into the rec-
tum and, through its wall, feels the
prostate for hardness or lumps.

Unfortunately, the PSA test is
not particularly specific. As many
as 25 percent of men with cancer
will have normal PSA levels—usu-
ally defined as those equal to or
below four nanograms per milli-
liter (ng/mL) of blood. At the
same time, more than half of men
with higher PSA levels are, in re-
ality, cancer-free.

Before discussing the leading
ideas for minimizing that error
rate, we should acknowledge that

use of PSA testing for mass screening has
long been, and remains, controversial
[see “The Dilemmas of Prostate Can-
cer,” by Marc B. Garnick; Scientific
American, April 1994]. In essence,
some physicians, especially in Europe,
doubt the need for identifying micro-
scopic prostate cancers, which develop
after a once normal prostate cell be-
comes unresponsive to the usual con-
trols on proliferation and migration.
Microscopic tumors, they point out, often
grow too slowly to cause symptoms in a
man’s lifetime or to affect how long he
lives. Consequently, doctors may do more
harm than good by exposing large num-
bers of men to PSA testing, to follow-up
tests (such as ultrasound imaging and
biopsy) in response to elevated scores
and then, if a hidden spot of cancer is
found, to the side effects of therapy.

Other physicians, we among them,
counter that the PSA test generally finds
malignancies that will, in fact, affect sur-
vival time (become “clinically signifi-
cant”). Moreover, scientists cannot yet
distinguish conclusively between micro-
scopic tumors that will become lethal
and those that will not; hence, denying
treatment to men with such cancers
would certainly doom an unpredictable
group of them to a premature death.

Improving Detection

Even investigators who favor PSA
screening are unhappy about its lack

of specificity. One scheme that may bet-
ter distinguish patients who have cancer
from those who do not relies on a slid-
ing scale of acceptable PSA levels, with
the top limits for normal starting low
and rising with age [see illustration on
page 77]. The approach is based on the
observation that as men grow older
their PSA concentrations tend to climb,
even if the prostate contains no cancer.
Ideally, such sliding scales should lower
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Recent advances
in diagnosis 

and treatment
promise to 

extend survival
time and 

improve the
quality of life 

for many 
patients

Combating Prostate Cancer

RADIOACTIVE PELLETS (red), or
“seeds,” have been inserted into the
prostate gland in an attempt to destroy
a cancer within it. At one time, seed
implantation, also known as brachy-
therapy, produced disappointing re-
sults. The seeds were often distributed
unevenly, leaving some parts of the
gland untreated. Today templates
placed on the patient, combined
with real-time ultrasound imaging of
the prostate, enable physicians to
achieve a uniform distribution and,
according to recent findings, a
much improved success rate.

PROSTATE CANCER
by Marc B. Garnick and William R. Fair
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the threshold of suspicion for men in
their 40s and 50s, in whom prostate
cancer tends to be most aggressive. And
they should spare more men in their
60s and 70s from unnecessary follow-
up tests. Some doctors worry, however,
that age-adjusted scales will miss malig-
nancies in the older groups.

When two or more consecutive PSA
results are available, the rate of change
from one year to the next, otherwise
known as PSA velocity, can help single
out patients who have cancer, regardless
of whether their raw PSA scores are in
the normal range. Increases of greater
than 0.75 ng/mL may signify that a bi-
opsy is warranted.

A third manipulation can be especial-
ly helpful when a PSA score falls in the
gray zone between clearly normal and
clearly abnormal, such as between 4 and
10 ng/mL. Along with considering age
to decide whether a given patient prob-
ably has cancer, physicians can take a
blood sample and look at the relative
levels of free PSA molecules (those not
complexed to other proteins) and pro-
tein-bound versions. Men with prostate
cancer tend to have an abnormally low
ratio of free to bound PSA.

Aside from PSA, other molecules re-
leased into the circulation may undergo
changes in structure or amount when
cancer arises. Scientists are attempting

to develop screening tools based on such
changes. Certain tests may even identify
men who do not yet have prostate can-
cer but are likely to acquire it; such indi-
viduals need extra monitoring and may
benefit from promising ideas for pre-
vention. Researchers, for instance, are
investigating whether high levels in the
blood of a molecule called insulinlike
growth factor-1 can serve as a warning
that a man has prostate cancer or is at
increased risk for its development.

Pathologists have identified a rather
different sign of cancer risk, one found
only if a PSA test has prompted a biop-
sy or if a man has had prostate tissue
removed for other reasons. Tissue ex-
cised from the prostate is always exam-
ined under a microscope for cancer,
which is marked by misshapen or fused
cells and by their loosened or disorga-
nized packing. At times, pathologists
who review prostate specimens see no
cancer but do find areas displaying less
dramatic abnormalities, such as a con-
dition known as high-grade prostatic
intraepithelial neoplasia (PIN). The jury
is still out on whether high-grade PIN is
a precursor of prostate cancer or merely
a fellow traveler, but one thing is now
clear: it warns that prostate cancer may
be developing or is already hiding
somewhere in the gland. Indeed, cancer
shows up within five years in about half

of patients with PIN who submit to
subsequent biopsies.

Geneticists, too, are searching for in-
dicators of an increased propensity for
prostate cancer. Brothers and sons of
women who have breast cancer or who
carry a mutant form of the BRCA1
gene (which has been linked to breast
cancer) have a somewhat elevated risk.
In addition, inheritance of an abnormal
form of the HPC1 (human prostate can-
cer 1) gene seems to contribute to some
prostate cancers. Genetic screening tests
for susceptibility to prostate cancer have
not yet been perfected, however.

Who Can Be Cured?

If a man is ultimately found to have
prostate cancer, doctors will assess its

stage, or extent of spread. Accurate eval-
uations are critical, because the stage
determines the type of therapy a patient
should receive. Existing diagnostic meth-
ods often produce an inaccurate picture
of tumor progression, but new tools are
helping to remedy this serious problem.

The value of these tools becomes most
apparent when the logic that links stage
to treatment is clear. Of the available
staging systems, the so-called TNM ap-
proach has recently become most popu-
lar. It assigns the original, primary tumor
(T) to one of four stages (and to sub-

stages within those categories).
In general, a T1 designation in-
dicates the tumor is microscop-
ic and cannot be felt on rectal
examination. T2 refers to tu-
mors that are palpable but ap-
pear to be fully contained with-
in the gland. T3 cancers have
pushed beyond the prostate
into surrounding connective
tissue or have invaded the sem-
inal vesicles (semen-storing
structures) adjacent to the
prostate. T4 tumors have ex-
tended still farther.

The system also assesses
whether the cancer has metasta-
sized to the pelvic lymph nodes
(N) or beyond (M). Metastases
are tumors that result when
cancer cells break away from
the original tumor, travel
through the blood or lymphatic
circulation to distant sites and
proliferate at those sites. 

As a rule, a tumor confined
to the prostate gland, in stage
T1 or T2, should be curable by
prostatectomy (surgery to re-

Combating Prostate Cancer

PROSTATE GLAND (yellow), which helps to maintain the viability of sperm and participates
in semen production, lies close to several structures involved in bladder, bowel and sexual func-
tion. As prostate tumors grow, they often impinge on the bladder or urethra, causing such uri-
nary problems as frequency and urgency. Treatments for prostate cancer can likewise affect sur-
rounding tissues, causing incontinence, rectal inflammation, impotence or other effects.
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move the prostate, not an essential
organ). It might also be cured by
local radiation to destroy the tumor
or by surgery or radiation combined
with systemic hormonal therapy.
Hormonal therapy is based on the
fact that androgens—testosterone
and related “male” hormones—fuel
the growth of prostate tumors. It
aims to stop the body from making
androgens or to block androgen ac-
tion in prostate cells, or both. In the
absence of androgen stimulation,
malignant prostate cells will often
die. Hence, hormonal therapy can
help shrink cancers and destroy
malignant cells left behind by the
other treatments, although it is un-
likely on its own to eliminate pros-
tate cancers that are no longer
microscopic.

Surgery is still considered the
“gold standard” for treating organ-
confined disease, because it has pro-
duced the best survival times in long-
term studies. As will be seen, however,
advanced forms of radiation therapy
and other new approaches to care
promise to achieve comparable success
in many instances.

When a malignancy has penetrated
past the outer surface of the prostate
(progressed to stage T3 or T4), surgical
removal of the gland usually cannot
eradicate the entire tumor. Radiation
thus becomes the treatment of choice,
again possibly combined with hormon-
al therapy. Some fraction of these pro-
truding, later-stage tumors may be erad-
icable, but the odds of a cure tend to be
much lower than for organ-confined dis-
ease. The odds decline because the mass-
es are often large; big tumors frequently
are resistant to the effects of radiation
and drugs. Moreover, a high percentage
of these tumors have already established
as yet undetectable (microscopic) metas-
tases by the time cancer is diagnosed.

Regrettably, existing therapies rarely
cure metastatic disease. When a tumor
has clearly metastasized or seems highly
likely to have done so, physicians and
patients usually switch their focus from
achieving a cure to prolonging life and
easing symptoms. Because hormonal
therapy shrinks prostate tumors, it has
long been a mainstay for these purpos-
es. Radiation and sometimes chemo-
therapy (nonhormonal drugs) can also
be delivered to relieve discomfort.

Deducing the correct stage is so im-
portant because the risks of intensive,
curative therapies are justified only if

the treatment has a reasonable chance
of success. For surgery and radiation, the
complications can include damage to
the urinary tract and to nerves needed
for an erection and thus can lead to in-
continence and impotence, among other
effects. Hormonal therapy can result in
impotence, feminization, hot flashes and
loss of libido, energy and bone density.

Physicians determine the stage by ex-
amining the cancer from various per-
spectives and combining the results. They
palpate and image the gland to assess
tumor volume and positioning. They an-
alyze any available prostate tissue (such
as biopsy material) in a microscope, to
gain a sense of the cancer’s aggressive-
ness. A high degree of cellular and tis-
sue disorganization, represented by a
high Gleason score, signifies that a tu-
mor probably is fast-growing and may
have already metastasized. Gleason
scores range from an encouraging 2 to
a worrisome 10.

Doctors can also employ a number of
tools to spot metastases directly. Because
prostate cancer usually spreads initially
to the lymph nodes of the pelvis, the
search often involves microscopic anal-
ysis of tissue from those nodes. Com-
puted tomography (CT) scans may also
reveal macroscopic abnormalities sug-
gestive of metastases in pelvic or ab-
dominal nodes. In this procedure, a ro-
tating beam of x-rays produces cross-
sectional images of a selected region of
the body. Given that prostate cancer of-
ten spreads to the skeleton as well as to

the lymph nodes, a radionuclide
bone scan, performed with a differ-
ent device, may also be done.

More Accurate Staging

Regardless of doctors’ best ef-
forts, men are understaged—

initially deemed to have less ad-
vanced cancer than they actually
harbor—with astonishing frequen-
cy. This misassessment is true of so-
called clinical staging, which is
based on tests completed before a
patient has therapy. To a lesser ex-
tent, it also plagues “surgical” or
“pathological” staging, which usu-
ally provides a truer picture of a pa-
tient’s status. In surgical staging,
pathologists examine any tissue re-
moved during a prostatectomy, in-
cluding a margin around the
prostate, some lymph nodes and
the seminal vesicles. Malignant cells
in the margin or in other extrapro-

static tissue indicate that a tumor pre-
sumed to be organ-confined is more ex-
tensive than was thought and has a
good chance of having spawned unde-
tected metastases.

Various studies in recent years have
shown, for instance, that a disturbing
40 to 50 percent of patients clinically
staged as having a prostate-confined tu-
mor in fact have higher-stage disease
that may not be eliminated by surgery
or radiation. Of patients who seem ini-
tially to have been cured by surgery (ac-
cording to pathological staging tests) or
by radiation, roughly 10 to 30 percent
will later have a recurrence stemming
either from residual cancer cells in or
near the prostate or from microscopic
metastases that were unrecognized when
therapy was first administered. Often
the earliest sign of trouble is a rise in
the PSA level; this elevation may occur
as early as five or 10 years before meta-
static tumors cause symptoms.

Tools able to provide more informa-
tive images of the primary tumor are be-
ginning to improve the accuracy of clin-
ical diagnosis. In most patients, neither
CT scanning nor standard ultrasound
procedures can provide a clear picture
of a tumor or its spread beyond the
prostate gland. An experimental ultra-
sound technique now showing promise
applies a signal-processing technology
known as spectrum analysis. Sound
waves are bounced off the prostate as
usual, but the machinery analyzes all the
information in the sound echoes instead
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LEVELS OF PSA (prostate-specific antigen) in the
blood can indicate whether a man is likely to have
prostate cancer and thus needs diagnostic testing.
One scale adjusts the definition of an acceptable
PSA value as a man ages, instead of using four
nanograms per milliliter of blood (ng/mL) as the
top normal level for everyone. Doctors are still de-
bating the best cutoffs, however.
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of the much smaller fraction used by
more ordinary ultrasound devices. Then
a sophisticated computer program trans-
lates the full set of data into a three-di-
mensional view of the gland, complete
with color to highlight the tumor.

New approaches to magnetic reso-
nance imaging (MRI) are under study

in parallel. MRI devices emit magnetic
fields around a patient to produce cross-
sectional images of the body. Typical sys-
tems do not yield high-resolution maps
of a prostate tumor. But when a patient
also has a small emitter of electromag-
netic waves inserted into his rectum (an
“endorectal coil”), the resulting views

can often show whether, and how far,
the tumor has grown past the prostate
gland. Magnetic resonance spectros-
copy, which measures metabolic activi-
ty in a viewed area, may further help
distinguish between normal and can-
cerous tissue. Neither ultrasound nor
MRI can reveal microscopic extensions,
however.

A more mathematical strategy for
gauging a cancer’s true stage has recent-
ly begun to serve as an aid for deciding
on treatment. It relies on tabulations of
the probability that a patient clinically
determined to have organ-confined pros-
tate cancer actually has a more exten-
sive primary mass or metastatic disease.

Various predictive models have been
constructed, but one table frequently
consulted by physicians and patients
appeared in the May 14, 1997, issue of
the Journal of the American Medical
Association. It groups a large sampling
of men according to the clinical stage of
their tumor, their presurgical Gleason
score and their presurgical PSA level,
and it shows how men in each category
fared when the tumors were restaged
after surgery. The chart is complex but
underscores that, in general, the odds of
understaging and metastasis go up as tu-
mor size, PSA level and Gleason score
rise in concert. With the precise num-
bers in hand, a doctor can better pre-
dict a patient’s true condition and can
tailor therapy accordingly.

For example, the table suggests that
about 80 percent of patients deemed
clinically to have a small but palpable
cancer (substage T2a), a low PSA (4
ng/mL or less) and the lowest possible
Gleason score (2 to 4) do indeed have
organ-confined disease. Moreover, none
of those patients is likely to show signs
of metastasis in the selected lymph nodes
that were biopsied in the study group.
Surgery, then, would be a viable option
for men with that profile, and the odds
of a cure would be high.

In contrast, probably only 5 percent
of patients with a tumor of the same
clinical stage but a PSA higher than 20
and a top Gleason score (8 to 10) truly
have organ-confined disease, and more
than 20 percent probably have metas-
tases in the nodes. These results imply
that for most patients in the same cate-
gory, surgery alone probably would not
be curative and that other treatments,
such as a combination of local radia-
tion and systemic hormonal therapy,
merit consideration.

Other novel approaches to clarifying a

Combating Prostate Cancer78 Scientific American December 1998

PSA

STAGE SUBSTAGE TYPICAL TREATMENTS

Stage T1
Microscopic
tumor
confined to
prostate
gland; 
palpated
gland feels 
normal

Stage T2
Palpable 
tumor
confined to
prostate
gland

Stage T3
Tumor that 
has begun 
to expand 
beyond the
prostate

Stage T4 Tumor that is fixed and has 
pushed well beyond the prostate into 
adjacent structures

Stage D1.5 (term borrowed from an 
earlier staging system) Locally recurring 
tumor or metastasis revealed by a rising 
PSA level after prostatectomy or radiation
aimed at a cure

Metastatic
cancer

T1a Tumor found in prostate
tissue removed for reasons
other than cancer; less 
than 5 percent of 
specimen is malignant

T2a Tumor confined to less
than half of one lobe

T2b Tumor affecting more
than half of one lobe

T3a Tumor that protrudes 
beyond the prostate

T3b Tumor that has invaded 
the seminal vesicles

N+ Tumor that has spread 
to pelvic lymph nodes

M+ Tumor that has spread
beyond pelvic lymph nodes

D3 Tumor that has become 
resistant to hormonal therapy

T2c Tumor involving 
both lobes

T1b Same as T1 but 
more than 5 percent of 
specimen contains 
cancer

T1c Tumor found through
biopsy done in response to an 
elevated PSA test or to an 
abnormal ultrasound 
exam; may be less 
extensive than a T1b tumor

Observation, surgery to 
remove the prostate gland 
(prostatectomy) or local 
radiation

Same as for T1b 

Radiation with hormonal 
therapy; surgery for some
patients

Radiation with hormonal 
therapy

Hormonal therapy, possibly 
with radiation to ease local 
obstructive symptoms; treatment 
usually is palliative (aimed at 
slowing disease progression 
and easing discomfort) rather 
than curative

Observation, radiation to 
prostate area, hormonal therapy, 
investigational therapy or 
a combination of approaches; 
treatment may aim for a cure 
if a recurrence is near site 
of original tumor

Hormonal therapy, usually
palliative

Same as for N+

Palliative chemotherapy or
investigational therapy

Surgery or radiation, possibly
combined with hormonal 
therapy (to stop male hormones 
from stimulating tumor growth)

Same as for T1b

STAGE, or extent of spread, of a tumor is assessed as a guide to how the cancer should be
treated. Many physicians have recently come to favor the TNM (tumor, node, metastasis)
system, which classifies prostate malignancies according to features of the primary, or
original, tumor (T) and according to whether the tumor has metastasized to pelvic lymph
nodes (N) or to distant sites (M). This table is a refinement of the basic TNM system.
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tumor’s true stage concentrate spe-
cifically on assessing signs of aggres-
siveness—that is, they look for new clues
to the growth rate and metastatic poten-
tial of the cancer. Before treatment, these
tests can help determine which patients
need prompt, and possibly systemic,
therapy. They might also provide some
guidance for deciding which technically
curable tumors do not, in fact, need to
be cured—because they are so slow-
growing that they are unlikely to cause
symptoms and turn lethal in a patient’s
lifetime. Assessments of tumor aggres-
siveness can also help indicate whether
follow-up systemic treatment is advis-
able for patients who have already un-
dergone surgery or radiation.

New Assessments of Aggressiveness

Turning again to mathematics, re-
searchers have reviewed 15-year

survival rates for more than 750 pa-
tients with seemingly prostate-confined
cancer, stratified by their Gleason score
at diagnosis. The findings—published
by Peter C. Albertsen of the University
of Connecticut Health Center and sev-
eral colleagues in the September 16,
1998, issue of the Journal of the Ameri-
can Medical Association—show that
men having tumors of Gleason grades 2
to 4 face minimal risk (4 to 7 percent)
of dying from prostate cancer in 15
years, whereas men having tumors of
grades 8 to 10 face a high risk (60 to 87
percent) even if they are diagnosed
when they are as old as 74 years. 

Such results tend to suggest that men
with the lowest Gleason scores and ap-
parently organ-confined tumors have a
reasonable chance of doing well with
close monitoring alone but that men at
the other end of the scale, with the
highest Gleason scores, are unlikely to
do well without treatment. Men in the
middle continue to pose more of a puz-
zle. Those with Gleason scores of 5, 6
and 7 have a 15-year risk of dying from
prostate cancer of 6 to 11 percent, 18
to 30 percent and 42 to 70 percent, re-
spectively, if they go untreated. 

Several emerging or experimental ap-
proaches to predicting tumor behavior
fall under the heading of “molecular”
staging tools. They look at genetic al-
terations or at changes in protein struc-
ture or concentration that are more
characteristic of metastatic prostate can-
cer than of localized tumors or normal
prostate tissue. If those features appear
in biopsied tissue, they suggest the can-

cer can be fast-growing and prone to
metastasizing.

One experimental assay detects mu-
tated copies of the p53 gene, which in
its healthy form functions as a tumor
suppressor. Damaged versions of p53
occur in many malignancies. They are
rare in primary prostate tumors but do
sometimes appear in metastatic depos-
its. Hence, discovery of aberrant p53
genes in biopsy specimens from the pri-
mary tumor or in the excised gland af-
ter surgery signifies that the cancer is
unlikely to be indolent even if it is still
microscopic and fairly well differentiat-
ed. Other molecular changes under study
as indicators of aggressiveness include
increased levels of the Bcl-2 or Bcl-6 pro-
teins and the appearance of an enzyme
called telomerase; all three molecules
seem to help cancer cells to survive long
after they should have died.

The study of cancer-related molecules
is also generating fresh ideas for pin-

pointing metastases. A promising ave-
nue involves molecular “highlighters”
(usually radioactively tagged antibod-
ies) that circulate in the body, finding
and marking prostate cells in nonpro-
static tissues. Normal prostate cells can-
not survive outside their original mi-
lieu. The presence of prostate cells far
from the gland indicates, therefore, that
the wayward cells are cancerous and
may well have succeeded in establishing
metastases in new sites. A test deploy-
ing an antibody able to recognize a pro-
tein called prostate-specific membrane
antigen is already in use, and others are
being investigated. 

Making Therapy More Effective

J
ust as detection and staging meth-
ods are undergoing change, so too
are treatments. In particular, en-

hanced approaches to radiation thera-
py and new applications of hormonal
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ODDS THAT TUMOR in a given patient has been accurately
staged by clinical (pretreatment) assessments can be estimated by
examining data on the fate of men who were evaluated before and
after surgery. The graphs above, displaying some of those data,
stratify patients according to their Gleason score (colored shapes),
an indicator of tumor aggressiveness. They show that for a patient
clinically deemed to have a prostate-confined tumor, the chances of
having a truly organ-confined mass (left graphs) that has not yet
metastasized to pelvic lymph nodes (right graphs) generally decline as
the clinical stage, PSA level and Gleason score rise.

Predicting a Tumor’s True Status
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therapy are improving the survival
prospects for many patients.

Classical radiation therapy takes the
form of external-beam radiation, in
which a linear accelerator moves around
a patient, shooting intense x-rays or
gamma rays at the prostate from differ-
ent angles. This rotation aims to limit
the radiation hitting healthy tissue in the
“line of fire” while still providing a high
aggregate dose to the tumor (although
normal tissue close to the prostate still
receives potentially damaging doses).

In a recent study that followed pa-
tients for five years, this approach ap-
peared to be as successful as prostatec-
tomy in curing relatively small tumors
confined to the prostate gland. When a
mass in the prostate is large, however,
standard doses of radiation may be too
low to erase all cancer cells. Yet the high-
er doses that are needed may be too
toxic to structures close to the prostate.

A relatively new technique, known as
three-dimensional conformal radiation
therapy (3-D CRT), makes it possible
to deliver once unheard of doses to or-
gan-confined tumors without increasing
the risk of damage to nearby tissues. In
this method, now available at most ma-
jor medical centers, radiation physicists
produce cross-sectional CT scans of the
prostate. Then a computer combines the
information into three-dimensional im-
ages of the gland as it will be “seen” by
the rotating accelerator. The computer
also directs the accelerator to shape and

reshape the radiation beam so that at all
times it matches the precise dimensions
of the individual’s prostate and thus min-
imizes the amount of radiation striking
outside the gland’s boundaries. 

Although 3-D CRT has not yet been
shown conclusively to produce higher
cure rates, it looks promising and does
seem to limit side effects. Proof of
greater effectiveness might be needed
before the technique, which is more ex-
pensive than standard radiation thera-
py, becomes accepted universally.

Many men choose a rather different
form of radiation therapy: brachythera-
py. A surgeon puts radioactive, rice-size
pellets directly into the prostate, where
they emit radiation from within the
gland. The seed procedure often appeals
to patients because implantation is rela-
tively simple, requires minimal hospital-
ization (lasting perhaps a day or two)
and leaves no surgical wound. If a tu-
mor extends past the prostate, brachy-
therapy may be combined with exter-
nal-beam radiation to attack the outer
reaches of the mass.

When brachytherapy first became
available decades ago, it seemed prom-
ising, but its long-term results were un-
settling. The pellets had to be placed
without the aid of imaging technology,
and parts of the prostate often ended up
with few or no radioactive seeds. These
days many brachytherapists perform
the procedure with the help of a tem-
plate placed between the scrotum and
rectum. They also watch their work on
an ultrasound monitor to ensure that
the implants are spaced evenly through-
out the gland. The approach now ap-
pears to be about as effective as exter-
nal-beam radiation or surgery for treat-
ing men who have low-stage (T1 or T2)

tumors that seem relatively unaggressive
(having Gleason scores of 6 or lower).

A number of medical centers offer
another fairly simple way to attack tu-
mors in the prostate: cryosurgery, or
freezing the gland with probes contain-
ing liquid nitrogen or argon gas. Cryo-
surgery comes with a high risk of side
effects, particularly incontinence, and its
ability to eliminate tumors is not known.
We cannot, therefore, recommend it as
a first-line therapy for most men, but it
may have merit when radiation therapy
has failed to control a cancer.

Added Value from Hormonal Therapy

We are, however, impressed by re-
cent findings supporting the val-

ue of hormonal therapy as a supplement
to classical “definitive” therapies (those
intended to achieve a cure). Preliminary
reports suggest that such combination
therapy often works better than the
standard therapy alone. When hormon-
al therapy is delivered before radiation
or surgery, it is known as neoadjuvant
hormonal therapy. When it is given
with or after those treatments, it is
known as adjuvant hormonal therapy.

The idea behind combination treat-
ment is simple. Neoadjuvant therapy
aims to shrink bulky tumors so that ra-
diation or surgery can eliminate them
more readily. In the case of brachyther-
apy, for instance, physicians have a hard
time inserting the radioactive seeds into
glands containing large tumors. Reduc-
ing the tumor before insertion can ease
the procedure and potentially increase
the chance of success; it may also re-
duce side effects. Adjuvant therapy
aims to mop up stray cells left behind at
the tumor site after primary treatment
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NEW IMAGING APPROACHES may help reveal the full extent of a tumor before treat-
ment is attempted. A technique that extracts extra information from ultrasound echoes can
generate a three-dimensional picture (top left) that distinguishes normal tissue from a tumor
(red). Combining an “endorectal coil” with standard magnetic resonance imaging (MRI)
can also delineate a tumor (bottom left, outline added). And MR spectroscopy can add an
extra dimension to such results (below). By assessing differences in metabolic activity across
an imaged gland (graphs), it distinguishes cancerous tissue (red box) from normal tissue
(blue box). (The yellow boxes highlight noncancerous abnormalities.)
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and also to destroy cells elsewhere that
have broken free and could pose a
metastatic threat. Animal studies suggest
that hormonal therapy delivered before
or with radiotherapy may, in addition,
increase the sensitivity of prostate can-
cers to radiation.

Hormonal therapy usually consists of
a combination of two drug classes. One
such class includes so-called superago-
nists of gonadotropin-releasing hormone
(GnRH), a substance that is released by
the brain and that leads ultimately to
testicular secretion of testosterone, the
major male hormone that promotes the
growth of prostate tumors. GnRH su-
peragonists initially result in increased
testosterone secretion, but after a few
weeks, they inhibit testosterone manu-
facture and cause prostate tumors to
shrink. The other drug class is made up
of antiandrogens, which block testos-
terone from inducing the proliferation
of cancerous prostate cells. A permanent
means of halting testosterone produc-
tion—surgical removal of the testes (bi-
lateral orchiechtomy)—is also available.

The most impressive results have come
from clinical trials of hormonal therapy
combined with radiation. For example,
in a study of 415 patients treated in Eu-
rope, those receiving three years of ad-
juvant therapy plus radiation survived
longer than those who received radia-
tion alone. Estimates projected that 79
percent of the first group but only 62
percent of the second group would still
be alive five years after treatment. The
study did not include a “hormonal-ther-
apy-only” arm, however, so it cannot
address whether combination therapy is
superior to hormonal treatment alone.

Long-term investigations of neoadju-
vant therapy have yet to be completed,
but some studies strongly suggest a ben-
efit from this approach as well. At the

Memorial Sloan-Kettering Cancer Cen-
ter in New York City, one of us (Fair)
and his colleagues evaluated the ability
of this treatment to ensure that tumors
initially believed to be organ-confined
were indeed fully within the prostate at
the time patients underwent a prostatec-
tomy. They found that three months of
presurgical treatment increased the inci-
dence of organ-confined disease at
surgery and markedly lowered the fre-
quency of worrisome tumor cells in the
outer edges (margins) of the excised tis-
sue. Yet to be determined is whether the
tumor control achieved in the study will
translate into a lower incidence of local
recurrence or metastasis in the subjects
and, hence, into enhanced survival rates.

Other studies that joined neoadjuvant
hormonal therapy with surgery failed to
show improved survival, but the pa-
tients were followed for only a short
time. Trials testing more extended dura-
tions of neoadjuvant hormonal therapy
and longer follow-up are under way.

Clearly, more research is needed. Sci-
entists have to carry out extensive 
comparisons of combination therapies
against surgery and radiation alone, and
they need to determine optimal doses for
and durations of neoadjuvant and adju-
vant therapies. Nevertheless, the data to
date have already convinced many phys-
icians that combination therapy is worth
trying in many patients having curative
therapy for prostate cancer. 

Hormonal therapy might find anoth-
er role as well. Recall that the prostate
abnormality known as high-grade PIN
may be a precursor of cancer. Neoadju-
vant hormonal therapy given to men be-
fore surgery eliminates or reduces PIN
in many patients. This discovery raises
the possibility that hormonal treatment
might help prevent prostate cancer in
some cases, although whether a reduc-
tion in PIN will in fact translate into a
reduction in cancer is unknown.

Sadly, we have no dramatic news for
men who already have metastatic can-

COMBINATION THERAPY, pairing hormonal treatment and radiation, was projected
to yield longer survival than radiation alone in a study of 415 patients, most with locally
advanced (T3 or T4) cancer. Hormonal therapy was delivered to kill residual cancer cells
that had evaded radiation or had spread undetected to distant tissues. It works mainly by
impeding the production or action of testosterone, a hormone that promotes tumor growth.

RATES OF SOME SIDE EFFECTS have
been calculated for men who undergo sur-
gery or radiation aimed at directly eliminat-
ing tumors confined to the prostate gland.
In general, the patients who fare best are
those who are youngest, who have tumors
of low stage and who are treated at facilities
having the greatest expertise in performing
the selected procedure. The drug-based hor-
monal therapy that may be administered as
an adjunct to surgery or radiation in men
with localized cancer usually causes adverse
effects as well, but they often disappear af-
ter the patient stops taking the medicines. 

Percent Who
Percent Who Die Percent Who Suffer Mild to 

from Therapy Become Impotent  Severe Incontinence

Radiation <0.1 30–70 1–2

Brachytherapy
<0.1 30–50 2(Seed Implantation)

Prostatectomy 0.6 30–70 2–15

Cryosurgery 0.1 30–50 35
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SOURCE: Michel Bolla et al. in New England Journal of Medicine,  July 31, 1997
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cer. Hormone therapy usually extends
life, but tumors eventually become re-
sistant to the treatment. Investigators
are attempting to uncover the molecular
basis of this resistance, in hopes of de-
signing drugs able to overcome it.

Scientists are, however, closing in on
a way to eliminate a major drawback of
hormonal therapy in those with meta-
static prostate cancer. Recall that the
GnRH superagonists usually prescribed
as part of hormonal therapy initially
stimulate testosterone production before
shutting it down. In that early phase the
drugs thereby promote tumor growth
and so can exacerbate symptoms. An
agent that blocks GnRH activity direct-
ly, an antagonist called Abarelix, is be-
ing developed by one of us (Garnick)
and colleagues at Praecis Pharmaceuti-
cals in Cambridge, Mass., in collabora-
tion with other companies. It is now en-
tering the final stages of human testing.

Promise of Dietary Intervention

As many researchers struggle to im-
prove existing tools for detecting

and managing prostate cancer, others
are attempting to develop entirely new

kinds of therapies. Most of these future
treatments would work systemically,
preventing cancer cells that escaped first-
line attack from establishing metastases.
If metastasis could be prevented, death
rates from prostate cancer would surely
plummet.

One idea being evaluated is decidedly
low-tech: nutritional intervention, espe-
cially adoption of a low-fat diet. Con-
ceivably, nutritional interventions might
also prevent the development of symp-
tomatic primary tumors.

Epidemiological studies comparing
the eating habits of populations having
high and low rates of prostate cancer in-
dicate that a fatty diet, particularly one
featuring a lot of red meat, favors the
growth of prostate tumors. High con-
sumption of fat is already infamous for
promoting breast and colon cancer, but
these studies indicate the effect is even
stronger in prostate cancer.

An equally suggestive finding comes
from placing countries on a grid accord-
ing to death rate from prostate cancer
and average fat consumption per person.
The U.S. and western European nations,
which ingest the most fat, also have the
highest prostate cancer mortality rates.

Conversely, men in the Pacific Rim na-
tions, who consume the least fat, have
much lower death rates from prostate
cancer.

Laboratory experiments offer even
more convincing evidence of a link be-
tween fat intake and prostate cancer.
Fair and his co-workers at Sloan-Ket-
tering have transplanted human tumors
into mice and divided the animals into
groups fed different amounts of fat. The
tumors grew fastest in the groups hav-
ing diets highest in fat.

Another dietary component that seems
to influence prostate cancer—this time
as an inhibitor of growth—is soy pro-
tein, a substance consumed in abun-
dance in Japan. Soy reduces the amount
of testosterone circulating in the blood
and also inhibits an enzyme that con-
verts testosterone to its more potent
form in prostate cells. Some evidence
implies that tomato products, vitamin
E and the mineral selenium can inhibit
tumor growth as well. Other compo-
nents of food are also being explored as
potential contributors to, or shields
against, prostate cancer. Needed now are
more human studies assessing the pro-
tective value of dietary manipulations
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A Radiotherapy

Advance

Three-dimensional conformal ra-
diation therapy allows doctors

to increase the doses of radiation
delivered to the prostate gland
without increasing damage to near-
by tissues. As is true of standard ra-
diation therapy, a linear accelerator
rotates around a patient, pointing
x-rays or gamma rays toward the
prostate. But the conformal tech-
nique adds an important twist. 

Before treatment is begun,
digital images of the individual’s
prostate are prepared and
compiled into virtual 3-D models
of how the gland will “look” to the
accelerator from all angles. Then
the accelerator shapes the beam
to match those “beam’s-eye views”
(insets), thus reducing the amount
of radiation hitting the bladder,
rectum or other unintended
targets. —M.B.G. and W.R.F.
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and nutritional supplements in men at
risk for prostate cancer or its recurrence.

Interestingly, animal studies indicate
that dietary components can increase or
decrease the tendency of a microscopic
cancer to grow into a dangerous mass
but do not affect the processes that orig-
inally cause a normal cell to become ma-
lignant. This insight may help explain
why the incidence of silent microscopic
cancer (as measured by autopsies of
men who die from causes unrelated to
prostate cancer) is essentially the same
worldwide, whereas that of palpable
prostate cancers (ones that have man-
aged to grow) varies with geography.

Tomorrow’s Therapies

Several other intriguing ideas for sys-
temic therapy derive from emerging

understandings of how prostate cancer
develops and becomes increasingly ag-
gressive. These ideas are in very early
stages of exploration.

A number of the genes and proteins
being evaluated as markers of virulence
seem to participate in tumor progres-
sion. Some of those substances, there-
fore, eventually may serve as useful tar-
gets of therapy. For instance, drugs able
to block the action of the Bcl-2 protein
are being tested in patients whose tu-
mors display abnormally high levels of
that substance. Similarly, workers are
trying to identify agents that will stop
fats from stimulating molecular path-
ways that facilitate tumor growth.

In recent years, scientists have shown
that few if any cancers can reach large
sizes unless they sprout new blood vessels
[see “Fighting Cancer by Attacking Its
Blood Supply,” by Judah Folkman; Sci-
entific American, September 1996].
Drugs that block such tumor blood ves-
sels from arising are already being stud-
ied in many cancer patients, including
those with prostate cancer.

Gene therapy is another possibility,
although scientists will probably need

many years to perfect this ap-
proach. A particularly in-
triguing idea would be to de-
liver genes coding for sub-
stances that are toxic to cells.
If those genes were engi-
neered to switch on only in
prostate cells, they would give
rise to the toxin in the pros-
tate and in metastatic de-
posits but would have no ef-

fect on and do no damage to other
kinds of cells.

Also in its infancy, but quite tantaliz-
ing, is research into vaccines: substances
that would incite the immune system to
attack cancerous prostate cells anywhere
in the body without hurting nonpros-
tatic cells. The immune system is capable
of attacking malignant cells but often
fails to recognize them on its own. Vac-
cines could potentially be administered
both to prevent prostate cancer in men
at high risk and to prevent recurrence in
those who have already been treated for
the disease.

Such targeted therapies will undoubt-
edly take many years to develop and
evaluate. In the interim, research into
improving detection, staging, treatment
and prevention is intensifying. Certain-
ly, much work remains to be done be-
fore the challenges of combating pros-
tate cancer can be overcome, but we are
heartened to see the pace of research
quickening.
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MORTALITY from prostate can-
cer tends to be highest in coun-
tries that consume the most fat.
This finding, from 1975, is now
one of many indicating that fat con-
sumption can promote prostate tu-
mor growth and that a low-fat diet
might limit such growth.

A Link between Diet and Prostate Cancer

SOURCE: K. K. Carroll and H. T. Khor in Progress in Biochemical Pharmacology, Vol. 10, 1975

PA
TT

I P
O

U
N

D
ER

S

SA

Copyright 1998 Scientific American, Inc.



SCIENCE IN PICTURES

Leafy Sea Dragons
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by Paul Groves
Photographs by Paul Sutherland

These masters of camouflage are fierce predators—
and one of the few species in which males become pregnant

The water is clear,

calm and dark. As I

drop off the rear of

the boat with my fellow divers

into the icy water, a chill runs

up my spine—both from the

cold and from my growing sense

of anticipation. We are night

diving in the Southern Ocean

off the southwestern coast of

Australia, in search of creatures

that sound almost mythical.

We are hunting for dragons—

LEAFY SEA DRAGONS inhabit the waters
off the southwestern coast of Australia.
Full-grown adults can reach a length of
50 centimeters (nearly 20 inches). The
dragons are close relatives of sea horses
and pipefish—a family of animals charac-
terized by the bony plates surrounding
their bodies and by snouts that are tube-
shaped. In addition, males of these spe-
cies are the ones that become pregnant. 
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more precisely, leafy sea dragons. And for our breeding program at Un-
derwater World Perth, we want to catch a male—a pregnant male.

The leafy sea dragon (Phycodurus eques) and its more common
cousin, the weedy sea dragon (Phyllopteryx taeniolatus), are the only
sea dragons in the world. Along with sea horses and pipefish, they are
members of the family Syngnathidae, fish characterized by a hard exter-
nal skeleton arranged as a series of rings around the animal’s body and
by a long tubular snout with no teeth. Sea dragons are distinctive in that
frondlike appendages branch out from their armor-plated bodies. As
befits their names, the leafy sea dragons’ appendages are broader and
flatter than the more stringy ones of the weedy dragons. Both creatures
are endemic to the southern Australian coastline. The waters off the is-
lands of the Archipelago of the Recherche where we are diving are a fa-
vorite haunt for sea dragons. These huge, sparsely vegetated granite is-
lands are a refuge for an amazing array of exotic animals, some of them
found nowhere else in the world. Beneath the waves, the vertical granite
faces plunge for hundreds of meters into the inky depths.

As I continue my descent, a shoal of prehistoric-looking boarfish,
each about half a meter long, drift by as if in some sort of trance. At 15
meters down (about 50 feet), my torchlight picks up an algae-encrusted
rock. Near the kelp and sargassum algae on the rock, I turn to shine my
beam back into the open water. Nothing—all is still and quiet. I’m re-
lieved: great white sharks make their home in these waters as well.

Once I point the light back onto the rocks, I quickly forget about the
danger that may be lurking and concentrate on my search. It is much
easier to locate sea dragons, masters of camouflage, at night in the nar-
row focus of a torchlight than during the day, when the abundance of
marine life is distracting. After several minutes of searching, I spot a sea
dragon. Once my heartbeat returns to normal, I realize with dismay that
the creature is only a weedy sea dragon.

After being submerged for an hour in the dark at 15 degrees Celsius
(59 degrees Fahrenheit), my extremities are starting to go numb, and I
am all but ready to give up. I decide to take one last look over a boulder
ahead of me before returning to the surface for a nice hot shower. As I
glide over the boulder, I suddenly spy what I came for: an adult male
leafy sea dragon, roughly the size of a dinner plate, with a brood of eggs.

Sea dragons and their relatives in the Syngnathidae family are unique
in the fish world in that the male carries and hatches the eggs on the
outside of its body. The eggs on the male I found were well developed,
at least three weeks old, fixed firmly into cuplike indentations on the
underside of its tail and covered in algae. Scientists believe that this type
of breeding behavior evolved to hide the eggs from would-be predators.

Fortunately, this male dragon was in a relatively shallow five meters
of water. If it had been any deeper, we would have had to bring it up to
the surface slowly, giving the creature time to adjust to the decreasing
pressure. This decompression process can put so much stress on a drag-
on that its eggs will be lost.

With the dragon safely on shore, we rushed home. After a two-hour,
specially chartered flight, we arrived at the quarantine facility at Under-
water World Perth, the only aquarium in Australia that exhibits these
amazing animals. Here we took all the usual precautions to prevent the
dragon from becoming stressed. Even sudden changes in light can be fa-
tal to a leafy. After a day, we placed in the tank some mysid shrimp,
each only a few millimeters in length, and the dragon started feeding al-
most straightaway. Sea dragons mimic drifting seaweed so that they can
ambush their mysid prey. They strike at mysids by quickly expanding a
joint on the lower part of their snout, causing a suction force that draws
the shrimp in.

After a week at the aquarium, the algae-encrusted eggs on the tail of
the captured male began to hatch. First a small tail protruded from an
egg, wriggling and squirming. A few twitches more and our first baby
sea dragon appeared—a miniature replica of its parent. At birth, leafy
sea dragons are around 20 millimeters (0.8 inch) long; when they reach

SEA DRAGONS blend in with their
environment, making them diffi-
cult for predators to spot. Humans
often have trouble as well—so
divers hoping to see a dragon of-
ten dive at night, when the ani-
mals stand out better in the beam
of a flashlight. 
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YOUNG DRAGONS hatch from the eggs with a small yolk sac attached.

The sac supplies food for the first few days of life. The newborns can

swim and hunt for food almost immediately.

PREGNANT MALES carry the

eggs for four to five weeks in

cuplike indentations under-

neath their tails. Females ini-

tially produce the eggs but

then transfer them to the

male for fertilization, incuba-

tion and hatching. Little is

known about the reproduc-

tive cycle of the leafy sea

dragons. For instance, re-

searchers are unsure how

many times the sea dragons

breed each year. 
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maturity, between 12 and 18 months old, they
can attain a length of 50 centimeters (nearly 20
inches). It took 10 days for all of the 210 eggs
to hatch; in the wild, this feature would serve
to distribute the newborn dragons over a
wider area, offering them a better chance of
finding food without having to compete with
their siblings.

Unfortunately, we lost 10 of the tiny new-
borns to a filter intake in the tank, but the rest
survived and seemed to thrive in their new
home. After several weeks, though, we found
there was no way we could supply enough my-
sids to continue feeding all 200 dragons, so we
arranged to return most to the spot where we
found their father. Chances of survival in the
wild for these dragons would be much greater
than for most—the first few weeks of a sea
dragon’s life are particularly perilous, as young
dragons are common prey for other fish. Our
infant dragons were much larger and less frag-
ile than when they were first born. Indeed, the
biggest threat to them now would most likely
be storms washing them ashore. Typically, leafy
sea dragons live about five to seven years.

Mating Ritual

In 1997, two years after my frigid dive in the
Archipelago of the Recherche, one of our ju-

venile leafy sea dragons, a female, became quite
large in its abdominal area. In the preceding
weeks, it had been spending a great deal of time
side by side with one of our male leafys. The
two had seldom been far apart from each other.
The tail of the male also became swollen with
fluid and wrinkled in appearance—a sure sign
that mating was about to commence. In antici-
pation of what could be the first documented
observation of sea dragons mating, I sat by
with my video camera, watching intently.

Over the next several days, the two embraced
in a delicate ballet, interlocking their leaflike
appendages and ascending and descending in
the water. They writhed left then right, up then
down, in a sort of underwater wrestling match.
Much to my delight, eggs soon began to ap-
pear from the abdomen of the female. But the
moment was short-lived. The clusters of three
to five bright orange eggs began dropping to
the floor of the aquarium. Over about an hour,
150 of these eggs fell, without one hitting the
tail of the male dragon. 

Because no one has observed and recorded
the successful transfer of unfertilized eggs from
a female to a male for fertilization and incuba-
tion, we are not exactly sure how this process
is supposed to occur. But it is safe to say that
something went wrong this time. Perhaps the
presence of the other sea dragons in the aquar-
ium distracted the couple. We were surprised
to see that after depositing its eggs, the female
dragon appeared totally exhausted, floating

motionless on the surface. By the next day,
however, she began swimming and feeding
again.

Happily, one pair in our aquarium now
seems to be preparing to breed, so I will set up
my video camera once more and hope for suc-
cess. Our goal for the breeding program at Un-
derwater World is to be able to maintain our
own population of leafys without harvesting
from the wild. When feasible, we plan to return
young hatched in captivity to the wild (to date,
we have been able to do this twice). And of
course, we would like to learn more about these
beautiful and unusual creatures—about their
entire reproductive cycle, for instance, as well
as about their biology in general. Should the
numbers of wild sea dragons begin to fall, per-
haps we will be able to help repopulate the area.

To stave off such a fall in numbers, however,
several years ago Underwater World success-
fully campaigned to have the Australian gov-
ernment designate leafy sea dragons as a pro-
tected species. Now all Syngnathidae are being
proposed for recognition by the Convention of
International Trade in Endangered Species
(CITES) Treaty. Under current Australian law
(in effect only during this past year), Syngnath-
idae cannot be taken from the country without
a special export permit from the government.
And only specimens that have been bred in
captivity or collected under an approved pro-
gram will be considered for export.

Such laws should stop many Australian Syng-
nathidae from winding up as curios in novelty
shops or as alleged aphrodisiacs in the herbal
medicine trade in Asia. Improved tracking of
the sea dragons sent to public and private aquar-
iums should protect the creatures as well. Many
aquariums would like to own leafy sea drag-
ons—one reputedly sold for about U.S.$4,800
in Japan. Unfortunately, though, they are ex-
tremely difficult to care for in captivity, and
many die once taken from the wild. Globally,
sea dragons and other Syngnathidae are under
threat not only from fishers but also from the
effects of pollution and overfishing for other
animals (Syngnathidae are often captured as
bycatch in trawling nets).

In addition, Underwater World Perth helped
to set up the Western Australian branch of
Dragon Search, a joint program of various
government departments and community
groups throughout Australia. Initially the goal
of Dragon Search was to monitor wild popula-
tions of leafy sea dragons, but now it monitors
sea horses and pipefish as well. As part of an
ongoing preservation effort, we hope to learn
more about these animals—where they live and
how large the populations are—by compiling
reports from divers, fishers and beachcombers
who find the creatures washed ashore. There is
still much to learn about these magnificent an-
imals, and we have only just begun.
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WEEDY SEA DRAGONS, 

a more common type of dragon, have 

fewer appendages than their herbaceous

cousins but are roughly the same size as

the leafy dragons. Males of the species 

carry the eggs for about four to five weeks

during the summer months. Weedy sea

dragons inhabit the waters of the southern

coast of Australia.

ANIMAL OR VEGETABLE? Sea
dragons are masters of cam-
ouflage, often resembling qui-
etly drifting seaweed. This tac-
tic enables them to sneak up
on prey. The dragons mostly eat
tiny mysid shrimp. If camouflage
fails to protect them from pred-
ators (such as sharks or larger
fish), leafy sea dragons will
sometimes try to deflect attack
with the help of several long,
sharp spines along their bodies. 
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Building the Better Bug
Inserting new genes into a few specific insect species 
could stop some infectious diseases, benefit agriculture and 
produce innovative materials 

by David A. O’Brochta and Peter W. Atkinson

TRANSGENIC INSECTS can be given new characteristics, as illustrated by these five Aedes ae-
gypti mosquitoes. Normal individuals have what appear to be black eyes, the result of large
amounts of red pigment. A mutant version of Ae. aegypti has white eyes because of the lack of an
enzyme, kynurenine hydroxylase, required to synthesize the red pigment. This white-eyed condi-
tion can be altered via the insertion of the gene for the enzyme. The resultant mosquitoes produce
enough pigment to have visibly pink eyes. Such eye-color changes merely point out the potential
of transgenic technology for producing a strain incapable of transmitting yellow fever or dengue.
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An extraterrestrial visitor would 
surely acknowledge humanity 
to be the dominant species on 

the earth. Should that visitor move past
individual species and up the levels of
taxonomic classification, however, the
alien’s field report might well give the
class Insecta top billing. More than one
million insect species have been iden-
tified, accounting for five sixths of all
species of animals. Each U.S. acre aver-
ages 400 pounds of insects, compared
with only 14 pounds of people. Where
humans and insects interact, vast eco-
nomic interests hang in the balance.
Even more profoundly, the clash of hu-
mans and insects that carry diseases is
often a matter of life and death.

A few insect species, most notably
those that feed on blood, are still respon-
sible for spreading major human diseas-
es, such as malaria, yellow fever, try-
panosomiasis and dengue, as well as
some conditions affecting livestock. Ma-
laria alone accounts for between 300
million and 500 million clinical cases
annually and some 1.5 million to 2.7
million deaths. About 200,000 people
come down with yellow fever annually,
and 30,000 die. Some 50 million peo-
ple contract dengue every year; mortality
can reach 15 percent without treatment.
In many developing countries, nonfatal
but debilitating conditions, such as dys-
entery, can be transmitted by insects, in-
cluding the common housefly.

Public health efforts against insect-
borne diseases have been limited to three
basic strategies: rid the area entirely of
the insect, use pesticides and physical
barriers such as bed nets to keep at least
some of the insects away, or develop a
vaccine. The first undertaking has
worked, in some areas [see “The Phila-
delphia Yellow Fever Epidemic of 1793,”
by Kenneth R. Foster, Mary F. Jenkins
and Anna Coxe Toogood; Scientific
American, August]. Lowering the ex-
posure to insects has had limited success.
Vaccine development remains spotty;
for example, the world still awaits an ef-
fective and affordable malaria vaccine.

An additional approach could cut this
Gordian knot: simply make the insect
unable to transmit disease. Insect bites
themselves have little health consequence
for most people; the pathogenic viruses,
protozoa and filarial worms they trans-
mit are the culprits. In the 1960s Chris
F. Curtis of the London School of Hy-
giene and Tropical Medicine proposed
that malaria could be stopped in its

tracks if a way could be found genetical-
ly to convert its carrier, the Anopheles
mosquito, to a form incapable of trans-
mitting the Plasmodium protozoan actu-
ally responsible for the disease. Some
mosquitoes are in fact naturally “refrac-
tory,” or unable to transmit Plasmodium.

Curtis’s proposal was impossible to
implement for decades. But it soon may
be realistic, thanks to modern genetic
technologies. Genetic material from one
species can be permanently integrated
into the DNA of individuals from an-
other species, conferring new traits.
The resultant plant or animal that car-
ries the new DNA is called transgenic.

Finding ways to engineer refractori-
ness into disease-carrying mosquitoes
and other insect vectors now drives an
extremely active area of research. The
benefits of developing transgenic insects
are not limited to medicine, however.
The insertion of genes for useful prod-
ucts into the genomes of cows and goats
has already created animals that pro-
duce pharmaceuticals in their milk. Ap-
plied to insects, transgenics could fun-
damentally change agriculture and the
synthesis of some materials.

Jumping Genes Open Doors

The first glimmers of transgenic in-
sect research date back to the

1960s, with the motivation being im-
proved gene analysis rather than any
direct applications outside the lab.
Most of the early efforts to alter a
genome consisted of injecting an insect
egg with, or even simply bathing it in,
DNA. Neither technique ever devel-
oped into a reliable method for produc-
ing transgenic insects.

All genetic research leapt forward in
the early 1980s with the insect work of
Gerald M. Rubin and Alan C.
Spradling, both then at the Carnegie In-
stitute of Washington. Rubin and
Spradling were investigating fascinating
genetic entities known as transposable
elements. These strange strings of DNA
have the ability to cut and paste them-
selves repeatedly into different chromo-
somes. Formally called transposons,
their acrobatics also earned them the
nickname “jumping genes.” Geneticist
Barbara McClintock discovered trans-
posons during research in the 1940s on
corn. The importance of her findings fi-
nally won her the Nobel Prize in 1983.

The particular transposon that the
Carnegie researchers investigated came

from the genome of that workhorse of
the laboratory, the fruit fly Drosophila
melanogaster. This species has little im-
portance as an agricultural pest but has
been fundamental in genetics research for
the past 70 years. Acknowledging the
propensity of the transposon to integrate
itself into chromosomes, Rubin and
Spradling had a simple and clever notion:
Why not attach to it the gene they want-
ed the fly to have? They introduced an
altered transposon into a cell, where it in-
deed pasted itself into the chromosome,
creating transgenic D. melanogaster. The
success and simplicity of their technique
revolutionized the way researchers study
the genetics and biology of that species.

The Drosophila transposon is known
as the P element. It was discovered in the
1970s when geneticists noted a puzzling
phenomenon. When males from certain
populations mated with females of other
populations, their progeny had numer-
ous genetic aberrations, such as muta-
tions, broken chromosomes and develop-
mental abnormalities. Because the genet-
ic entities responsible were discovered to
come from only the paternal lineage, they
were dubbed P factors. Eventually shown
to be a transposon, the P factor of most
interest to geneticists was renamed the P
element and has proved priceless to
Drosophila geneticists, allowing analysis
of isolated genes and their effects.

Unfortunately, in 1986 a set of experi-
ments by one of us (O’Brochta) and Al-
fred M. Handler of the U.S. Department
of Agriculture in Gainesville, Fla., came
to a frustrating conclusion: the P element
is of little practical value beyond basic
genetics research involving D. melano-
gaster. It will not readily insert itself into
the chromosomes of other species. Ulti-
mately, however, these experiments led
to a new path, by shifting experimenters’
attention to other transposable elements

Building the Better Bug Scientific American December 1998      91

MEDFLY ALIGHTS on coffee bean. Sav-
ing crops drives initial applications of trans-
genic insect technology. Genetic-control
methods aimed at Medflies, the perpetra-
tors of much agricultural damage, already
save billions of dollars annually worldwide.
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and strategies. Recent work has begun to
uncover methods for creating transgenic
insect species of greater importance.

The realization that the P element
would not prove useful outside of D.
melanogaster sent biologists in search of
more generally functional transposons.
An obvious question became one of
choice: Which transposable elements
showed the most promise? Most re-
searchers believed we should stick with a
proved commodity and seek transposons
that generally resembled the P element
(called short inverted repeat-type trans-
posable elements). Our lab developed
techniques to determine quickly whether
a particular transposon would successful-
ly incorporate itself into the DNA of an
insect species, which has helped speed the
entire process of vector evaluation and
development. Early efforts with trans-
posons having structures similar to the
P element have rewarded the choice to
sail within sight of charted land.

In 1995 Charalambos Savakis and
his colleagues at the Institute of Molecu-
lar Biology and Biotechnology on the
Greek island of Crete succeeded in us-
ing a transposon called Minos, isolated

from D. hydei. Using Minos to insert a
novel gene into a Medfly, they created
the first transgenic version of that ani-
mal. The transformation changed a fly
with colorless eyes to one that ex-
pressed a gene for red-colored eyes (in a
sense, effecting gene therapy). Subse-
quently, Handler and his co-workers
successfully transformed Medflies with

pigment-free eyes to ones having col-
or, using a transposon called piggy-
Bac that comes from the cabbage
looper moth. Obviously, changing
an insect’s eye color is of little inher-
ent interest; the importance of these
groundbreaking successes is their il-
lustration of the potential for creat-
ing transgenic insects that express
truly valuable genes.

Earlier this year investigators re-
ported two discrete transformations
of the Aedes aegypti mosquito,
which transmits yellow fever and
dengue. The successful manipula-
tions of this inadvertently malevo-

lent creature have led to greater opti-
mism that geneticists will soon be able
to convert it into a noncombatant in
the disease wars. First, Anthony A.
James and his colleagues at the Univer-
sity of California at Irvine altered Ae.
aegypti via a housefly transposon called
Hermes, which was originally isolated in
our laboratory. (In contrast to the P ele-
ment, Hermes appears to be an efficient
vehicle for the creation of transgenic 
insects ranging from moths to mos-
quitoes. Work with it is helping to fur-
ther the understanding of the biochem-
istry of transposon movement and reg-
ulation.) James and his research group
then succeeded in incorporating into
Ae. aegypti a transposon called marin-
er, isolated from the fruit fly species D.
mauritiana. Again, the effect was sim-
ply to change eye color.

In research that dovetails with these
two transgenic developments, Barry J.
Beaty and his co-workers at Colorado
State University demonstrated the feasi-
bility of engineering refractoriness into
Ae. aegypti. One way to get a host to ex-
press a gene it does not ordinarily have
is to infect it with a virus carrying that
novel DNA sequence. Beaty’s team in-
fected the mosquitoes with a nonpatho-
genic virus that included a gene that
prevented the dengue virus from repli-
cating in its host’s salivary glands. The
infection stops subsequent transmission.

Beaty’s research shows that it is pos-
sible to create a refractory insect, and
therefore no theoretical barriers exist to
impede creation of such a creature via
genetic insertion. An overarching prob-
lem remains, however. Merely waiting
for a transgenic insect to pass on its new
gene to huge numbers of descendants in
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TRANSGENIC MEDFLY has its natural eye color restored. White-eyed mutants pro-
duce red pigment but cannot transport the pigment to the eyes. The red-eyed Medfly
on the left is a transgenic that has been given the transposable element piggyBac, which
is carrying a normal copy of the gene enabling pigment transport to the eye.

MAKING TRANSGENIC INSECTS 
requires the insertion of a gene (blue),
carried by a transposable element such
as Hermes (red), into a fertilized egg (1).
The new genetic material is strategical-
ly placed at the polar plasm (2), that
section of the egg destined to become
the still nascent insect’s own egg cells
when it reaches maturity. After numer-
ous divisions of the egg’s nuclear mate-
rial (3), most of it segregates to the pe-
riphery, where it will become the nuclei
of the cells of the insect’s body; two nu-
clei, however, will migrate to the pole
to become the insect’s egg cells (4)
when it reaches maturity (5). Should
those cells have incorporated the trans-
gene, progeny will be transgenic (6).

SU
SA

N
 M

C
C

O
M

B
S 

U
ni

ve
rs

it
y 

of
 H

aw
ai

i

HERMES

HERME

HERMES

HERMES

ES

HOST DNA

MALE

FERTILIZED
EGG

TRANSGENIC EGG NONTRANSGENIC EGG

TRANSGENIC NONTRANSGENIC

1

2

3

4

5

6

FEMALE

HERMES

D
M

IT
RY

 K
R

A
SN

Y;
 S

O
U

RC
E:

 P
ET

ER
 L

A
W

RE
N

C
E

Copyright 1998 Scientific American, Inc.



a strictly Mendelian fashion—in which
a parent possessing one copy of the gene
contributes it to only half of his or her
descendants—can be a lengthy process.

A more practical plan would spread
the genetic change through large num-
bers of insects much more quickly. For-
tunately, the basic components for
quickly creating an entire insect popula-
tion all carrying the key gene appear to
be available. Once again, the transpo-
son makes things possible.

Because of their propensity for jump-
ing to new chromosomes, as well as
making multiple copies of themselves,
transposons burst free of the constraints
of strict Mendelian heredity. A transfor-
mation event achieved by a scientist may
have placed a single transposon, carry-
ing a single key gene, into the genome
of the target animal. But that transpo-
son then may act as a free agent and
spread itself throughout the genome.
When that happens, more than half the
offspring inherit the transgene. Within
the relatively short time of a very few
insect generations, most of the popula-
tion expresses the trait.

This type of gene dispersal has been
seen in nature. In fact, the P element it-
self appears to be a recent addition to
D. melanogaster’s genome, most likely
jumping over from D. willistoni no more
than a century ago.

Other techniques may be effective at
creating transgenic species. Human gene
therapy is based in part on unique sys-
tems (derived from retroviruses but no
longer infectious themselves) that are
able to integrate genes into a new host’s
genome. (This is a true transgenic trans-
formation, as opposed to Beaty’s use of
viruses to simply infect an individual
organism that will henceforth produce
the viral gene product.) These stripped-
down viral vectors, known as pantropic
pseudotyped retroviruses, can interact
with virtually any cell from any organ-
ism. They have recently been used to
create transgenic fish and clams and
have successfully integrated genetic ma-
terial into cultured mosquito cells.
These viral vectors may yet prove their
worth in efforts with whole insects.

Because the objective is to alter an in-
sect’s phenotype—the outward expres-
sion of its genetic makeup, or geno-
type—most workers have logically con-
centrated on ways to integrate foreign
genetic material into the chromosomes
of the host insect itself. But Frank F.
Richards and his colleagues at Yale Uni-
versity are developing a clever approach

that sabotages the cargo rather than the
ship. Because virtually all insects harbor
microbes, either as passive hitchhikers
or active colonists, Richards is counting
on transforming them rather than their
hosts. Insects that carry engineered mi-
crobes are called paratransgenic, as the
insect genome itself is untouched.

Richards and Charles B. Beard of the
Centers for Disease Control and Pre-
vention have produced paratransgenic,
blood-sucking kissing bugs that can no
longer transmit the trypanosome mi-
crobe responsible for Chagas’ disease,
which afflicts some 18 million South
Americans with cardiovascular, gastro-
intestinal and neurological problems.
The researchers isolated a bacterial sym-
biont from the kissing bugs and geneti-
cally modified it to secrete a protein that
killed its trypanosome fellow travelers.
The researchers placed the bacteria back
in the insects, which then no longer
served as hosts for the disease-causing
protozoa. The genetically engineered
symbionts successfully spread through
a caged population of insects, convert-
ing them from vectors of a horrific dis-
ease to mere pests.

Agricultural Applications

Obviously, insects play crucial roles,
both positive and negative, in agri-

culture. Most species are, in fact, bene-
ficial or even essential. For example, hon-
eybees are responsible for the pollination
of $10 billion worth of produce in the

U.S. Countless other species take part in
nutrient recycling and help to maintain
high soil quality. A small minority, how-
ever, compete with us for food. Since the
development of agriculture, these pests
have continually threatened our capaci-
ty to grow, harvest and store crops.

The concept of employing a genetic
approach to deal with insect pests was
first proposed in the 1940s by an Amer-
ican and a Russian. Edward F. Knipling
of the USDA and Aleksandr S. Serebrov-
sky proposed similar schemes: inundate
a pest population with sterile members
of the same species. The majority of mat-
ings then become ineffectual. Serebrov-
sky’s contribution was unknown in the
West until 1968, when scientists, in par-
ticular Curtis, rediscovered it. Today
this strategy is known as the sterile insect
technique (SIT). Large numbers of in-
sects can be sterilized, usually by ioniz-
ing radiation, and repeated infusions of
such sterile organisms can wipe out a
pest population [see illustration at bot-
tom on next page]. The altered insect it-
self is, in effect, the weapon.

SIT is currently protecting parts of
the agricultural economies of the U.S.,
Mexico, Guatemala, Chile, Argentina,
Japan and Zanzibar, among other places.
The strategy is ideal in locations as di-
vergent as urban Los Angeles and tropi-
cal Zanzibar, where the aim is to eradi-
cate a specific insect pest without harm-
ing the surrounding environment with
chemical insecticides.

One of SIT’s crowning achievements
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NON-MENDELIAN HEREDITY is one of the added benefits of working with trans-
posable elements. In ordinary gamete production (left), a gene of interest will appear in
one half of gametes and will be transmitted, on average, to one half of progeny. Trans-
posable elements, however, reproduce themselves and jump to other chromosomes.
They can therefore wind up on more than one half of gametes and far more than one
half of the members of the next generation.
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was the eradication of the New World
screwworm, first from the southeastern
U.S. and eventually from Mexico, by
the 1970s. (The screwworm will receive
little sympathy from most onlookers. It
lays eggs in open wounds in livestock,
which then hatch into larvae that con-
sume the animals’ flesh. In effect, the
screwworm eats its victims alive.) The
technique has recently been used suc-
cessfully against the dreaded Medfly in
the Los Angeles area, with greater eco-
nomic benefit: a permanent Medfly in-
festation would cost California approx-
imately $1.5 billion annually.

SIT depends on genetics, in the form
of traditional breeding programs. For
example, a strain of Medfly has been
created that allows scientists to kill all
the female embryos with a pulse of high
temperature. This strain permits ento-
mologists to mass-produce, sterilize and
release only males. By eliminating the
females, the entire SIT program becomes
more effective. Producing such strains,
however, is difficult and time-consuming.

With transgenic technology, it should
be possible to create insect strains in
which only the females carry lethal genes.
These deadly DNA segments would get
expressed under specific conditions, such
as the high-temperature pulse used in
the traditional approach.

Transgenic technology also has the
potential to reduce dependence on chem-
ical pesticides. More than 900,000
American farms currently use insecti-
cides, a reliance that can be counterpro-
ductive. Literally bathing insects in pes-
ticides has actually driven the develop-
ment of resistance to those killing
agents. At least 183 species of insect
and arachnid pests have developed re-
sistance to one or more insecticides in
the U.S. Furthermore, accumulation of
chemical insecticides and their toxic

breakdown products in our food, wa-
ter, soil and textiles present a serious
health issue. Biologists are therefore
looking toward transgenics for the next
wave of insect-control weapons.

One major problem with insecticides
is that they kill many nontarget, benefi-
cial species. They may wipe out useful
predators and parasites, giving second-
ary pest species a chance to emerge.
Transgenic technology may allow farm-
ers to curtail pesticide use dramatically. 

Currently a field can be sprayed with
a wide array of different chemicals, each
able to kill one or more harmful spe-
cies. Unfortunately, the chemical con-
trols against negative species often harm
positive species as well. For example,
mites attack California almond trees.
One solution is to use an insecticide
against those mites. Another is to re-
lease a species of predatory mite that
kills the harmful mites. The trees, how-
ever, also fall victim to beetles and
moths, so they are sprayed with other
insecticides against those pests. And one
of these insecticides kills the predatory
mite that would free the tree from attack
by the other mite species. A transgenic
beneficial mite that could withstand the
insecticides aimed at beetles and moths
would allow farmers to spray fewer
chemicals overall on their crops.

Of course, artificial selection for pes-
ticide-resistant natural enemies is rou-
tine in labs, through conventional breed-
ing practices. Brian A. Croft and his
colleagues at the University of Califor-
nia at Riverside introduced insecticide-
resistant predatory mites obtained from
Washington State into orchards in south-
ern California with good effect. Mar-
jorie A. Hoy, now at the University of
Florida, subsequently developed tech-
niques that enabled the artificial selec-
tion of chemical resistance in natural

predatory arthropods. Hoy and her co-
workers developed an insecticide-resis-
tant predatory mite that took part in
the almond tree scenario just described.

This kind of effort, however, usually
takes many insect generations and can
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STERILE INSECT TECHNIQUE (SIT)
can be an effective weapon against pests.
Wave after wave of sterile insects, mostly
males when possible, far outnumber the
fertile members of the same species, and
cause most matings to be fruitless. Within
a few generations, the pest population is
decimated. Traditional breeding programs
have made for successful SIT interven-
tions, but transgenic technology has the
potential to streamline these procedures.

ENORMOUS CAGES hold the hundreds of thousands of Mediterranean fruit flies
that are needed to implement genetic-control strategies.

MEDFLY MAGGOTS, one of which is be-
ing plucked from this papaya, can destroy
valuable crops. The edible pulp of the neck
of the papaya, to the right of the black
seeds, has been visibly damaged by the
feeding of the insect larvae. Genetic con-
trols can prevent such agricultural losses.
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result in a decrease in genetic diversity
in these laboratory colonies when resis-
tant progeny are bred with one another.
The loss in genetic diversity can then be
responsible for a lower general level of
fitness outside the lab, in the field. This
problem has limited the application of
artificial selection for resistance in agri-
cultural efforts to improve biological
control. In contrast, transgenic insect
technology can permit the rapid cre-
ation of resistant species. Natural ene-
mies would become more practical and
less expensive, making it more attrac-
tive to switch from chemical control.

Insecticide resistance is only the most
obvious useful phenotype that could
enhance the effectiveness of some bene-
ficial arthropods. Other desirable quali-
ties that could be engineered into insects
with transgenic technology include path-
ogen resistance, general environmental
hardiness, increased fecundity and im-
proved host-seeking ability. One espe-
cially interesting application of trans-
genic engineering is the improvement of
materials that insects supply to humans.
Silk is a prime example. Breeding pro-
grams have created strains of silkworms

that churn out more and better silk. Such
programs, however, have limits: they
cannot turn a silk purse into a steel one.
But transgenic technology may. Some
spider silks, for example, are stronger
than Kevlar, a constituent of bullet-
proof vests and high-performance air-
craft parts. Unfortunately, spider silk
cannot be mass-produced as Kevlar is by
humans or silk is by the larvae of silk-
worms. Transgenics offers the interest-
ing possibility of introducing other spe-
cies’ silk genes into the genomes of silk-
worms. The creation of silkworms that
spin bulletproof cocoons sounds fanci-
ful, but such notions may be within the
grasp of transgenic technology.

Ecological Considerations

The ability to engineer insects genet-
ically confronts scientists and poli-

cymakers with questions about proper
deployment, both in the laboratory and
in the field. Guidelines already in place
to govern the transfer of existing genet-
ic expertise from the lab to the field can
provide part of a regulatory framework.
All technologies have risks associated

with their use, and we need to develop
an understanding of the specific risks
inherent to insect transgenics and how
to minimize them. For example, unin-
tentional movement of transgenes be-
tween insect species is of some concern
and is being investigated. In some cas-
es, the risk should be minimal: when
only sterile members of the transgenic
species are released, the inserted genetic
sequences should remain sequestered
from the overall gene pool.

As the term “risk-benefit” implies, the
good that could come from transgenics
should be taken into account in deci-
sions about development and deploy-
ment. Government agencies, such as the
USDA’s Animal and Plant Health Inspec-
tion Service, have established mecha-
nisms to ensure that field releases of
transgenic insects are done strictly with
regard to genetic and ecological conse-
quences. (Readers can review this imple-
mentation process, as well as the present
application for field trials of transgenic
arthropods, by visiting the USDA Web
site at www.aphis.usda.gov/bbep.)

The genetic transformation of a given
organism has, in every case, revolution-
ized the study of its biology. Further-
more, research in one species may in-
form work in others. Mendel’s humble
pea plants broke the ground, and stud-
ies of Drosophila laid the foundation
for most of modern genetic research.
Investigations with Escherichia coli led
to pioneering research into regulatory
mechanisms that hastened the develop-
ment of genetic engineering technology
in bacteria, plants and animals. Trans-
genic mammals already produce a vari-
ety of medical products. Applied to in-
sects, transgenic technology can offer
biologists new ways to investigate, con-
trol and exploit these creatures that
hold sway over such a substantial pro-
portion of human affairs.
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BIOLOGICAL CONTROL, in the form of predatory mites, saved the almond trees on
the left side of the road. The unprotected trees on the right were decimated by spider
mites. Transgenic technology has the potential to increase the availability of biocontrols.
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Between 1935 and 1955 a hand-
ful of Japanese men turned their
minds to the unsolved prob-

lems of theoretical physics. They taught
themselves quantum mechanics, con-
structed the quantum theory of electro-
magnetism and postulated the existence
of new particles. Much of the time their
lives were in turmoil, their homes de-
molished and their bellies empty. But
the worst of times for the scientists was
the best of times for the science. After
the war, as a numbed Japan surveyed
the devastation, its physicists brought
home two Nobel Prizes.

Their achievements were all the more
remarkable in a society that had encoun-
tered the methods of science only decades
earlier. In 1854 Commodore Matthew
Perry’s warships forced the country open
to international trade, ending two cen-
turies of isolation. Japan realized that
without modern technology it was mili-
tarily weak. A group of educated samu-
rai forced the ruling shogun to step
down in 1868 and reinstated the em-
peror, who had until then been only a
figurehead. The new regime sent young
men to Germany, France, England and
America to study languages, science, en-
gineering and medicine and founded
Western-style universities in Tokyo, Kyo-
to and elsewhere.

Hantaro Nagaoka was one of Japan’s
first physicists. His father, a former sam-
urai, initially taught his son calligraphy
and Chinese. But after a trip abroad, he
returned with loads of English textbooks

and apologized for having taught him
all the wrong subjects. At university,
Nagaoka hesitated to take up science;
he was uncertain if Asians could master
the craft. But after a year of perusing the
history of Chinese science, he decided
the Japanese, too, might have a chance. 

In 1903 Nagaoka proposed a model
of the atom that contained a small nu-
cleus surrounded by a ring of electrons.
This “Saturnian” model was the first to
contain a nucleus, discovered in 1911
by Ernest Rutherford at the Cavendish
Laboratory in Cambridge, England.

As measured by victories against Chi-
na (1895), Russia (1905) and in World
War I, Japan’s pursuit of technology
was a success. Its larger companies es-
tablished research laboratories, and in
1917 a quasigovernmental institute
called Riken (the Institute of Physical
and Chemical Research) came into be-
ing in Tokyo. Though designed to pro-
vide technical support to industry, Ri-
ken also conducted basic research.

A young scientist at Riken, Yoshio Ni-
shina, was sent abroad in 1919, travel-
ing in England and Germany and spend-
ing six years at Niels Bohr’s institute in
Copenhagen. Together with Oskar Klein,
Nishina calculated the probability of a
photon, a quantum of light, bouncing
off an electron. This interaction was
fundamental to the emerging quantum
theory of electromagnetism, now known
as quantum electrodynamics.

When he returned to Japan in 1928,
Nishina brought with him the “spirit of

Copenhagen”—a democratic style of re-
search in which anyone could speak his
mind, contrasting with the authoritari-
an norm at Japanese universities—as well
as knowledge of modern problems and
methods. Luminaries from the West,
such as Werner K. Heisenberg and Paul
A. M. Dirac, came to visit, lecturing to
awed ranks of students and faculty.

Hiding near the back of the hall, Shin-
ichiro Tomonaga was one of the few to
understand Heisenberg’s lectures. He
had just spent a year and a half as an
undergraduate teaching himself quan-
tum mechanics from all the original pa-
pers. On the last day of lectures, Naga-
oka scolded that Heisenberg and Dirac
had discovered a new theory in their 20s,
whereas Japanese students were still pa-
thetically copying lecture notes. “Na-
gaoka’s pep talk really did not get me
anywhere,” Tomonaga later confessed.

Sons of Samurai

He was, however, destined to go
places, along with his high school

and college classmate Hideki Yukawa.
Both men’s fathers had traveled abroad
and were academics: Tomonaga’s a pro-
fessor of Western philosophy, Yukawa’s
a professor of geology. Both were of
samurai lineage. Even before going to
school, the younger Yukawa had learned
the Confucian classics from his mater-
nal grandfather, a former samurai. Lat-
er he encountered the works of Taoist
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IN JANUARY 1942 author Yoichiro
Nambu reads in laboratory room 305 of
the physics department at the University
of Tokyo. Soon after, he was drafted.
When the war ended, Nambu lived in this
room for three years; neighboring labora-
tories were similarly occupied by home-
less and hungry scientists.

Physicists in Wartime Japan
During the most trying years 

of Japan’s history, two brilliant schools 
of theoretical physics flourished

by Laurie M. Brown and Yoichiro Nambu

“The last seminar, given at a gorgeous house left unburned near Riken, was
dedicated to [electron] shower theories. . . . It was difficult to continue the semi-
nars, because Minakawa’s house was burnt in April and the laboratory was badly
destroyed in May. The laboratory moved to a village near Komoro in July; four
physics students including myself lived there. Tatuoki Miyazima also moved to the
same village, and we continued our studies there towards the end of 1945.”

—Satio Hayakawa, astrophysicist  
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sages, whose questioning attitude he
would liken to the scientific pursuit. To-
monaga was inspired to study physics by
hearing Albert Einstein lecture in Kyoto
in 1922, as well as by reading popular
science books written in Japanese.

The two men obtained their bachelor’s
degrees in 1929 from Kyoto University,
at the start of the worldwide depression.
Lacking jobs, they stayed on as unpaid
assistants at the university. They taught
each other the new physics and went on
to tackle research projects independent-
ly. “The depression made scholars of us,”
Yukawa later joked. 

In 1932 Tomonaga joined Nishina’s
lively group at Riken. Yukawa moved to
Osaka University and, to Tomonaga’s
annoyance, confidently focused on the
deepest questions of the day. (Yukawa’s
first-grade teacher had written of him:
“Has a strong ego and is firm of mind.”)
One was a severe pathology of quantum
electrodynamics, known as the problem
of infinite self-energy. The results of
many calculations were turning out to
be infinity: the electron, for instance,
would interact with the photons of its
own electromagnetic field so that its
mass—or energy—increased indefinitely.
Yukawa made little progress on this
question, which was to occupy some of
the world’s brilliant minds for two more
decades. “Each day I would destroy the
ideas that I had created that day. By the
time I crossed the Kamo River on my
way home in the evening, I was in a
state of desperation,” he later recalled.

Eventually, he resolved to tackle a
seemingly easier problem: the nature of
the force between a proton and a neu-
tron. Heisenberg had proposed that this
force was transmitted by the exchange of
an electron. Because the electron has an
intrinsic angular momentum, or spin, of
one half, his idea violated the conserva-
tion of angular momentum, a basic prin-
ciple of quantum mechanics. But having
just replaced classical rules with quantum
ones for the behavior of electrons and
photons, Heisenberg, Bohr and others

were all too willing to throw out quan-
tum physics and assume that protons
and neutrons obeyed radical new rules
of their own. Unfortunately, Heisenberg’s
model also predicted the range of the nu-
clear force to be 200 times too long.

Yukawa discovered that the range of
a force depends inversely on the mass
of the particle that transmits it. The
electromagnetic force, for instance, has
infinite range because it is carried by
the massless photon. The nuclear force,
on the other hand, is confined within
the nucleus and should be communicat-
ed by a particle of mass 200 times that
of the electron. He also found that the
nuclear particle required a spin of zero
or one to conserve angular momentum.

Yukawa published these observations
in his first original paper in 1935 in Pro-
ceedings of the PMSJ (Physico-Mathe-
matical Society of Japan). Although it
was written in English, the paper was
ignored for two years. Yukawa had been
bold in predicting a new particle—there-
by defying Occam’s razor, the principle
that explanatory entities should not pro-
liferate unnecessarily. In 1937 Carl D.
Anderson and Seth H. Neddermeyer of
the California Institute of Technology
discovered, in traces left by cosmic rays,
charged particles that had about the
right mass to meet the requirements of
Yukawa’s theory. But the cosmic-ray
particle appeared at sea level instead of
being absorbed high up in the atmo-
sphere, so it lived 100 times longer than
Yukawa had predicted.

Tomonaga, meanwhile, was working
with Nishina on quantum electrody-
namics. In 1937 he visited Heisenberg at
Leipzig University, collaborating with
him for two years on theories of nucle-
ar forces. Yukawa also arrived, en route
to the prestigious Solvay Congress in
Brussels. But the conference was can-
celed, and the two men had to leave Eu-
rope hurriedly.

War brought the golden age of quan-
tum physics to an abrupt end. The
founders of the new physics, until then

concentrated in European centers such
as Göttingen in Germany, scattered, end-
ing up mainly in the U.S. Heisenberg,
left virtually alone in Germany, contin-
ued at least initially to work on field
theory—a generalization of quantum
electrodynamics—and to correspond
with Tomonaga.

A War Like No Other

By 1941, when Japan entered the
world war, Yukawa had become a

professor at Kyoto. His students and
collaborators included two radicals,
Shoichi Sakata and Mitsuo Taketani. At
the time, Marxist philosophy was influ-
ential among intellectuals, who saw it as
an antidote to the militarism of the impe-
rial government. Unfortunately, Take-
tani’s writings for the Marxist journal
Sekai Bunka (World Culture) had drawn
the attention of the thought police. He
had been jailed for six months in 1938,
then released into Yukawa’s custody
thanks to the intervention of Nishina.
Although Yukawa remained totally
wrapped up in physics and expressed
no political views at all, he continued to
shelter the radicals in his lab.

Sakata and Taketani developed a
Marxist philosophy of science called the
three-stages theory. Suppose a researcher
discovers a new, inexplicable phenome-
non. First he or she learns the details and
tries to discern regularities. Next the sci-
entist comes up with a qualitative mod-
el to explain the patterns and finally de-
velops a precise mathematical theory that
subsumes the model. But another discov-
ery soon forces the process to repeat. As
a result, the history of science resembles
a spiral, going around in circles yet al-
ways advancing. This philosophy came
to influence many of the younger physi-
cists, including one of us (Nambu).

Meanwhile, as war raged in the Pa-
cific, the researchers continued to work
on physics. In 1942 Sakata and Takeshi
Inoue suggested that Anderson and Ned-
dermeyer had not seen Yukawa’s parti-
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cle but instead had seen a lighter object,
now called a muon, which came from
the decay of the true Yukawa particle,
the pion. They described their theory to
the Meson Club, an informal group that
met regularly to discuss physics, and
published it in a Japanese journal.

Yukawa was doing war work one day
a week; he never said what this entailed.
(He did say that he would read the Tale
of Genji while commuting to the mili-
tary lab.) Tomonaga, who had become
a professor at the Tokyo Bunrika Uni-
versity (now called the University of Tsu-

kuba), was more involved in the war ef-
fort. Together with Masao Kotani of the
University of Tokyo, he developed a the-
ory of magnetrons—devices used in ra-
dar systems for generating electromag-
netic waves—for the navy. Through the
hands of a submarine captain he knew,
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HIDEKI OGAWA (second from left) and his brothers gather at
home in Kyoto, around 1912. As an adult, Hideki took the sur-
name Yukawa, by which he is known, from his wife. While Hi-

deki became a Nobel laureate in physics, Shigeki (left) became a
historian of China, Tamaki (third from left) a professor of Chi-
nese literature and Yoshiki a professor of metallurgy.
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Heisenberg sent Tomonaga a paper on
a technique he had invented for describ-
ing the interactions of quantum parti-
cles. It was in essence a theory of waves,
which Tomonaga soon applied to de-
signing radar waveguides.

At the same time, Tomonaga was tack-
ling the problem of infinite self-energy
that Yukawa had given up. To this end,
he developed a means of describing the
behavior of several interacting quantum
particles, such as electrons, moving at
near the speed of light. Generalizing an
idea due to Dirac, he assigned to each
particle not just space coordinates but
also its own time coordinate and called
the formulation “super-many-time the-
ory.” This work, which became a pow-
erful framework for quantum electro-
dynamics, was published in 1943 in Ri-
ken’s science journal.

By this time most students had been
mobilized for war. Nambu was among
those assigned to radar research for the
army. (Intense rivalry between the army
and the navy led each to duplicate the
other’s efforts). Resources were short
and the technology often very primitive:
the army could not develop mobile ra-
dar systems to pinpoint enemy targets.
Nambu was once handed a piece of
Permalloy magnet, about three by three
inches, and told to do what he could
with it for aerial submarine detection.
He was also told to steal from the navy
Tomonaga’s paper on waveguides, la-
beled “Secret,” which he accomplished
by visiting an unsuspecting professor
[see “Strings and Gluons—The Seer Saw
Them All,” by Madhusree Mukerjee,
News and Analysis; Scientific Ameri-
can, February 1995].

(Curiously, Japan’s past technical con-
tributions included excellent magnetrons
designed by Kinjiro Okabe and an an-

tenna; the latter, invented by Hidetsugu
Yagi and Shintaro Uda in 1925, still pro-
jects from many rooftops. The Japanese
armed forces learned about the impor-
tance of the “Yagi array” from a cap-
tured British manual.)

Younger physicists around the Tokyo
area continued their studies when they
could; professors from the University of
Tokyo, as well as Tomonaga, held spe-
cial courses for them on Sundays. In
1944 a few students (including Satio
Hayakawa, whose quote begins this ar-
ticle) were freed from war research and
returned to the university campus. Even
so, times were difficult. One student’s
house was burned down, another was
drafted, and a third had his house burned
down just before he was drafted. The
venue for the seminars shifted several
times. Tomonaga, who had always been
physically weak, would sometimes in-
struct his students while lying sick in bed.

Meanwhile Nishina had been instruct-
ed by the army to investigate the possibil-
ity of making an atomic bomb. In 1943
he concluded that it was feasible, given
enough time and money. He assigned a
young cosmic-ray physicist, Masa Take-
uchi, to build a device for isolating the
lighter form of uranium required for a
bomb. Apparently Nishina thought the
project would help keep physics research
alive for when the war ended. Taketani,
back in prison, was also forced to work
on the problem. He did not mind,
knowing it had no chance of success.

Across the Pacific, the Manhattan
Project was employing some 150,000
men and women, not to mention a con-
stellation of geniuses and $2 billion. In
contrast, when the Japanese students
realized they would need sugar to make
uranium hexafluoride (from which they
could extract the uranium) they had to

bring in their own meager rations. A
separate effort, started by the navy in
1943, was also far too little, too late. By
the end of the war, all that the projects
had produced was a piece of uranium
metal the size of a postage stamp, still
unenriched with its light form.

And two atom bombs had exploded
in Japan. Luis W. Alvarez of the Univer-
sity of California at Berkeley was in the
aircraft that dropped the second bomb
over Nagasaki, deploying three micro-
phones to measure the intensity of the
blast. Around these instruments he
wrapped a letter (with two photocopies)
drafted by himself and two Berkeley
colleagues, Philip Morrison and Robert
Serber. They were addressed to Rioki-
chi Sagane, Nagaoka’s son and a physi-
cist in Tomonaga’s group. An experi-
menter, Sagane had spent two years at
Berkeley learning about cyclotrons, enor-
mous machines for conducting studies
in particle physics. He had become ac-
quainted with the three Americans who
now sought to inform him of the nature
of the bomb. Although the letter was
recovered by the military police, Sagane
learned of it only after the war.

A Hungry Peace

After the Japanese surrender in Au-
gust 1945, the country was effec-

tively under American occupation for
seven years. General Douglas MacAr-
thur’s administration reformed, liberal-
ized and expanded the university sys-
tem. But experimental research in nu-
clear and related fields was essentially
prohibited. All cyclotrons in Japan were
dismantled and thrown into the sea, for
fear that they might be used to research
an atomic bomb.

In any case, the miserable economy
did not allow the luxury of experimen-
tal research. Tomonaga was living with
his family in a laboratory, half of which
had been bombed to bits. Nambu ar-
rived at the University of Tokyo as a re-
search assistant and lived for three years
in a laboratory, sleeping on a straw mat-
tress spread over his desk (and always
dressed in military uniform for lack of
other clothes). Neighboring offices were
similarly occupied, one by a professor
and his family. 

Getting food was everyone’s pre-
occupation. Nambu would sometimes
find sardines at Tokyo’s fish market,
which rapidly produced a stench because
he had no refrigerator. On weekends he
would venture to the countryside, ask-
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OUTING AT MOUNT FUJI in 1936 drew physicists from laboratories at Riken.
Shinichiro Tomonaga is in the front row (third from left). Yoshio Nishina, “the boss,”
who ran a large and prolific group at Riken, is third from the right (front row).

N
IS

H
IN

A
 M

EM
O

RI
A

L 
FO

U
N

D
AT

IO
N

, C
O

U
R

TE
SY

 O
F 

H
IR

O
SH

I E
Z

A
W

A

Copyright 1998 Scientific American, Inc.



ing farmers for whatever they could offer.
Several other physicists also used the

room. One, Ziro Koba, was working
with Tomonaga’s group at Bunrika on
the self-energy problem. Some of the
officemates specialized in the study of
solids and liquids (now called condensed-
matter physics) under the guidance of
Kotani and his assistant Ryogo Kubo,
who was later to attain fame for his
theorems in statistical mechanics. The

young men taught each other what they
knew of physics and regularly visited a
library set up by MacArthur, perusing
whatever journals had arrived.

At a meeting in 1946 Sakata, then at
Nagoya University—whose physics de-
partment had moved to a suburban pri-
mary school—proposed a means of deal-
ing with the infinite self-energy of the
electron by balancing the electromag-
netic force against an unknown force.

At the end of the calculation, the latter
could be induced to vanish. (At about
the same time, Abraham Pais of the In-
stitute for Advanced Study in Princeton,
N.J., proposed a similar solution.) Al-
though the method had its flaws, it even-
tually led Tomonaga’s group to figure
out how to dispose of the infinities, by a
method now known as renormalization.

This time the results were published
in Progress of Theoretical Physics, an
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DISTINGUISHED VISITOR Niels Bohr (right) discusses
physics with Nishina and Seishi Kikuchi (standing) during a
trip to Japan in April 1937. Nishina had visited Bohr’s institute

in Copenhagen in the early 1920s and maintained connections
with several European scientists. Kikuchi was an experimenter
who performed some of the earliest studies with electron waves.
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English-language journal founded by
Yukawa in 1946. In September 1947
Tomonaga read in Newsweek about a
striking experimental result obtained by
Willis E. Lamb and Robert C. Rether-
ford of Columbia University. The elec-
tron in a hydrogen atom can occupy one
of several quantum states; two of these
states, previously thought to have iden-
tical energies, actually turned out to have
slightly different energies.

Right after the finding was reported,
Hans Bethe of Cornell University had
offered a quick, nonrelativistic calcula-
tion of the “Lamb shift,” as the energy
difference came to be known. The ef-
fect is a finite change in the infinite self-
energy of the electron as it moves inside
an atom. With his students, Tomonaga
soon obtained a relativistic result by
correctly accounting for the infinities.

Their work strongly resembled that
being done, almost at the same time, by
Julian S. Schwinger of Harvard Universi-
ty. Years later Tomonaga and Schwing-
er were to note astonishing parallels in
their careers: both had worked on ra-
dar, wave propagation and magnetrons
as part of their respective war efforts,
and both used Heisenberg’s theory to
solve the same problem. The two shared
a Nobel Prize with Richard Feynman in
1965 for the development of quantum
electrodynamics. (Feynman had his own
idiosyncratic take—involving electrons
that moved backward in time—which
Freeman Dyson of the Institute for Ad-
vanced Study later showed was equiva-
lent to the approach of Tomonaga and
Schwinger.) And both Tomonaga’s and
Schwinger’s names mean “oscillator,” a

system fundamental to much of physics.
At about the time the Lamb shift was

reported, a group in England discovered
the decay of the pion to the muon in pho-
tographic plates exposed to cosmic rays
at high altitude. The finding proved In-
oue, Sakata and Yukawa to have been
spectacularly correct. After the dust set-
tled, it became clear that Yukawa had
discovered a deep rule about forces: they
are transmitted by particles whose spin
is always an integer and whose mass de-
termines their range. Moreover, his tac-
tic of postulating a new particle turned
out to be astoundingly successful. The
20th century saw the discovery of an
abundance of subatomic particles, many
of which were predicted years before.

In 1947 new particles began to show
up that were so puzzling that they were
dubbed “strange.” Although they ap-
peared rarely, they often did so in pairs
and, moreover, lived anomalously long.
Eventually Murray Gell-Mann of the
California Institute of Technology and,
independently, Kazuhiko Nishijima of
Osaka City University and other Japan-
ese researchers discovered a regularity
behind their properties, described by a
quantum characteristic called “strange-
ness.” (Discerning this pattern was the
first step in the three-stages theory.)

In subsequent years Sakata and his as-
sociates became active in sorting through
the abundance of particles that were
turning up and postulated a mathemat-
ical framework, or triad, that became
the forerunner of the quark model. (This
framework formed the second stage. At
present, high-energy physics, with its
precise theory of particles and forces

known as the Standard Model, is in the
third and final stage.)

Meanwhile physicists in Japan were
renewing ties with those in the U.S.
who had made the atomic bomb. Their
feelings toward the Americans were am-
biguous. The carpet bombings of Tokyo
and the holocausts in Hiroshima and
Nagasaki had been shocking even for
those Japanese who had opposed the
war. On the other hand, the occupation,
with its program of liberalization, was
relatively benevolent. Perhaps the de-
ciding factor was their shared fascina-
tion for science.

Reconciliation

Dyson has described how, in 1948,
Bethe received the first two issues

of Progress of Theoretical Physics, print-
ed on rough, brownish paper. An article
in the second issue by Tomonaga con-
tained the central idea of Schwinger’s
theory. “Somehow or other, amid the
ruin and turmoil of the war, Tomonaga
had maintained in Japan a school of re-
search in theoretical physics that was in
some respects ahead of anything exist-
ing elsewhere at that time,” Dyson
wrote. “He had pushed on alone and
laid the foundations of the new quan-
tum electrodynamics, five years before
Schwinger and without any help from
the Columbia experiments. It came to
us as a voice out of the deep.”

J. Robert Oppenheimer, then director
of the Institute for Advanced Study, in-
vited Yukawa to visit. He spent a year
there, another at Columbia, and re-
ceived the Nobel Prize in 1949. Tomo-
naga also visited the institute and found
it extremely stimulating. But he was
homesick. “I feel as if I am exiled in par-
adise,” he wrote to his former students.
He returned after a year to Japan, hav-
ing worked on a theory of particles mov-
ing in one dimension that is currently
proving useful to string theorists.

From the early 1950s, younger physi-
cists also began to visit the U.S. Some,
such as Nambu, stayed on. To an extent
mitigating this brain drain, the expatri-
ates retained ties with their colleagues
in Japan. One means was to send letters
to an informal newsletter, Soryushiron
Kenkyu, which was often read aloud
during meetings of a research group that
succeeded the Meson Club.

In 1953 Yukawa became the director
of a new research institute at Kyoto, now
known as the Yukawa Institute for Theo-
retical Physics. In the same year he and
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Tomonaga hosted an international con-
ference on theoretical physics in Tokyo
and Kyoto. Fifty-five foreign physicists
attended, including Oppenheimer. It is
said that Oppenheimer wished to visit
the beautiful Inland Sea but that Yukawa
discouraged him, feeling that Oppen-
heimer would find it too upsetting to
see Hiroshima, which was nearby. De-
spite their lifelong immersion in ab-
stractions, Yukawa and Tomonaga be-
came active in the antinuclear movement

and signed several petitions calling for
the destruction of nuclear weapons.

In 1959 Leo Esaki, a doctoral student
at the University of Tokyo, submitted a
thesis on the quantum behavior of semi-
conductors, work that eventually led to
the development of transistors. He
would bring home a third Japanese No-
bel in physics, shared with Ivar Giaever
and Brian D. Josephson, in 1973.

One wonders why the worst decades
of the century for Japan were the most

creative ones for its theoretical physi-
cists. Perhaps the troubled mind sought
escape from the horrors of war in the
pure contemplation of theory. Perhaps
the war enhanced an isolation that
served to prod originality. Certainly the
traditional style of feudal allegiance to
professors and administrators broke
down for a while. Perhaps for once the
physicists were free to follow their ideas.

Or perhaps the period is just too ex-
traordinary to allow explanation.
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TOMONAGA strikes a pose at home. This somber picture was
taken in 1960, five years before Tomonaga shared a Nobel

Prize for his solution of the infinity problems of quantum elec-
trodynamics, discovered during World War II. 
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Modern society has become
increasingly reliant on
software—and thankfully

so. Computer programs routinely exe-
cute operations that would be extraor-
dinarily laborious for an unaided per-
son—handling payrolls, recording bank
transactions, shuffling airline reserva-
tions. They can also complete tasks that
are beyond human abilities—for exam-
ple, searching through massive amounts
of information on the Internet.

Yet for all its importance, software is
an intangible quantity that has been
devilishly tricky to measure. Exactly
how should people determine the size
of software?

The question is not just an academic
exercise. Without a good gauge of soft-
ware, the industry has had trouble im-
proving the quality of computer appli-
cations and increasing the efficiency of
their development. In fact, most com-
panies and government agencies have
only a hazy idea of the caliber of their
software and the productivity of their
programmers. Consequently, predicting
the investment of money and time need-
ed to create programs becomes such a
difficult task that overruns and delays
are the norm rather than the exception.

Indeed, software has proved to be a
troublesome technology, as evidenced by
the well-publicized computer debacle in
Denver International Airport’s baggage-
handling system that set back the facili-
ty’s opening by more than a year. In fact,
until the so-called Year 2000 computer
problem became pressing, most organi-
zations did not know how much soft-
ware they owned, even though it is a
critical and costly asset. In my opinion,
this basic problem of measurement is
one of the biggest obstacles now facing
the software industry.

Of course, one way to size up soft-
ware would simply be to tally all the

bytes that a particular program occu-
pies in computer disk storage. Another
approach would be to count the num-
ber of lines of “code,” the lengthy list
of instructions required for each com-
puter application. Such measurements,
however, do not always reflect how ca-
pable the software truly is. Sometimes a
program with three million lines will in
fact be richer in functionality and fea-
tures than an application containing
five million.

A better approach, then, is to assess
the operations that a particular program
performs. One formal method for do-
ing so counts “function points,” which
are quantitative indicators of what a
program can do. Computer scientists
pioneered this formalism more than two
decades ago, and their efforts may soon
result in an international standard. Still,
it is far from certain whether function
points will eventually provide a univer-
sal system for measuring software.

What Exactly Is Software?

By themselves, digital computers are
merely containers for the software

that operates them. A player for com-
pact discs acts similarly. With a disc
containing a Mozart symphony in the
player, the listener hears classical music.
With one for Billie Holiday, jazz is
heard. Likewise, with different software
a computer can serve as a word proces-
sor, manipulate spreadsheets or read
documents from the World Wide Web. 

The software itself is a series of thou-
sands or sometimes millions of individ-
ual commands that instruct a computer
to take various actions, such as display-
ing information, performing calculations
or storing data. To continue the music
analogy, a programmer is like a compos-
er. Just as the latter conceives music and
then describes it note by note, the for-

Sizing Up Software
Unlike oil, steel or paper, software is 

an intangible commodity. This elusive quality makes 
computer programs difficult to quantify

by Capers Jones
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mer envisions and then writes software
instruction by instruction.

Here, though, the parallelism with
music begins to fail. For one, composers
use the same symbols and notation re-
gardless of whether the music they are
creating is a pop song or an operatic
aria. Programmers, on the other hand,
have at least 500 different languages at
their disposal. Some computer languag-
es, such as COBOL, are aimed at busi-
ness problems. Others, such as FOR-
TRAN, are geared for the mathematical
and scientific fields. In addition, languag-
es such as PL/I can be used for a wide
range of applications.

The availability of so many diverse
languages, each with its own structure
and syntax, is one of several reasons
why counting lines of code has proved
to be difficult and unreliable. Specifical-
ly, there are no general rules or standards
for determining exactly what constitutes
a line of code in all programming lan-
guages. For a newer language, such as
Visual Basic, the very concept has little
meaning, because programmers typical-
ly use so-called graphical controls as well
as code to establish how the application
being developed will function. Further-
more, sometimes several languages are
used within the same software. 

And even if code could be counted
with absolute precision, it would still
not be a perfect solution. The similar
approach of assessing software by sim-
ply measuring the amount of computer
disk storage it occupies is even more
flawed. Among various other reasons,
the identical application written in dif-
ferent languages will take up very un-
equal amounts of storage space, even
after the programs have been converted
into the computer’s binary world of 0s
and 1s. Thus, the careless use of such
bulk measurements—especially when
applied to large programs—can pro-
duce deceptive results.

A Perplexing Paradox

Many applications used today con-
sist of more than one million dis-

crete statements. Some applications  have
more than 10 million. The expense of
writing such large software is deter-
mined by considerably more than just
the cost of the actual coding process. In
practice, companies spend a greater
amount of money to produce paper
documents (specifications and user man-
uals) and to test the program and correct
the errors that invariably turn up. Fur-
thermore, the cost of managing a large
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software project can itself be quite steep.
The fact that much of the work of

building large applications is not direct-
ly related to coding leads to a surprising
paradox [see illustration below]. Sup-
pose that two companies decide to cre-
ate programs that do exactly the same
things. One firm uses assembly lan-
guage, which requires many instructions
to handle basic tasks, such as adding one
number to another. With such a low-
level language, the application requires,
say, one million lines of code. The sec-
ond company uses COBOL, a business-
oriented language that takes fewer state-
ments to perform the same functions.
With this high-level language, the pro-
gram contains perhaps just 400,000
statements. These line counts would su-
perficially indicate that the former soft-

ware is more than twice as “large” as
the latter even though both programs
are, in effect, identical.

The comparison is complicated fur-
ther if the programmers at the two hy-
pothetical companies write code at dif-
ferent rates (as would be expected even
if they have the same fundamental abil-
ities). Because of the different languages
used, each staff member at the first firm
may be able to deliver 500 lines of code
each month, whereas the comparable
number for the second company might
be 360. Even so, the second company
would be able to develop the applica-
tion faster—1,100 staff-months versus
2,000—because fewer lines need to be
written and because programs in high-
level languages typically require less de-
bugging, among other reasons. As a re-

sult, the total cost of the program for
the first company would be $20 mil-
lion, and the corresponding expense for
the second firm would be $11 million.
Yet each line of code at the first compa-
ny costs $20, as opposed to $27.50 for
the second firm. So it might at first
glance appear that the programmers in
the first company are more productive
even though the second company is
able to develop the same application
faster and more cheaply. Thus, a low
cost per line of code does not necessari-
ly indicate economic efficiency.

Clearly, blindly counting lines of code
can be misleading. Computer scientists
realized as much years ago, and conse-
quently several research teams at IBM,
one of the largest software development
organizations in the world, began to
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SOFTWARE ECONOMIC ANALYSIS requires a suitable method
for measuring the size of computer programs; otherwise the re-
sults can be misleading. Consider the same application that is de-
veloped in two different computer languages, assembly and
COBOL, with the former requiring more work, resulting in a
higher cost (a). If the software is measured by counting the num-
ber of lines of programming code, the assembly version will ap-
pear to be more than twice as large as its COBOL counterpart
(b), even though both do identical things. This distortion will
make it seem that the assembly project has higher productivity (c)
and is more cost-effective (d). But if the software is measured in
function points, which indicate a program’s capability [see top il-
lustration on opposite page], the two programs will be equal in
size (e), leading to a truer picture of productivity (f ) and cost (g).
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explore other approaches to measuring
software. One group, which included
me, noted the productivity paradox in
1973, when we compared software
written in assembly language with pro-
grams developed in PL/I. On average,
the former required about four times as
many statements as the latter. But both
languages could be coded at roughly
the same rate.

So our immediate solution to the
problem of comparing apples with or-
anges was simply to multiply the PL/I
line count by 4 to convert it into an
equivalent number of assembly state-
ments. Although this method provided
a rough equivalency, it was far from
ideal. Essentially we were doing noth-
ing more than performing a monetary
currency exchange, as if converting dol-
lars into yen.

The Point of Function Points

Other investigators at IBM in White
Plains, N.Y., and elsewhere began

a more fundamental research program.
Allan Albrecht and his colleagues de-
cided to formulate units of software
complexity, which they dubbed func-
tion points. They designed this novel
accounting method to be independent
of programming languages.

To calculate function points, people
examine five attributes of a program:
its inputs, outputs, interactive inquiries
(when the user issues a query and the
computer returns a response), external
logical files (interfaces) and internal log-
ical files. Consider a simple spell checker
that has one input (the name of the file
that needs to be examined), three out-
puts (the total number of words re-
viewed, the number of errors found and
a listing of the misspelled words), one
inquiry (a user can interactively obtain
the number of words processed thus
far), one external file (the document
that needs to be inspected) and one in-
ternal file (the dictionary). For this sim-
ple program, the number of elements is
1 + 3 + 1 + 1 + 1 = 7.

In practice, function-point analysis
proves much more complicated than the
mere counting of the five types of at-
tributes. Practitioners of this method use
various weights to account for the com-
plexity (low, average or high) of each el-
ement, according to detailed guidelines
maintained by the International Func-
tion Point Users’ Group (IFPUG), an or-
ganization based in Westerville, Ohio.
The actual calculations are quite in-

volved, but the weighted sum of function
points for the example of a simple spell
checker would be 40 if each of the seven
elements were of average complexity.

Last, the function-point total is either
increased or decreased with a multiplier
to match the perceived intricacy of the
overall system. This adjustment is based
on 14 factors, including, for instance,
whether the processing of the applica-
tion will be split across different comput-
ers and whether parts of the software
need to be designed for reusability by

future programs [see box on next page].
The calculation of function points for

complex software is fairly complicated;
it typically requires specialists who have
passed a certification examination. Few
software managers need to know the
actual mechanics of function-point
counting, but all of them should under-
stand the assessments of productivity
and quality now being expressed with
such measurements.

Because they are independent of the
programming language used, function
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FUNCTION POINTS provide a means to assess the size of a program in terms of its
capability. The measurement requires the examination of five attributes of an applica-
tion: its inputs, outputs, interactive inquiries, external files and internal files. For a sim-
ple spell checker, the number of such elements is seven, and each item needs to be
weighted according to its individual complexity. The weighted sum of function points
is then either increased or decreased to match the perceived intricacy of the overall pro-
gram, as judged with 14 criteria [see box on next page]. The final total will thus indi-
cate the functionality and complexity of the application.

SOFTWARE SIZE of typical programs, such as word processors and operating systems,
can be compared with function points. Major defense systems are the largest kind of ap-
plication, containing about 300,000 function points (roughly 27 million lines of code).
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points provide the most accurate way
to compare different software. For the
earlier paradoxical example, if both the
assembly language and COBOL ap-
plications contain 4,000 function points
(the two programs, having the same
functionality, will score an equal num-
ber of points), then the total cost for the
first company is $5,000 per function
point, compared with $2,750 for the
second [see illustration on page 106].
This result gives a truer picture of the
actual economies of the two projects.

Using function points, corporate man-
agers can now conduct more reliable
analyses of productivity and quality.
Currently this methodology is the most
widely used approach for such studies
in the U.S. and in much of Europe. The
total number of software projects world-
wide measured using function points
surpasses 100,000. My colleagues and
I, among others, have used information
from these studies to examine variations
in productivity and quality by country,

industry and programming language.
Such investigations have spawned

many useful rules of thumb that can aid
companies developing software, partic-
ularly before they undertake large proj-
ects. (If the software is completely spec-
ified at the outset, the total number of
function points of a project can be cal-
culated before even a single line of code
has been written.) For instance, raising
the function-point total of a system to
the 1.25 power gives a ballpark estimate
of the number of errors that will have
to be removed. Dividing the number of
function points by 150 approximates
the number of programmers, software
analysts and technicians who will be
needed to develop that application, and
raising the function-point total to the
0.4 power gives a rough estimate of the
time in months that staff will need to
complete the project. Obviously, these
rules of thumb are no substitute for for-
mal, detailed estimates, but they do
provide preliminary numbers that can

temper unrealistic and excessively opti-
mistic schedules, which are a common
problem in software development.

Despite such helpful information, the
regrettable fact is that most organiza-
tions do not perform any kind of useful
software measurements at all. Although
more than 100,000 projects have been
sized with function points to date, that
number is below 1 percent of the total
number of software applications in use.
Among smaller firms, especially those
with fewer than 100 software profes-
sionals, neither function points nor any
other measurement techniques are yet
widespread. But function-point usage
has become quite common among large
companies with more than 10,000 peo-
ple involved in developing, testing and
maintaining computer programs. For
such corporations, software is a major
cost, one that demands accurate mea-
surement and estimation.

It is also interesting to look at the size
of personal software applications. The
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1. Complex data communications: A program for a
multinational bank that must handle electronic monetary
transfers from financial institutions around the world.

2. Distributed processing: A Web search engine in which the
processing is performed by more than a dozen server computers
working in tandem.

3. Stringent performance objectives: An air-traffic-control sys-
tem that must continuously provide accurate, timely positions of
aircraft from radar data.

4. Heavily used configuration: A university system in which hun-
dreds of students register for classes simultaneously.

5. Fast transaction rates: A banking program that must
perform millions of transactions overnight to balance all
books before the next business day.

6. On-line data entry: Mortgage approval program for which
clerical workers enter data interactively into a computer system
from paper applications filled out by prospective home owners.

7. User-friendly design: Software for computer kiosks
with touch screens in which consumers at a subway sta-
tion can purchase tickets using their credit cards.

8. On-line updating of data: Airline system in which travel
agents can book flights and obtain seat assignments. The soft-

ware must be able to lock and then modify certain records in the
database to ensure that the same seat is not sold twice. 

9. Complex processing: Medical software that takes a pa-
tient’s various symptoms and performs extensive logical
decisions to arrive at a preliminary diagnosis.

10. Reusability: A word processor that must be designed so that
its menu tool bars can be incorporated into other applications,
such as a spreadsheet or report generator.

11. Installation ease: An equipment-control application that
nonspecialists will install on an offshore oil rig.

12. Operational ease: A program for analyzing huge numbers of
historical financial records that must process the information in a
way that would minimize the number of times computer opera-
tors have to unload and reload different tapes containing the data.

13. Multiple sites: Payroll software for a multinational cor-
poration that must take into account the distinct character-
istics of various countries, including different currencies
and income tax rules.

14. Flexibility: A financial forecasting program that can issue
monthly, quarterly or yearly projections tailored to a particular
business manager, who might require that the information be
broken down by specific geographic regions and product lines.

Filling in the Scorecard

The function-point methodology allows analysts to judge the complexity of a computer pro-
gram using 14 criteria. The actual assessment, which requires people with special training

who have passed a certification exam, is a detailed process with guidelines specified by the
International Function Point Users’ Group, based in Westerville, Ohio. The 14 factors, with

corresponding examples of high-scoring programs for each, are listed below.

BR
YA

N
 C

H
RI

ST
IE

Copyright 1998 Scientific American, Inc.



word processor with which I wrote this
article contains about 435,000 lines of
code and has roughly 3,500 function
points. In the course of daily business,
an office worker might use more than
25,000 function points’ worth of soft-
ware in the form of spreadsheets, word
processors, database applications, sta-
tistical tools and custom programs. All
these applications run under the control
of operating systems, which can top
100,000 function points in size.

Not a Perfect Metric

The use of function points has ex-
panded throughout the world, but

not without some debate. A number of
researchers have faulted the approach
as too prone to human misinterpreta-
tion, for example, in assigning the vari-
ous weights according to software com-
plexity. Such subjectivity does exist, but
the use of certification programs and
exams has narrowed the range of
counting variance to within about 10
percent. This margin of error is roughly
in the same range as that associated with
the counting of lines of code for widely
used languages such as COBOL. (In
fact, companies that lack standards for
counting lines of code have experienced
huge variances of more than 100 percent
when different managers or program-
mers measured the same program.)

Many researchers have complained
that the calculation of function points is
too labor-intensive. This criticism is val-
id, but automated counting tools might
soon ease the burden. Others have stat-
ed that because function points were
developed for business information sys-
tems, they are not adequate for assess-
ing other types of software. But func-
tion points have helped measure sys-
tems software, applications permanently
programmed into various consumer de-

vices and high-tech weapons. And com-
puter professionals continually revise
the rules for function points to include
newer types of software, such as appli-
cations for the World Wide Web.

Standardization may be the greatest
challenge. Many people in the software
field have questioned some of the count-
ing procedures in the original IBM ap-
proach as well as in the current method
established by IFPUG. As a result, there
are now about 20 variations of the
technique.

In the early 1980s Charles R. Sy-
mons, a researcher with Nolan, Norton
& Company in London, developed a
scheme for counting function points
called Mark II. Among other modifica-
tions, Mark II expands the number of
adjustment factors from 14 to 19. An-
other adaptation, called feature points,
is aimed at engineering and scientific
applications. Because such software can
be quite complex but sparse in the num-
ber of inputs and outputs, the use of tra-
ditional function points can sometimes
lead to underestimation. Thus, the fea-

ture-point approach considers the num-
ber of algorithms in a program and re-
duces the number of adjustment factors
from 14 to only three. Other offshoots
include so-called 3-D function points,
engineering function points, object
points and full function points.

The International Standards Organi-
zation and the major associations of
function-point users around the world
are now working to draft a consolidat-
ed set of rules. Because representatives
from various countries are involved, it
appears likely that the final standards
may embody concepts from IFPUG and
from the major variations, if indeed
standardization is possible.

In spite of the shortcomings, function
points currently provide the best way to
measure software. And the growing use
of this formalism is indeed welcome,
for without some kind of objective cri-
teria, software development will have
great difficulty in taking its place as a
true engineering discipline rather than
an artistic activity, as it has been for
much of its history.
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The most wonderful private gar-

den I have ever seen is tucked

away behind a modest house

in La Jolla, Calif., not far from where I

live. The gardener is a British-born psy-

chology professor and dear friend who

sends me home with fruit and flowers

each time I visit. Recently I noticed that

two of his plants, though very different

in shape, produced flowers of the exact

same shade of purple. This observation

made me wonder whether the two spe-

cies might be related.

One normally traces evolutionary

connections by identifying physical sim-

ilarities between species. So I decided to

extract and isolate the pigments in the

two flowers so that I could compare

them in detail. That process is actually

much easier than it sounds. In fact, using

a simple technique called electrophore-

sis, I could carry out the experiment in

about an hour for very little money.

Most molecules are electrically neu-

tral, but some important biological mol-

ecules, including proteins, DNA frag-

ments and many natural dyes, carry a

net negative charge when they are in

solution. Electrophoresis cleverly uses a

weak electric field to force such charged

molecules to drift through a medium

that separates them by offering differ-

ing amounts of resistance to motion.

You can easily see this phenomenon

in action when you place a droplet of

dye on a strip of blotting paper that has

been wet by a conductive fluid, such as

salt water. When the ends of the paper

are connected across a battery, a volt-

age is set up, which drives the charged

dye molecules through the paper. Posi-

tively charged particles move toward

the negative terminal, whereas negative

ones move toward the positive terminal.

Usually, larger molecules have a more

difficult time than smaller ones in pass-

ing through paper fibers, so the smaller

molecules drift faster. Thus, over time,

the different molecules in a mixture will

tend to sort themselves by size.

It takes only a few minutes to set up a

basic apparatus. From a large coffee filter

cut a rectangular strip of paper that is

about one centimeter (about half an

inch) wide and about 15 centimeters (six

inches) long. Place this paper band in-

side a flat glass pan or cooking dish. Roll

each end of the paper strip around a

nail, and use an alligator clip to secure

it. Wire the clips to five nine-volt batter-

ies connected in series.

To make the conductive solution,

mix about 100 milliliters (four ounces)

of distilled or bottled water with 1.5

grams (about a quarter teaspoon) of

table salt. Then thoroughly wet the pa-

per, including the nails, with the salt so-

Sorting Molecules with Electricity

TEMPLATE
allows the “comb” 

to be cut from a 
Styrofoam meat tray.
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lution, but don’t add so much that the

paper is submerged in a puddle.

To begin, use a toothpick to place

droplets from several different hues of

food coloring in a line, then connect the

electrodes. The colors will rapidly spread

into streaks as the pigment molecules

migrate toward the positive electrode.

Next, mix two of the dyes, say, red and

green, and run a tiny splotch of the

combination. After about 20 minutes,

the colors should begin to separate. The

same technique can be used to separate

other molecular mixtures.

So here’s how to find out if two plant

species use the same molecules as pig-

ments. First, crush the flowers and im-

merse them in clear isopropyl alcohol,

letting the solids settle. Pour off each of

the resulting color-tinged liquids into

separate containers and then concen-

trate them by letting the alcohol evapo-

rate. Once the alcohol is nearly gone,

dissolve the pigments in a few drops of

the salt solution you made earlier.

Next, line up three tiny dots of pig-

ment on a strip of soaked filter paper by

placing a pure sample from each plant

on the outside and an equal mixture

from both in the center. Then connect

the batteries. If the outside dots sepa-

rate into different sets of colored swaths

and the center streak appears to be a

combination of the outer ones, then you

know that different pigments are in-

volved. But if all three dots form the

same pattern, then both plants probably

rely on the same molecules for color.

Note that the salt ions will also drift

toward the electrodes, where they will

quickly create a layer of tarnish that

impedes the flow of electricity. So after

each run, you will have to scrub the

electrodes. As all this cleaning rapidly

becomes tiresome, you might try to re-

place the steel nails with another con-

ductive material that does not tarnish

as quickly—stainless-steel wire or alu-

minum foil, for example. Small pieces

of gold or platinum wire or chain work

especially well.

Although many great discoveries have

been made using paper-based electro-

phoresis, this simple method does have

a big drawback: the molecules tend to

get caught up in the fibers of the paper.

This complication explains why even

pure dyes form streaks instead of re-

maining well-defined dots as they move

along. So these days biologists often re-

place the paper with a more uniform

material called agarose—a clear sub-

stance with the consistency of stiff gela-

tin. The DNA “fingerprint” patterns you

may have seen are produced by electro-

phoresis on such a gel. Each of the indi-

vidual lines in the fingerprint indicates

strands of DNA of a certain length.

Compared with results with paper, the

degree of separation possible with a gel

electrophoresis is amazing.

September’s Amateur Scientist column

explained how to extract DNA from

living tissues. Unfortunately, the extract-

ed material must be subjected to sophis-

ticated laboratory manipulations using

expensive reagents before a fingerprint

can be created. But similarly diagnostic

patterns can be made using plant pig-

ments. Indeed, complex pigments often

separate so cleanly that the results are

just as stunning. After about 20 min-

utes, you can often isolate virtually ev-

ery molecule involved in such a mixture.

Although ordinary gelatin does not

work well, I’m told that a food additive

called agar-agar may and that it can be

found in Chinese food markets. But I

suggest that you spend $25 and pur-

chase enough agarose gel for about 40

experiments from Edvotek, an educa-

tional biotechnology company in West

Bethesda, Md. (301-251-5990; www. 

edvotek.com).

You can quickly fashion a gel-based

electrophoresis unit from any small,

rectangular container that is waterproof.

I used the bottom of a plastic soap dish.

Bend some aluminum foil over the two

shorter sides to serve as electrodes and

then pour enough of the hot, liquid

agarose into the dish to cover it with a

half-centimeter layer. Because your gel

must contain reservoirs to hold the con-

coctions you wish to separate, cut out a

comb shape [see bottom illustration on
opposite page] from a Styrofoam tray—

the kind used to pack meat at the gro-

cery store—and suspend it so that the

tines penetrate the liquid agarose but

don’t poke through the bottom. Let the

gel set before carefully removing the

comb. This maneuver should produce a

series of nicely spaced wells for your

samples. Now add enough of the salt

solution to cover the gel and keep it

from drying.

With an eyedropper, place your test

substances into the wells, rinsing the

dropper thoroughly between samples.

To start your experiment, just connect

the aluminum foil to your batteries with

alligator clips, with the positive terminal

attached to the side opposite the wells

so that the negatively charged molecules

have some room to move. Don’t worry

if you notice some bubbling along the

foil as water molecules are split apart

by electrolysis. And don’t be concerned

if the color of the pigments changes (a

common effect of altered pH). Because

of its tendency to tarnish, you will have

to replace the aluminum foil when you

renew the agarose after each run.

Electrophoresis is a cornerstone of

molecular biology. Armed with this

technique you can isolate the basic stuff

of biology for further exploration. There

are far too many living systems for pro-

fessionals to study them all, and so there

are many discoveries waiting for the

ambitious amateur armed with this

technique, a textbook and some perse-

verance. So why not get to work!

The Society for Amateur Scientists has
joined forces with Edvotek to create a
complete gel-based electrophoresis unit
for kitchens and classroom labs. Send
$55 to SAS, 4735 Clairemont Square,
Suite 179, San Diego, CA 92117, or call
the society at 619-239-8807. You will
find more information about this and
other articles from the Amateur Scien-
tist at web2.thesphere.com/SAS/WebX.
cgi on the World Wide Web.
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Abig man and a small man were 

sitting in the restaurant car of 

a train, and both ordered fish.

When the waiter brought dinner, the

big man promptly took the bigger fish;

the small man complained that this was

extremely impolite.

“What would you have done if you’d

been offered first choice, then?” asked

the big man, annoyed.

“I would have been polite and picked

up the small fish,” the small man said

smugly.

“Well, that’s what you’ve got!”

As this ancient joke illustrates, some

folk are hard to please.

For the past 50 years, mathematicians

have grappled with problems of fair di-

vision, usually formulated in terms of a

cake rather than fish. Jack Robertson

and William Webb have recently pub-

lished a fascinating book, Cake Cutting

Algorithms (A. K. Peters, Natick, Mass.,

1998), which surveys the field.

In this and next month’s column,

we’ll take a look at some ideas that

have emerged from the deceptively sim-

ple question of dividing a cake so that

everybody is happy.

The simplest case involves just two

people who wish to share a cake so that

each is satisfied that they have a fair

share. “Fair” here means “half or more

by my valuation,” and the recipients

may disagree on the value of any given

bit of cake. For example, Alice may like

cherries, whereas Bob prefers icing. Cu-

riously, it is easier to divide the cake

when the recipients disagree on what its

parts are worth.

You can see this makes sense here,

because we can give Bob the icing and

Alice the cherries, and we’re well on the

way to satisfying both of them. If they

both wanted icing, the problem would

be harder.

Not that it’s terribly hard when there

are only two players. The solution “Al-

ice cuts, Bob chooses” has been traced

back 2,800 years! It is fair in the sense

that neither Alice nor Bob has a right to

complain about the result. If Alice dis-

likes the piece that Bob leaves, it’s her

own fault for not being more careful to

make equal cuts (according to her valu-

ation). If Bob doesn’t like his piece, he

made the wrong choice.

The problem begins to get interesting

with three players. To begin with, Rob-

ertson and Webb analyze a plausible but

incorrect answer. Tom, Dick and Harry

want to divide a cake so that each is

satisfied he’s got at least one third. The

cake, by the way, is always assumed to

be infinitely divisible (although much of

the theory works if it has valuable

“atoms”—single points to which at

least one recipient attaches a nonzero

value). The algorithm goes like this:

STEP 1: Tom cuts the cake into two

pieces x and w, where he thinks x is

worth 1/3 and w is worth 2/3.

STEP 2: Dick cuts w into two pieces

y and z, which he thinks are each worth
1/2 of w.

STEP 3: Harry chooses whichever of

x, y and z he prefers. Then Tom choos-

es from the two pieces left. Dick gets

the last piece.

It’s clear that Harry will be satisfied,

because he has first pick. Tom is also

satisfied, for slightly more complex rea-

sons. If Harry picks x, then Tom can

pick whichever of y and z he considers

more valuable. Because he thinks they

are worth 2/3 in total, he must think at

least one of them is worth 1/3. On the

other hand, if Harry chooses y or z,
then Tom can choose x.

Dick, however, may not be so happy.

If he disagrees with Tom about the first

cut, then he might think w is worth less

than 2/3, meaning that the only piece

that will satisfy him is x. But Harry

could choose y, say, and Tom x, so Dick

has to take z—which he doesn’t want.

The first fair division was found in
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Your Half’s Bigger Than My Half!

by Ian Stewart
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1944 by Hugo Steinhaus, one of a group

of Polish mathematicians who met reg-

ularly in a café in Lvov. His method in-

volves a technique called trimming.

STEP 1: Tom cuts the cake into two

pieces x and w, where he thinks that x
is worth 1/3 and w is worth 2/3.

STEP 2: He passes x to Dick and asks

him to trim it so that Dick values it at
1/3, if he thinks it’s worth more than

that, and to leave it alone if not. Call

the resulting piece x′: this is either x or

smaller.

STEP 3: Dick passes x′ to Harry, who

can either agree to take it or not.

STEP 4: (a) If Harry accepts x′, then

Tom and Dick pile the rest of the cake—

w plus any trimmings from x—in a heap

and treat this as a single (messy) cake.

They play “I cut, you choose” on that.

(b) If Harry does not accept x′, and

Dick has trimmed x, then Dick takes x′,
and Tom and Harry play “I cut, you

choose” on the rest.

(c) If Harry does not accept x′, and

Dick has not trimmed x, then Tom takes

x, and Dick and Harry play “I cut, you

choose” on the rest.

That’s one answer—I’ll leave it to you

to verify the logic. Basically, anyone who

isn’t satisfied with what he gets must

have made a bad choice or cut at an

earlier stage, in which case he has only

himself to blame.

In 1961 Lester E. Dubins and Ed-

win H. Spanier proposed a solution in-

volving a moving knife. Arrange for a

knife to float smoothly and gradually

over the cake, starting from the left. At

any instant, l is the part to the left of the

knife. Tom, Dick and Harry are all told

to shout “Stop!” as soon as the value of

l, in their opinion, becomes 1/3. The first

to shout gets l, and the other two divide

the rest either by “I cut, you choose” or

by moving the knife again and shouting

as soon as the perceived value reaches
1/2. (What should they do if two players

shout simultaneously? Think about it.)

This method extends readily to n re-

cipients. Move the knife across and tell

everyone to shout as soon as l reaches
1/n in their estimation. The first person

to shout gets l, and the remaining n – 1

players repeat the process on the re-

maining cake, only of course they now

shout when the perceived value reaches
1/(n–1) and so on.

I must say that I’m never terribly

happy with moving-knife algorithms

because of the time lag involved in the

players’ reactions. The best way to get

round this quibble is to move the knife

slowly. Very slowly.

Let’s call the first kind of answer a

fixed-knife algorithm, the second a mov-

ing-knife algorithm. There is a fixed-

knife algorithm for three-person divi-

sion that also extends readily to n peo-

ple. Tom is sitting on his own, staring

at “his” cake, when Dick shows up and

asks for a share. So Tom cuts what he

thinks are halves, and Dick chooses a

piece. Before they can eat anything, Har-

ry arrives and demands a fair share, too.

Tom and Dick independently cut their

pieces into three parts, each of which

they consider to be of equal value. Har-

ry chooses one of Tom’s pieces and one

of Dick’s.

It’s not hard to see why this succes-

sive-pairs algorithm works, and the ex-

tension to any number of people is rela-

tively straightforward. The trimming

method can also be extended to n peo-

ple by offering everyone around the

table a chance to trim a piece if they are

willing to accept the result.

Which method requires the fewest

cuts? The moving-knife method uses

n – 1 cuts to get its n pieces, and that’s

as small as you can get. The fixed-knife

methods are more cumbersome. With n
people, a generalization of the trimming

algorithm uses (n2– n)/2 cuts, and the

successive-pairs algorithm uses n! – 1,

where n! = n(n – 1)(n – 2).. .3 × 2 ×1 is

the factorial. This is bigger than the

number of cuts used in the trimming al-

gorithm, except when n = 2.

A more efficient fixed-knife method

is the divide-and-conquer algorithm,

which works roughly like this: try to 

divide the cake using one cut so that

roughly half the people would be happy

to have a fair share of one piece, where-

as the rest would be happy to have a

fair share of the other piece.

Then repeat the same idea on the two

separate subcakes. The number of cuts

needed here is about n log2n. The exact

formula is nk – 2k + 1, where k is the

unique integer such that 2k – 1 < n ≤ 2k.

This may be as good as you can get for

a fixed knife.

In principle the cake-cutting meth-

ods can be applied to some real-life sit-

uations as well. When Germany was di-

vided among the Allies and Russia for

administrative purposes, the first at-

tempt created leftovers—Berlin—that

had to be divided as a separate step. So

negotiators intuitively applied cake-cut-

ting technology. Something rather simi-

lar is straining Israeli-Palestinian rela-

tions right now, with Jerusalem as the

main “leftovers” and the West Bank as

another bone of contention.

Might not the mathematics of fair al-

location assist the negotiations? It

would be nice to think we lived in a

world that was sufficiently rational for

such an approach.
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Robert L. Henrickson of Billings,
Mont., wrote about the column

“Glass Klein Bottles” [March],
providing some fascinating
information about similar
bottles in pottery. The
Life, the Times, and the
Art of Branson Graves
Stevenson, by Herbert
C. Anderson, Jr. (Jan-
her Publishing, 1979),
reports that “in re-
sponse to a challenge
from his mathemati-
cian son, Maynard,
Branson made his first
Klein bottle using the
topology suggestion [sic]
of the German mathe-
matician, Klein. He failed

in his first try, until the famous English
potter, Wedgwood, came to Branson in

a dream and showed him how to
make the Klein bottle.” This

was around 50 years ago.
Branson’s study of clay-

work and pottery even-
tually led to the forma-
tion of the Archie Bray
Foundation in Helena,
Mont. 

People have made
Klein bottles from all

kinds of materials. There
is a knitting pattern for

a woolly Klein bottle and
even a paper Klein bottle
with a hole (left), sent in
by Phillip A. M. Hawley of
Paonia, Colo. —I.S.

FEEDBACK

Paper-strip Klein bottle
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Fire Truck

Written and illustrated by Peter Sís.

(Uses lots of red.) Greenwillow Books,

New York, 1998 ($14.95)

Matej, going on four, lives not too

far from Ladder Company 20,

NYCFD. He has shelves of rolling fire-

fighting toys and likes anything red. His

first words on arising may be “fire

truck.” Peter Sís ought to know, for Ma-

tej is his son. Running out of new fire

truck books to read from, talented Pe-

ter wrote one of his own, Matt approv-

ing. Make way for a fiery fantasy.

One day young Matej awoke, a red

fire truck himself! He was part of it,

resembling his little red bed, but much

larger, here painted across two full pag-

es. It had one driver, two ladders and

everything else you might count, up to

10 big boots. He raced around on six

wheels, eight sirens blaring, rescued a cat

and a teddy bear and put out a fire, all

in the living room. Then Matt smelled

something special, parked in red cap

and suit at the kitchen table, and the lit-

tle boy ate his pancakes.

The Best Paper Airplanes 

You’ll Ever Fly

Design by Kevin Plottner. Aerodynam-

ics by Paul Doherty. Laminated sheet,

text and drawings in color. Klutz Press,

Palo Alto, Calif., 1998 ($4.95)

Three simple designs are here, guar-

anteed to be “the best paper air-

planes on the planet.” We cannot certify

that, but the ones we made flew splen-

didly. The authors are proud of record

indoor flights of between 60 and 80

feet, hand-launched. This small guide is

as close to physics as to technology, for

it suggests the principles of good re-

sults—although it also includes precise

instructions for the folding.

You have to trim a paper airplane; if

not, it will fly like a rock. “This is not an

opinion. It is a guarantee,” and grade-

school builders are not excepted. Sym-

metry is the aim, carefully secured. “The

left side MUST look just like the right.”

Here is how to check on that and how

to adjust, with five troubleshooting hints,

plus launch instructions for indoors and

out. Take care. (Outdoors you might hit

a thermal, and your plane can really go

out of sight.)

Mud Matters: 

Stories from a Mud Lover

Written and illustrated by Jennifer

Owings Dewey. Photographs by

Stephen Trimble. Marshall Cavendish,

New York, 1998 ($14.95)

Well-known Santa Fe author Jen-

nifer Owings Dewey lives not far

from her childhood ranch home; she

was then a little “desert rat,” waiting to

dance in the brief, pounding storms of

summer, amid dramatic thunder, winds,

fresh wetness and damaging floods. But

as the clouds departed, theirs was a glo-

rious gift, squishy mud that “smelled

like death or something just born.” 

Quicksand was part of that mud—

holes rain-filled with bubbling layered

mud, sinister, maybe bottomless? You

could see how quickly the test stones

you threw in would vanish. In her 11th

summer, this adventurer imprudently

entered such a hole alone. The experi-

ence of steady, slow sinking was fright-

ening. She had no idea of how to get out.

A residual caution had led her to bring

a sturdy stick; embed-

ded into the edge, it

saved her a long, scary

wait for help.

The first mud tech-

nology the Mud Lover

practiced was that of

adobe brick-making.

Most houses of the

region were built that

way—hard and heavy

work. But her school-

girl version used tiny adobes to form

clusters of Lilliputian houses, which

would be flooded away when the wa-

ters came down.

She saw Ritual Mud, too, the coating

that reddened and disguised the Mud-

head dancers of Zuni, half-clowns, half-

beings of mystery. Magic Mud left a

weighty lesson. She and her sisters heard

tales of Utah healing mud; their parents

remarked on it at length as the family

drove to far Utah on holiday. The eager

girls were sure that the silky, red stuff

they found one long day was just that.

In spite of utter parental skepticism,

they took it home. Two pale girl cousins

visited from the East, “afraid of spiders”

even. They were offered the spiritual cure

of Magic Mud; once freely drenched,

the cousins became “as brave as any kids

we knew,” undaunted by spiders. So the

text ends, suggesting a wider conclusion:

such cures often owe more to happy be-

lievers than to the mud. Reminiscences

of learning as personal and well told as

these make irresistible reading.

Painters of the Caves

By Patricia Lauber. Map and pho-

tographs in color. National Geographic

Society, Washington, D.C., 

1998 ($17.95)

The bounty of this art is a celebration.

The brief text by a long-admired

writer is clear, informed and measured,

just right for readers in the middle grades

and upward. It is knit into a lustrous set

of large color photographs of European

cave art, well supported by modern

paintings (in particular, reconstructions

by Jack Unruh) and by apt photographs

of ancient carvings and implements. The

vigorous beauty of murals painted by

The Scientific American Young Readers Book Awards

by Philip and Phylis Morrison

This year we examined more than 800 books from more than 120 publishers.
Making the first cut was not too hard, but selecting the fine books we had room to
present leaves us certain there are at least as many other books as good as these.
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the light of lamps fueled by animal fat

is stunning. Here are full masterpieces—

bison and reindeer, cave lions and spot-

ted horses—done hundreds of centuries

back, when woolly rhinos roamed the

south of France. The carbon dating that

fixes those times long before history is

made credible in a simple page or two.

One editorial slip labels a famous

Lascaux painting by a caption that as-

cribes it to the cave of Chauvet. When

the old painters were at work in Las-

caux, the paintings in Chauvet were al-

ready about as old as Lascaux is now.

Today the two appear to be of remark-

ably similar merit.

Anatomy of a Doll: 

A Fabric Sculptor’s Handbook

By Susanna Oroyan. Illustrated with

color photographs and line drawings.

C&T Publishing, P.O. Box 1456,

Lafayette, CA 94549, 

1997 (paperbound, $25.95)

Making Things: The Handbook 

of Creative Discovery

By Ann Sayre Wiseman. 

Little, Brown and 

Company, Boston, 1997 

(paperbound, $12.95)

Dollmaker Susanna Oroyan has

made some 500 original dolls.

Her book shows in color the diverse

work of 100 and more contemporary

artist-dollmakers. Like any sensible phi-

losopher, she delays defining a doll for

quite a few pages. “I am sure … I don’t

know what a doll is. It seems to be a

representation of the human figure.”

One of the author’s own dolls, “An-

gel,” is an 18-inch tangle of airily gleam-

ing wire around a copper chest plate and

a solid white head, hands and feet. An-

other artist has built a colloquy between

two life-size half-figures seat-

ed at a table covered with

real books on the arts. They

face each other against a

painted, glowering sky, as

each points a stylish finger

at the other. A third artist

has made a far simpler pair

of seven-inch “Star Ladies,”

each a stuffed piece of paint-

ed cloth, in five-pointed,

hair-flying star shape, all points so artful-

ly extended and curved that the illusion

of comic flight is intense.

How would you write an anatomy

textbook for so complex an art? This is

one. It begins with graded study of the

fundamentals—scale, materials, colors,

joints, faces. Line drawings show how

legs, for instance, can be made to sug-

gest the true complex form. Molding of

plastic media; needle sculpture by mul-

tiple piercing and tautening a stuffed

cloth head; body joints by stitching, ty-

ing, hinging, ball-and-socket; wire ar-

matures; draped clothing—all strive to

approximate the living body. This is not

the place for mere patterns but for a

choice of resources presented to the

reader, open to the needs of both begin-

ners and experts. Using ordinary cloth,

threads, buttons, yarn, one of us has

been caught in this net, finding her way

to small portraits of character. Your male

reviewer has made no dolls yet but has

enjoyed this book as a peerless museum

guide, as a user’s manual of the inven-

tive hand and mind, and as a parable of

science. High school needleworkers,

artists and their teachers who use Oroy-

an will soon concur.

Ann Sayre Wiseman has made a

book that is untied to any single task. A

teacher of teachers, she has developed

the material over 25 years of working

among schoolchildren and adults of

many ages. For more than 100 activi-

ties, the drawings and clear, hand-let-

tered text take a reader into her cheer-

ful presence. A list will suggest what is

here: papermaking in variety; papery

products such as simple masks, beads

and mobiles; printing from fingertips,

from whole scaly fish, from carved

potatoes and many variants. The most

athletic demand is a nifty page on stilts

and stilt walking. The most mathemati-

cal is weaving, even at its sim-

plest. The most technologi-

cal is how to buy elec-

trical conduit or

copper tub-

ing, to cut

with hack-

saw or pipe cutter

for music from your

new metallophone.

Most delicious is the

bread sculpture. The author has ex-

tended it to produce bread mermaids,

crocodiles, and a lion peaceably enfold-

ing a lamb.

In sum, the best learning is doing;

feedback from failure is often the path

to success; take time and path to suit

yourself—but the act of creation is of-

ten messy! Success is not won simply by

whim. Wiseman’s book is aimed at

guiding the work of hours or days. The

exacting doll arts need years, even ca-

reers. That the two authors so converge

in spirit is a prize, a prize too little evi-

dent in our schools.

Invisible Enemies: 

Stories of Infectious Disease

By Jeanette Farrell. Farrar, Straus &

Giroux, New York, 1998 ($17)

Seven major killers are discussed here

in up-to-date, straightforward essays,

about 30 pages for each, with four or

five images of worthies, posters, cartoons

and the like. The emphasis is historical

and clinical: what happened, what still

happens and what is done for it. Not

much of the laboratory is here, little talk

of viral strains or physiology; the scene

is implicitly hospital, office or sickbed,

a familiar level well suited to readers 12

years old and up. 

“Leprosy,” long misnamed and mis-

understood, is a fascinating chapter.

Hansen’s disease—it was he who found

the germ in the 1870s—is in fact the least
contagious of all the scourges discussed

in the book. It was false fear that has

doomed leprosy sufferers: a Greek term

for a blotchy skin disease was used to

translate the Old Testament Hebrew

term for “unholy.” The patients had

varied facial disfigurements, sometimes

specific numbness in hands, feet, even

eyelids, all very rarely fatal. On so slight

a curse they were exiled and rejected for

2,000 years. The World Health Organi-

zation thinks it may effectively end the

public health problem—that is, reduce

the prevalence of leprosy to one person

in 10,000 worldwide in a few years. The

U.S. caseload is below that now, at

about 7,000 cases.

Smallpox is extinct, barring biologi-

cal warfare. Plague is carried in the U.S.

mainly by prairie dogs; antibiotics and

rat catchers may soon end it in cities.

Cholera was all but ended by under-
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standing that its fatalities were brought

on by dehydration; copious drinks of

water cure patients in a day or two (with

a little salt and sugar to help it down).

But malaria rages on; maybe a Chinese

botanical drug of high promise will even-

tually succeed. And tuberculosis might

be met with enough money, but the

battle against HIV/AIDS is still at crisis.

Silent Thunder: 

In the Presence of Elephants

By Katy Payne. Maps by Laura Payne. 

Simon & Schuster, New York, 

1998 ($25)

The living presence of elephants is

both the root and the ripest fruit of

this wonderful book for any good read-

er. The volume opens on an amazing in-

sight. The author, an acoustic biologist

preparing to shift from years of field

study among whales, recognized the flut-

ter she felt standing before a contented

elephant group at a zoo. It was similar

to what she first knew as a choirgirl,

when the organist pulled the great stop

to begin the second half of Bach’s St.
Matthew Passion. She could feel sounds

from the elephants too deep to hear, just

as she felt them three decades earlier in

Sage Chapel at Cornell University.

It goes without saying that one who

dwells among African elephants will

encounter lions. Katy Payne recalls one

striking night when she remained alone

to record lion roars: “At sunset I threw

down my bag” two or three yards with-

in the link fence, recorder ready. That

fence had a large hole patched with

chicken wire. By the time she saw the

patch, Yellow Mane, a lion, had arrived

to sit down outside, pressed against the

weakened wire. She knew to lie there

still as death while the moon rose, as

they both watched unblinkingly. Her

eyes smarted; her arms were all pins and

needles. The moon shone first on her

face, then later on his, marking every

detail, his eyes an exquisite brown and

gold. Yellow Mane slowly drooled. But

he never lifted a paw to that feeble fenc-

ing. After 12 hours, he stretched, yawned

and walked a little ways off along the

fence, there to kill a kudu.

A small, talented subculture of wild-

life biologists is always present in these

pages. Payne and others hold that kill-

ing for ivory can and must be ended but

that ivory can still offer needed income

to local people. Stop all elephant kills:

no culling, no sports killing, no poach-

ers. Instead organize and aid the com-

munities to find, remove and sell the

ivory tusks of naturally dead animals.

Competition for land will remain.

First Woman and the Strawberry: 

A Cherokee Legend

Retold by Gloria Dominic. Illustrated

in color by Charles Reasoner and 

with photographs. Troll 

Communications, Mahwah, N.J.,

1998 (paperbound, $4.95)

Long ago First Man and First Woman 

of the Cherokees lived happily in

the green forest, among colorful birds

and fish-filled ponds. One spring day

they disagreed about which path to take,

and First Woman grew very angry. She

went her own way. “What do I care?”

First Man asked himself. Soon he saw it

was a silly fight; he ran after her but

could not catch up.

The Great Spirit intervened and first

put out grapes, then wild cherries, then

huckleberry bushes to tempt First

Woman to slow down. She ignored

them all. So he created a new berry,

red, irresistibly delicious and grow-

ing close to the ground. It worked!

After First Woman had stopped to

eat her fill, she soon ran to seek

First Man. “Are you still angry?”

Great Spirit asked her. “No, the

sweetness of these berries has re-

minded me of the sweetness of our love.”

When she found her husband, they

shared the wonderful berry, anger for-

gotten. Since that time strawberries have

always been there to remind them and

their children of their mutual love.

The book offers a dozen more illus-

trated pages of actual Cherokee history,

including the Cherokee syllabary pub-

lished by Sequoyah in 1821. The cour-

age of the Cherokee against enduring

mistreatment, their present unity and

high hopes suggest that maybe—against

much evidence—it really was that wise

people who first found strawberries!

Optical Tricks

Written and photographed in color by

Walter Wick. Construction assistance

by Dan Helt. Scholastic, New York,

1998 ($13.95)

Abracadabra! Secret Methods 

Magicians and Others Use 

to Deceive Their Audience

By Nathaniel Schiffman. 

Prometheus Books, Amherst, N.Y.,

1997 ($27.95)

Adozen triumphs of optical deception

fill Walter Wick’s book of large-

page color photographs, almost all of

them showing puzzling scenes exquis-

itely built and lucidly explained. Few

are novel in idea, but they are so well

presented that they are compelling.

Thoughtful kids eight and up will de-

light in them, just as will anyone who

likes to think clearly about images. They

include a forklike object, impossibly

made with three tines and two tines all

at once; surfaces with hollows as abun-

dant as moon craters (or maybe they

are bumps); and a cubical “box” that

casts no shadows. Mirrors, shadows

and cunning cabinetry act both to in-

duce illusions and to reveal them. The

details of that strange open framework

of wood that looks as though it passes

through itself are viewed here in a mir-

ror placed just right, although the false

fit is so elegant that even as you see it

you can hardly accept what you know.

Abracadabra! is another unusually

captivating book of the strange. A well-

documented argument at book length,

it is open to interested readers from their

teens on up. Most books on magic are

mainly broad historical accounts or de-

tailed explanations of how to carry out
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some specific deception as entertainment.

This is, instead, a wide-ranging analysis

of the principles of illusion, and it is a

hard book to lay down.

To sample minimally: the key words

are two—misdirection and profession-

alism. Misdirection in space is familiar,

waving a left hand while putting the right

one into a pocket. Misdirection in time

can be examined through a version of an

escape illusion of Houdini’s, often bril-

liantly done these days by a husband-

wife team in Las Vegas. The man is tied

into a bag and placed within a locked

trunk. Much is made of lacing a large

canvas around the trunk. The woman

stands on the trunk holding a silk cur-

tain. She lifts the curtain once before her

face and form; it is lowered in seconds,

but now only the man is there. He pro-

ceeds to unlace the trunk, open the bag

and recover his magical wife. The ex-

change seems to have taken place in a

blink of the eye as the silk fell. Not at

all: the man’s escape can begin as soon

as the trunk is closed. He is soon out—

if he ever was within. The second ex-

change really lasted a minute; its abrupt-

ness was an illusory emphasis, a power-

ful misdirection in time. The performer’s

guiding patter, the side view, the sounds,

even the smell—any information channel

can be used to mislead.

Yet how can anyone enter and leave

those trunks and bags in a minute? Her

entry was sudden, dropping down into

the trunk via an unseen open trapdoor

into the bag. The bag may have no bot-

tom or one held by Velcro. Here the en-

tire development of an illusionary tech-

nology is drawn on, a culture of inge-

nious professionals who design and

make such devices and of the skills and

theatricality of the performers. How can

a spectator outwit them? That needs a

viewer cleverer than they—by no means

a likely assumption. A close-up video

recording is a minimum of what is

needed: one such study is narrated here.

The lesson of these two fine books

runs deep. Studied illusion, old as the

shamans, lies near physical science, for

both analyze false perceptions, the old-

er art to induce them, the newer to avoid

them. Albert Einstein once explained

what he saw in this difference: “The

Lord God is subtle, but malicious he is

not.” Humankind cannot claim that

same innocence, and illusion is a much

more serious matter offstage than on.

Celebrations! Festivals, Carnivals, and

Feast Days from around the World

By Anabel Kindersley. Photographed 

in color by Barnabas Kindersley. 

In cooperation with UNICEF, DK 

Publishing, New York, 1997 ($17.95)

Anabel is a young teacher, Barnabas 

a photographer of children. They

spent more than a year flying to 18 coun-

tries around the world, lugging camera

gear that weighed the same as the two

of them together. They certainly enjoyed

it, along with the local kids who became

their friends on festive days. Here we

will meet only a few kids.

Twelve-year-old Janaina dances in

pink-feathered boots and green sequins

as Queen of the Drummers, at the Car-

nival in Rio de Janeiro for the oldest

Samba School in the city; she rehearses

every Monday for that one grand day.

People eat pink popcorn and drink co-

conut milk as the huge flamboyant pa-

rade dances past to the music’s beat.

In Sri Lanka the Buddhist processions

go on for 10 nights in the old city of

Kandy. There are 100 elephants in that

parade, with dancers, acrobats, flame

throwers and drummers. We see 15-

year-old Nishantha, a tambourine danc-

er, beside a costumed elephant that

wears a gold-dotted suit of red velvet.

Celebrants feast on the tropical fruits

that are in full season.

M’sangombe is a dancer at 10; he

dresses for the part with a zebra-mane

headdress, a leopard-skin costume, a

cowhide shield and a long hardwood

stick. A dozen villages send teams of

young and old each year at harvest time

to perform the fierce warrior dance be-

fore the Paramount Chief of the Ngoni

people of Zambia. The women sur-

round their favorites and sing their

praises. Plenty of people enjoy the fresh

corn on the cob.

There are two dozen more kids. Some

as familiar as Halloween trick-or-treat-

ers in western Canada, others as novel

as young Dalia in Amman who has a

first good breakfast—and a day of gifts to

come—after the fast of Ramadan, when

no food or drink is taken between sun-

rise and sunset for a month. Around the

world we are very much alike—and dif-

ferent, too.

Tibaldo and the Hole in the Calendar

By Abner Shimony. Illustrated by

Jonathan Shimony. Springer-Verlag,

New York, 1998 ($21)

This delightful tale of a lucky boy is

an introduction to the time and

place that gave rise to modern science:

the 16th-century city-states of Italy. The

hero Tibaldo was born into a large and

happy family in Bologna on October 10,

1570, a lively, good-hearted kid, bright,

adventuresome, even a little quirky.

Tibaldo was going on 12 when the

hole appeared in the calendar. Pope

Gregory had grasped a few years earlier

that the old Julian calendar of Rome

adopted by the Church in the fourth

century was now badly in error. It had

used the leap year to manage the ap-

proximation of the year at 365.25 days

on average, by skipping the correction

in three out of four years and taking the

full slippage all in one day. But the year

is in fact longer than that by almost 12

minutes. That bothers no one, less than

one day in a long lifetime. But in the 12

centuries since the early Church had

adopted the rules for calculating the date

of Easter by the position of the sun

among the stars, the day count had run

slow by 11 full days compared with the

sun’s way around its yearly circle. The

spring equinox was early: Easter would

in time be celebrated in midwinter cold,

and no one wanted so full a break with

Reviews and Commentaries Scientific American December 1998      119

BA
RN

A
BA

S 
KI

N
D

ER
SL

EY

Copyright 1998 Scientific American, Inc.



the ancient harmony between spring and

the Resurrection. The calendar change

was proclaimed in late February 1582

by the learned Pope Gregory: the year

1582 would have the day following Oc-

tober 4 designated as October 15. 

For Tibaldo, it meant his birthday

would be missing that year, fallen into

an unprecedented hole in the calendar!

Surely Tibaldo knew this was but a

change in name; no days were lost, only

their names. But the people rioted more

than once asking for a return of their

10 days, and Tibaldo, too, was obsessed

by his sense of personal loss. He man-

aged to be made one of the students who

would display their Latin fluency to the

pope on his forthcoming visit to Tibal-

do’s school and found the chance to de-

scribe his loss, adding wisely that many

people would lose anniversaries and

name days, and the saints’ days, too,

would go unremarked. Pope Gregory

was moved and amused; he at once add-

ed a paragraph saying all festivals, per-

sonal or public, should be observed ac-

cording to both the new and the old

dates. Each of the 10 days would do

double duty just this once; no one would

lose, and many would gain from the

double celebration. Tibaldo was a hero!

Verily, this book is a delicious, instruc-

tive fiction. The pope and the calendar

change are quite real, however, although

Pope Gregory did not revise his reform

message. The pope had power over all

Catholic lands, but other countries kept

the Julian form for some time. Britain

and its American colonies changed over

in 1752, Russia only in 1919, when the

hole had grown to 13 days. History is

less reasonable and less sweet than in-

genious physicist-philosopher Abner

Shimony. His artist son (really) provid-

ed dozens of enlivening drawings done

in sepia in a persuasive period style.

Hidden under the Ground: 

The World beneath Your Feet

Written and illustrated in color by 

Peter Kent. Dutton Children’s Books,

New York, 1998 ($16.99)

Across a dozen big double-spread 

pages Peter Kent has drawn sec-

tions of the underground world of life,

chosen to span a wide range of what

some animals and many peoples have

done there—or at least imagined. These

works are not like any home basement,

but large and complex. He draws with

an informal style; human figures are

small, but details are savored, and some

of the scenes are humorous.

Moles, badgers and rabbits dig impres-

sive branching tunnel apartments for

such small animals. The representation

of medieval views of afterlife under-

ground has plenty of pitchfork-wielding

red devils but uses serious ideas of old

artists to show us more imaginative and

dreadful tormentors, one a lobster with a

flame-throwing tail. There are mines,

caves, a subterranean village, a royal

tomb and a dungeon, too. You don’t

even want to see the rock-lined oubli-

ettes, the prisoner bottled up alone

underground, thrown bread and water

daily down through the bottleneck, and

otherwise forgotten.

The subway station is lively and rath-

er London-like. Most of these draw-

ings, however, are not of specific places

but are meant to reflect the typical. The

city street underground is most interest-

ing: it has water mains and sewers old

and new, large and small, and a pletho-

ra of cables, tubes and pipes, with more

on the way. Note the roots of big trees,

spread almost as wide as their limbs ex-

tend aboveground. Deep-buried, unex-

ploded bombs below streets are not

rare where air war has raged, though

unknown in the lucky U.S.A. On the

other hand, a well-manned missile silo

is on view, not a souvenir of an old war

but a harbinger of attack that will not,

we hope, come. A specific modern hy-

droelectric power plant is shown beside

a Swiss lake. Extra pages offer digging

tools, from wheelbarrows to tunnel bor-

ers, celebrities of the underground, and

other extensions to complete an attrac-

tive book for mid-grade readers.

Slime Molds and Fungi

By Elaine Pascoe. Photographs in color

by Dwight Kuhn. Blackbirch Press,

Woodbridge, Conn., 1999 ($16.95)

It is hard to think of a more apt topic

for a middle-grades book on nature

seen close-up than this! The color pho-

tographs show a mold-stricken peach,

fruiting bodies, spore prints of mush-

rooms, and lichens both dry and moist.

This is a fair representation at modest

magnification of a whole living kingdom

to which too little attention is paid. Even

yeasts are treated, more by their gas pro-

duction from sugar water than by unfa-

miliar high-power microscopic images.

A general chapter on the distinctions

between these life-forms and either ani-

mals or plants opens the 48-page book.

The approach is hands-on: you are

shown how to grow a dark-gray mold

on white bread and green-gray penicilli-

um on a lemon section. Emphasis is on

keeping the mold cultures sealed and

safely destroyed. A few more difficult

tasks are set: growing slime molds on

bark from the woods and looking for

and watching them grow out there, too.

A list of sources for fungal supplies

opens the purchase of kits for growing

edible mushrooms and slime molds and

also names some books at a higher lev-

el. This book is a cheerful, handsome

beginning; some boys or girls who enjoy

these early steps are at risk of becoming

microbiologists or biotechnicians.
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A String of Beads

By Margarette S. Reid. Color paintings

by Ashley Wolff. Dutton Children’s

Books, New York, 1997 ($14.99)

We’re beaders, Grandma and I,” a

little girl remarks happily on page

one, followed by a spread whereon over-

flowing heaps and bowls of close to

200 distinct beads are carefully painted.

That scene has been played, we expect,

in all the languages of the species for

40,000 years and more. Beads are string-

able disks and spheres and seeds and

bugles and even carvings, big and little,

from materials of all kinds—pasta, poly-

mer clays, acorn caps, amber, quills, in-

tricate millefiori. Beads are many, strings

of them are many, many more; strings

may break or decay, but beads are more

or less everywhere, and all but forever.

(Check with your local archaeologist.)

Who wears them? Everyone. These 32

colorful pages open a path to mathe-

matics and to human cultures for the

read-to and for start-up readers. What

better metaphor do we have for the in-

tegers, certainly discrete, but unlike the

world’s atoms, also widely diverse?

Calculus Made Easy

By Silvanus P. Thompson and Martin

Gardner. Revised edition. St. Martin’s

Press, New York, 1998 ($17.95)

Equal-opportunity reviewers, we wel-

come a book on behalf of the con-

tinuum! It is for the mathematically ea-

ger who know some algebra. The first

edition appeared anonymously in 1910

in England, and overall a million copies

have been sold. In fact, most talk of con-

tinuum and its infinities is suppressed;

the eye is nicely fixed on little bits of x,
called dx, their differences and sums

among all kinds of functions, their geo-

metric meaning, and what they can do

for you—a lot. Martin Gardner, himself

an American mathematical landmark,

says, “This is the leanest and liveliest

introduction to calculus ever written,”

and, taken with his own present aug-

mentation, three whole chapters and

more, including infinite series and some

neat problems, he is quite right.

The times they are a-changing, and

we admit we are not current in comput-

er resources. Maybe “little bits of x”

ought to—or have been—placed on the

screen in a serious pedagogic structure

that students can manipulate. Graphics

programs that share the scope and spir-

it of Thompson/Gardner would make a

valued complement to their paper-and-

pencil book.

Isaac Newton and the 

Scientific Revolution

By Gale E. Christianson. Oxford 

University Press, New York, 1996 

(paperbound, $11.95)

Born early on Christmas morning of

1642, his illiterate father recently

dead, Isaac Newton was raised by his

grandmother. His life was fed by his vig-

orous mind and hands; the lonely boy

read widely and filled his days with sky-

watching, kites, sundials, carving and

model making. He attended boarding

school near his home, ranking second to

last among 80 students, but he graduat-

ed at 18 the star of the school and went

on to the University of Cambridge.

A new college graduate, his genius

yet unrecognized, he returned home at

age 22, after the university was closed

by the coming of plague. For almost two

years, he worked alone, establishing the

modern methods and much of the mat-

ter of theoretical physics for two cen-

turies: the ideas of the calculus, its appli-

cation to motion for apple and moon

alike, gravitation made semiquantita-

tive and perhaps universal, and the na-

ture of white light and color. The re-

semblance to the young Einstein at the

Patent Office in Bern is evident; the hu-

man differences between Newton, with-

out wife or nearby friends, and Einstein’s

happier world are manifest.

Less a scientific biography than a per-

sonal one, it does not try to popularize

Newton’s physics. Of course, it includes

his entire career, his litigious rivalries,

his work style, so secretive and shy, and

his voluminous accomplishments, until

a complex emotional breakdown took

him away to official London at age 52.

Newton died wealthy and celebrated,

even rather less lonely through his niece,

a famous beauty, and her slightly scan-

dalous high-society circle.

Earthquake Games: Earthquakes 

and Volcanoes Explained 

by 32 Games and Experiments

By Matthys Levy and Mario Salvatori.

Illustrated by Christina C. Blatt. Simon

& Schuster Children’s Publishing, 

New York, 1997 ($16)

This rich, little book merits its long

title, for it carries a brief and un-

derstandable text for readers in the up-

per primary grades, with a set of exper-

iments, some gamelike, along with help-

ful drawings for each one, and a lively

list of Qs and As. It began some time

back when the children of P.S. 45 in the

Bronx asked, “Mario, how do earth-

quakes work?” 

The two authors tell how. They are

partners, expert structural engineers

whose words build an unusually good

base for the varied experiments, not al-

ways easy but always fun. Their text

begins with an account of the earth’s

drifting continents and urges a reader

to use his or her hands to model the

forces that, on a huge scale over a long

time, raise mountain ranges, suddenly

set the earth a-shake, or start awesome

ocean-crossing rollers that dwarf any

hurricane surge.

An early experiment uses a lightly

boiled egg, whose shell is no bad image

for the dozen big moving pieces of the

earth’s broken-crust tectonic plates. The

ocean waves are modeled dramatically

in the bathtub: simply with your hand

or, more elaborately, using a few bricks

and a piece of plywood. Add a few rice

grains to a pot of boiling water to simu-

late the enormous slow currents of hot

rock that power plate motions from be-

low. These experiments are workable

for one person, better still among a few

young friends with some aid from

teacher or parent. 

Myths surrounding earthquakes are

recounted from around the world, blame

put on giant but unseen bulls, dragons,

turtles, even catfish. Birds, fish, horses

and other animals of ordinary size can

perhaps sense a quake soon to come;

that issue is not yet closed.
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The other day I was reading for

this column while abstractedly

stirring some sugar (too much,

as it turned out) into my cuppa, think-

ing how the English tea-drinking thing

is all a myth. It was the Dutch who re-

ally started the craze. In 1610 the first

shipment of chai from China arrived in

Amsterdam and turned Holland into a

nation of addicts. Within a few years

the eminent Dutch physician Cornelius

Bontekoe was prescribing 200 cups a

day for the general health. By 1650 the

Dutch East India Company was import-

ing tons of tea, reexporting it as far as

New York, making a million and going

back east for more. Tea (and the porce-

lain cups it went into) made Holland

very rich. And paid for all those instru-

ment makers working on things like

barometers and telescopes (and such)

that would make it easier for company

navigators to find China every time, pick

up the magic leaves, then head home.

And find Amsterdam every time.

As usual, this was another case of the

bottom line driving science and technol-

ogy. Precision at sea required instruments

that soon made possible precision in

measurement of all kinds. Which is what

(as I described in a recent column) drove

German Daniel G. Fahrenheit to do

what he did around 1713. And here I

owe you an apology for a sin of omis-

sion in that previous column. What I

left out of the account was that in 1708

Fahrenheit snitched the idea for which

he is famous from the ex-mayor of Co-

penhagen. This guy, Ole Rømer, had

come up with the idea of the thermome-

ter scale way ahead of Fahrenheit. All

the latter did was to fiddle with the num-

bers. Shortly thereafter, all Rømer’s re-

search notes were destroyed in a fire,

and Fahrenheit was happily home free.

Still, Rømer had already made his

name for other, more cosmic reasons.

Earlier, in 1671, he had been picked up

by a passing French astronomer, Jean

Picard, who was on his way to identify

the exact position of Tycho

Brahe’s astronomy center at

Uraniborg (on the island of Hven,

where he had taken certain cru-

cial stellar fixes), so as to get

some geodetic matter sorted out.

Picard persuaded Rømer to

move back to Paris with him to

work in the posh new observa-

tory there. Rømer’s subsequent

discovery of the differing times

of the eclipses of Jupiter’s moon

Io convinced him that these re-

lated to the differing Earth-Jupi-

ter distances, and he concluded

from this that the speed of light

was finite and not instantaneous as had

been thought since Aristotle.

Picard himself was an astronomical

biggie and general whiz, who did science

things for Louis XIV. Louis, being a di-

vine-right monarch and vested with pow-

er of thumbscrew, tended to get what he

wanted. At this point (1674), what he

wanted was water. Problem being the

fountains and pools and water-powered

amusements at his new palace of Ver-

sailles. Which weren’t doing what they

were supposed to because for some rea-

son the water supply wouldn’t supply. To

Picard, who had recently worked out the

degree of meridian to within a few feet,

this little difficulty was a mere bagatelle,

and in no time at all his telescope level

helped to identify the discrepancy caus-

ing all the problems. The palace at Ver-

sailles was very slightly higher than the

surrounding terrain. Adjustments to cis-

terns, reservoirs and channels were

made, and water soon flowed freely.

J
ust as well, since the other little thing

the king had in mind for Versailles

was the biggest garden this side of

Babylon. Visit the place. You’ll see why

Le Nôtre, the king’s horticulturist, must

have thought nature needed a haircut.

His Disneyfication of a large bit of the

French countryside took him and his

36,000 laborers more than 20 years, be-

came the salon topic of choice for the

chattering classes and made it fashion-

able for French aristos to get dirt under

their fingernails. Among the new genteel

grubbers was Henri Duhamel du Mon-

ceau, who set up one of the first arbore-

tums on his estate at Chateau Denain-

villiers and wrote about manure and

muck and such. And because this led him

to intimate knowledge of everything that

happened between sapling and great oak,

naturally enough Duhamel moved on

to become inspector general of Marine.

This was the time, remember, when it

took 1,000 oaks to make a warship. As

a result of which French forests were

soon reserved for nothing but.

As a young sprig back in the 1720s,

Duhamel had picked up this love of mat-

ters botanical during lectures he attend-

ed at the Jardin du Roi. There he also

became great pals with one Bernard de

Jussieu, who was running the garden’s

field trips at the time and winding up to

yet another of the many and varied plant

classification systems glutting the librar-

ies. De Jussieu came from three genera-

tions of classifying botanists, the last of
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whom, Adrien-Henri-Laurent (son of

Bernard’s nephew), did his bit for the

family with a piece rivetingly entitled

“Vegetable Taxonomy.” Adrien also set

up a herbarium at the French Museum

of Natural History, together with yet

another scion of yet another noodler

family, Adolphe-Théodore Brongniart.

Adolphe was a perfect example of

what to do when every inch of your pre-

ferred research field is already crowded

out with other workers. He dug deep

and came up with something that would

become virtually his own. Paleobotany

(in Adolphe’s case, the morphology of

fossil plants) was a subject virtually un-

touched, except for some earlier research

by a minor Scotsman whose publications

were pretty thin on the ground. Not

surprising, this. Around 1815 William

Nicol (lecturer of natural philosophy at

the University of Edinburgh) had used

Canada balsam to cement pieces of fos-

sil wood or minerals onto a glass plate

and then ground the sample down to

slices so fine you could see through them

with a microscope and discover all kinds

of good stuff—like bubbles in crystals,

which told you something of the way

the minerals had been formed, or the

cell patterns that showed what kind of

plant the sample had come from.

In 1828 Nicol stuck two bits of an Ice-

land spar crystal together and invented

the Nicol prism. Iceland spar splits a

beam of light into two polarized rays (a

fact discovered, as it happens, by Ole

Rømer’s father-in-law, Erasmus Bartho-

lin). If two Nicol prisms were used, when

the second one was rotated, one of the

polarized light rays coming through

would dim and then cut off once it had

rotated through 90 degrees. 

Fascinating, but not everybody’s cup

of tea, right? Wrong. In the 1830s a

Frenchman, Jean-Baptiste Biot, discov-

ered that some liquids would twist the

polarity of the ray and that the degree

of twist would depend on the type and

concentration of the material in solu-

tion. The twist in polarity was of course

easily measured by a Nicol prism.

In 1845 a Parisian optician, Jean-Bap-

tiste-François Soleil, perfected an instru-

ment that would do all this and revolu-

tionized life for the beverage drinker.

Soleil’s gizmo was known as a saccha-

rimeter and could’ve told me in advance

that the tea I was drinking at the start

of this column would be too sweet.
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p. 96.

MAGNETIC MEMORIES, 100 YEARS OF,
by James D. Livingston; Nov., p. 106.

MARS PATHFINDER MISSION, THE, by
Matthew P. Golombek; July, p. 40.

MATHEMATICS, A QUARTER-CENTURY
OF RECREATIONAL, by Martin Gardner;

Aug., p. 68.
MATTER AND ANTIMATTER, THE ASYM-

METRY BETWEEN, by Helen R. Quinn and
Michael S. Witherell; Oct., p. 76.

MEITNER AND THE DISCOVERY OF NU-
CLEAR FISSION, LISE, by Ruth Lewin Sime;
Jan., p. 80.

METEOR, THE SEARCH FOR GREEN-
LAND’S MYSTERIOUS, by W. Wayt Gibbs;
Nov., p. 72.

METEORITE HUNTERS: THE DAY THE
SANDS CAUGHT FIRE, THE, by Jeffrey C.
Wynn and Eugene M. Shoemaker; Nov., p. 64.

MICRODIAMONDS, by Rachael Trautman,
Brendan J. Griffin and David Scharf; Aug., 
p. 82.

MICROORGANISMS, THE ARTISTRY OF,
by Eshel Ben-Jacob and Herbert Levine; Oct.,
p. 82.

MIR, SIX MONTHS ON, by Shannon W. Lu-
cid; May, p. 46.

NANOLASERS, by Paul L. Gourley; March, 
p. 56.

NEWCOMB: ASTRONOMER WITH AN AT-
TITUDE, SIMON, by Albert E. Moyer; Oct.,
p. 88.

OIL, THE END OF CHEAP, by Colin J. Camp-
bell and Jean H. Laherrère; March, p. 78.

OIL, MINING FOR, by Richard L. George;
March, p. 84.

OIL CRUNCH (SPECIAL REPORT), PRE-
VENTING THE NEXT; March, p. 77.

OIL PRODUCTION IN THE 21ST CENTU-
RY, by Roger N. Anderson; March, p. 86.

OIL SPILLS, NATURAL, by Ian R. MacDon-
ald; Nov., p. 56.

OORT CLOUD, THE, by Paul R. Weissman;
Sept., p. 84.

PERIODIC SYSTEM, THE EVOLUTION OF
THE, by Eric R. Scerri; Sept., p. 78.

PLACEBO EFFECT, THE, by Walter A. Brown;
Jan., p. 90.

POLIO SYNDROME, POST-, by Lauro S. Hal-
stead; April, p. 42.

PROSTATE CANCER, COMBATING, by Marc
B. Garnick and William R. Fair; Dec., p. 74.

QUANTUM COMPUTING WITH MOLE-
CULES, by Neil Gershenfeld and Isaac L.
Chuang; June, p. 66.

QUASARS, A NEW LOOK AT, by Michael
Disney; June, p. 52.

RADIO, SPREAD-SPECTRUM, by David R.
Hughes and Dewayne Hendricks; April, p. 94.

RADIOACTIVE WASTE UNDER THE SEA-
BED, BURIAL OF, by Charles D. Hollister
and Steven Nadis; Jan., p. 60.

SCIENTISTS IN BLACK, by Jeffrey T. Richel-
son; Feb., p. 48.

SEA DRAGONS, LEAFY, by Paul Groves and
Paul Sutherland (photographs); Dec., p. 84.

SEAWATER, IRRIGATING CROPS WITH, by
Edward P. Glenn, J. Jed Brown and James W.
O’Leary; Aug., p. 76.

SHRIMP AQUACULTURE AND THE ENVI-
RONMENT, by Claude E. Boyd and Jason
W. Clay; June, p. 58.

SLIME HAG, SECRETS OF THE, by Frederic
H. Martini; Oct., p. 70.

SOFTWARE, SIZING UP, by Capers Jones;
Dec., p. 104.

SPACE, MONITORING AND CONTROL-
LING DEBRIS IN, by Nicholas L. Johnson;
Aug., p. 62.

SPIDERS, MATING STRATEGIES OF, by Ken
Preston-Mafham and Rod Preston-Mafham;
Nov., p. 94.

STRINGS, THE THEORY FORMERLY
KNOWN AS, by Michael J. Duff; Feb., p. 64.

TELECOMMUNICATIONS FOR THE 21ST
CENTURY, by Joseph N. Pelton; April, p. 80.

TELEVISION’S BRIGHT NEW TECHNOL-
OGY, by Alan Sobel; May, p. 70.

THERMOPHOTOVOLTAICS, by Timothy J.
Coutts and Mark C. Fitzgerald; Sept., p. 90.

TOXIC POLLUTANTS, EVERYDAY EXPO-
SURE TO, by Wayne R. Ott and John W.
Roberts; Feb., p. 86.

TRANSGENIC INSECTS: BUILDING THE
BETTER BUG, by David A. O’Brochta and
Peter W. Atkinson; Dec., p. 90.

ULTRASONICS, PICOSECOND, by Humph-
rey Maris; Jan., p. 86.

ULYSSES MISSION, THE, by Edward J. Smith
and Richard G. Marsden; Jan., p. 74.

VIEWS, THE EARLIEST, by Brian J. Ford;
April, p. 50.

VIKING LONGSHIP, THE, by John R. Hale;
Feb., p. 56.

VIRAL-LOAD TESTS PROVIDE VALUABLE
ANSWERS, by John W. Mellors; July, p. 90.

WATER AND THE MOLECULES OF LIFE,
SIMULATING, by Mark Gerstein and
Michael Levitt; Nov., p. 100.

WEIGHTLESSNESS AND THE HUMAN
BODY, by Ronald J. White; Sept., p. 58.

WIRELESS NETWORKS, TERRESTRIAL, by
Alex Hills; April, p. 86.

WIRELESS TECHNOLOGIES (SPECIAL RE-
PORT); April, p. 69.

WIRELESS VOICE SYSTEMS, MOVING BE-
YOND, by Warren L. Stutzman and Carl B.
Dietrich, Jr.; April, p. 92.

X-RAYS, MAKING ULTRABRIGHT, by Mas-
simo Altarelli, Fred Schlachter and Jane Cross;
Dec., p. 66.

YELLOW FEVER EPIDEMIC OF 1793, THE
PHILADELPHIA, by Kenneth R. Foster, Mary
F. Jenkins and Anna Coxe Toogood; Aug., 
p. 88.

THE AMATEUR SCIENTIST
by Shawn Carlson

A Kitchen Centrifuge. Jan., p. 102.
Bird-Watching by the Numbers. Feb., p. 92.
The Pleasures of Pond Scum. March, p. 96.
Making Experiments out of Thin Air. April, 

p. 98.
Sensing Subtle Tsunamis. May, p. 98.
Waiter, There’s a Hair in My Hygrometer.

June, p. 92.
A Year for the Oceans. July, p. 108.
Building a Consciousness of Streams. Aug., 

p. 94.
Spooling the Stuff of Life. Sept., p. 96.
Home Movies of an Invisible World. Oct., p. 118.
Floating a Challenge. Nov., p. 112.
Sorting Molecules with Electricity. Dec., p. 110.

MATHEMATICAL RECREATIONS
by Ian Stewart

Double Bubble, Toil and Trouble. Jan., p. 104.
Tight Tins for Round Sardines. Feb., p. 94.
Glass Klein Bottles. March, p. 100.
Repealing the Law of Averages. April, p. 102.
Cementing Relationships. May, p. 100.
What a Coincidence! June, p. 95.
The Bellows Conjecture. July, p. 110.
Monks, Blobs and Common Knowledge. 

Aug., p. 96.
Counting the Pyramid Builders. Sept., p. 98.
Playing with Chocolate. Oct., p. 122.
Resurrection Shuffle. Nov., p. 116.
Your Half’s Bigger than My Half! Dec., p. 112.
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W O R K I N G  K N O W L E D G E
PARACHUTES

by Dan Poynter

Author of Parachuting: The Skydiver’s Handbook

P
arachutes have changed over the past five centuries. The “round”

(actually flat-circular) canopies of old depended on the air they cap-

tured (drag) to slow the descent of the suspended load or user. Today’s

skydivers use rectangular canopies with an airfoil shape that produce lift to

further slow their descent. These new canopies fly forward at some 20

miles per hour and can be flared for tiptoe landings. Gone are the days

when parachutists were at the mercy of the wind.

Over the years, sport parachutes have become smaller and lighter. Both

weight and volume have been reduced through design changes, new mate-

rials and the elimination of some parts.

Canopy deployment must be orderly and sequenced so that the canopy

will open quickly yet softly and reliably. The canopy has to be folded and

stowed to accept the air properly, and the lines must be stowed in rubber

bands so they will unstow bight by bight without tangling. This preparation

helps to ensure predictable deployment of the canopy and makes the experi-

ence of jumping out of a plane exciting, fun and, most important, repeatable.

To find the skydiving school nearest you, call the U.S. Parachute Associ-

ation at 703-836-3495.

TO DEPLOY THE MAIN PARACHUTE,
a skydiver typically pulls the small pilot
chute from an outside pouch and throws
it into the passing 110-mph wind. (In
contrast, the reserve parachute is re-
leased by a traditional ripcord.)

PILOT CHUTE anchors it-
self in the air, withdraws
the locking pin that se-
cures the pack and lifts
out the bagged canopy.
The lines unstow, un-
locking the bag, and the
canopy emerges.

SLIDER temporarily restricts
the spreading of the can-
opy and reduces the open-
ing shock to the skydiver.

Working Knowledge

STEERING LINES are used
to guide the canopy and
flare it for soft landings.
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