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Do you remember what people of the future used to look like? When sci-
ence-fiction movies, television and comic books strained to portray hu-
mans of the technologically advanced future, they almost always pic-
tured us with giant bald heads that could house our massive brains. (In a

particularly memorable episode of The Outer Limits, the highly evolved David Mc-
Callum also had six fingers on each hand, the better for pushing buttons, I guess.)
We would become a race of supergeniuses who somehow never invented Rogaine.
Of course, there were other possibilities, too. The trav-
eler in H. G. Wells’s Time Machine went far into the fu-
ture and found two divergent species: the brutish Mor-
locks, who lived in machine-clogged tunnels, and the
beautiful, bucolic, tasty Eloi. Apparently, Wells envi-
sioned that only New Yorkers and Swedes would sur-
vive atomic war.

These days speculation about how humans might
evolve seems fallow. The characters on Star Trek, for ex-
ample, look as though they could just be actors in Hol-
lywood. Maybe this shift to a closer-to-home future
represents a subtle change in the public’s un-
conscious grasp of how evolution works (yes,
yes, I know: dream on).

After all, the idea that we would grow bigger
brains seems to arise from a view that evolu-
tionary progress flows like a river: we are less
hairy and generally have larger brains than
our ancient ancestors did, so our descendants should carry these trends to even
more of an extreme. But Darwinian evolution calls for circumstances either to favor
strongly the big-brained chrome-domes or to weed out drastically us more limited
fuzz-heads. 

Thanks to modern technology and medicine, people have taken much more con-
trol over their differential survival. Bad eyes, weak bones and countless other ills

are not the barriers that they once were, happily, a fact that somewhat lessens the re-
productive premium on healthful genes. Moreover, in this mobile world, genes from
all populations are constantly churning together, which works against distinct sub-
groups’ emerging with new traits. We will certainly continue to evolve naturally in
small ways, but our technology may exert the greatest influence. Which means that
if we all have big bald heads someday, it’s not destiny—it’s a fashion statement.

The article “If Humans Were Built to Last,” beginning on page 50, has fun with
these kinds of arguments by asking how humans might look if they had been opti-
mized to lead long, healthy lives. Evolution doesn’t have the luxury of selecting for
just one such factor, but the authors’ analysis of our body’s shortcomings in this re-
gard is both entertaining and instructive.
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Cloning and Its Discontents

The problem posed by Robert P. Lanza,
Betsy L. Dresser and Philip Damiani

[“Cloning Noah’s Ark”]—“how to get cells
from two different species to yield the
clone of one”—is not completely solved
in the manner they suggest. The gaur
they anticipate, Noah, is a hybrid; he con-
tains DNA not only from different indi-
viduals but from different species, be-
cause the cow egg used to generate Noah
contained mitochondrial DNA. Noah will
contribute to the management of gaurs
only if he is subsequently mated with a
gaur female or if his nuclear DNA is incor-
porated into an enucleated gaur ovum.
Resulting offspring would then contain
only gaur DNA. This complication limits
the potential contribution of somatic-cell
nuclear transfer, at least as practiced in
this case, to the management of species
that are in danger of extinction.

MICHAEL R. MURPHY
Department of Animal Sciences 

and Division of Nutritional Sciences
University of Illinois

Damiani replies:

Nature will help us out with this prob-
lem. The sperm mitochondrial DNA is

inactivated when it reacts with the egg cyto-
plasm; thus Noah’s bovine mitochrondrial
DNA (which is sperm-derived) will not be
transmitted to his offspring. The female
gaur’s mitochondrial DNA will be transmit-
ted, and the resulting offspring will be 100

percent gaur—in both mitochrondrial and
nuclear DNA. [Editors’ note: Noah was
born on January 8 but died of a common
bacterial infection within 48 hours. The
scientists do not think the cloning pro-
cess was a factor in his death.] 

If habitat is continually being de-
stroyed, where will these new genetic cre-
ations live? For example, in the case of
the bucardo—“wiped out by poaching,
habitat destruction and landslides”—
what would prevent the same cycle from
reoccurring? Cloning should be seen not
as a replacement for wildlife preservation
or a solution for ecosystem depletion but
as a tool to aid in wildlife conservation. If
funds are siphoned away from preserva-
tion to cloning, the practice ought to be
reconsidered—an ecosystem is not mere-
ly fauna.

JONATHAN SUTER
Kanata, Ontario

In Praise of Classic Filmmaking, 
the 56K Modem

There is no doubt that the size and
speed of the microprocessor has great-

ly increased the efficiency of many aspects
of film production, particularly in editing
and visual effects. But the article “Mov-
iemaking in Transition,” by Peter Broder-
ick, left me unsettled. Filmmaking is a de-
ceptively difficult form of art because it is
a collaboration of so many mediums: the-
ater, painting (lighting), literature, fash-
ion and photography, to name just a few.

It is essential that the director hire each
of these artists and focus their unique tal-
ents toward a common vision.

Broderick would have you believe that
for a nominal equipment investment and
a more relaxed distribution policy, any-
one could be the next Martin Scorsese or
Spike Lee. Unfortunately, nothing could
be further from the truth, and many a
bank account is emptied in this pursuit
every year. Filmmaking without adher-
ence to its process is like scientific research
without the scientific method, rendering
films that are more or less unwatchable.
It is this very process that Broderick shrugs
off as nothing more than an “institution-
al investment.”

The marriage of digital technology and
moviemaking is exciting because, for the
first time in history, young auteurs have
a chance to hone their directing skills in-
expensively and to communicate with
and critique other filmmakers from
around the world. But before we toss
away 100 years of filmmaking process to
digital technology, let us remember that
it is the hours of intense labor and the te-
dious brush strokes, not the paint, that
make a masterpiece.

ROBERT ALLEN SNYDER
Writer/Director

Member of International Alliance of
Theatrical and Stage Employees

I am disappointed that you downplay
the power of the lowly 56K modem as in-
sufficient for supporting online video. We
should bear in mind that video-compres-

E D I T O R S @ S C I A M . CO M

“ H o w much  te ch n o lo g i c a l i n va s i o n can
our lives stand?” asks Steven Ginzburg of Santa Barbara,
Calif. (See “As We May Live,” by W. Wayt Gibbs; Technolo-
gy and Business, November 2000.) “Technology is most
tolerable when it provides a useful service without our
noticing. Using this litmus test, Web-enhanced appli-
ances (such as NCR’s e-banking microwave oven) seem
rather absurd. A house that unobtrusively monitors the
health of elderly inhabitants is more promising, despite
the inherent invasion of privacy, as is a Subaru car de-
vice that improves handling by monitoring motion and
applying momentary brake pressure. I predict that future life will be much like life today,
except that everyday gadgets will be safer and more efficient and will interoperate more
readily, thanks to computerization. A houseful of hidden cameras and Web-browsing ap-
pliances is an improbable and unfortunate stereotype of the home of the future.”

For additional comments and opinions about articles from the November 2000 issue—
including an intriguing twist in the story of the race to build the A-bomb—please read on.
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GAUR, an oxlike native of India, Indochina
and Southeast Asia, is one of the endangered
animals scientists hope to clone.
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sion technology is still young. As it devel-
ops, we will find that our need for band-
width will shrink instead of grow. Today’s
modems will operate far above 56K, but
the limiting factor is how much band-
width the phone companies will give us.
A doubling or quadrupling of this limit
could surely be achieved at minimal ex-
pense and would offer an extremely ele-
gant solution to our needs. Requiring no
additional investment from the end user,
modems offer an inexpensive path to the
entertainment world the report envi-
sions. In contrast, expensive solutions
will probably fail to generate enough
market momentum to succeed. Which
would you choose?

TOM KING
via e-mail

But for a Bit of Boron . . .

William Lanouette [“The Odd Cou-
ple and the Bomb”] writes that

both German and American scientists
recognized that graphite could serve as a
moderator for uranium fission but that the
Germans gave up on it because graphite
absorbed too many neutrons. It did so be-
cause, unbeknownst to them, their graph-
ite contained a trace amount of boron
that had gone undetected by the spectro-
chemical method they used to analyze it.
This fact underlines how crucial Szilard’s
insistence that Fermi not publish his re-
sults on boron-free graphite as a modera-
tor was to the outcome of World War II.
Had the Germans learned of it at that
point, their project would not have fiz-
zled as it did.

ARNO ARRAK
Dix Hills, N.Y.

Voting Your Pocket

Rodger Doyle’s comparison of voter
turnouts for U.S. (47.2 percent) and

European (71 percent) elections [By the
Numbers] failed to mention one obvious
reason why more Europeans go to the
polls: voting is compulsory in a number
of European countries, and nonvoters are
liable to be fined. That’s quite an incen-
tive to vote!

STEVE MARCHANT
Klagenfurt, Austria
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MARCH 1951
BEFORE TECHNICAL OUTERWEAR— “What
fabrics best insulate the body against the
loss of heat? Tests demonstrate, as ex-
pected, that an open-weave cotton fabric
has the smallest insulation value. A dense
cotton cloth gives somewhat more pro-
tection, and wool still more. But insula-
tion value declines greatly when fabrics
are damp; for wet cotton flannelette, the
heat loss is greater than when the test
surface has no cover at all. The study sug-
gests these avenues of research in winter
clothing: underclothing that will not
readily absorb water, garments that will
hold quantities of air in extremely small
bubbles, and quilted clothes made of a
batting of chicken feathers and cotton.”

CELL CHEMISTRY—“It is of great impor-
tance in protein chemistry to find
out precisely the quantities of
each of the 20-odd amino acids
yielded by the breakdown of a
protein. In 1945 the authors un-
dertook quantitative amino acid
analysis with the aid of chroma-
tography. It has been possible
with this apparatus to separate
and to determine quantitatively
each of the 20 or more amino
acids found among the cleavage
products of a protein. It has been
said by many that progress in
science frequently depends upon
the development of good meth-
ods. Chromatography furnishes
a vivid example of the truth of
this statement.—William H. Stein
and Stanford Moore, Rockefeller
Institute for Medical Research”
[Editors’ note: With improved ana-
lytical methods, the authors ascer-
tained the structure of pancreatic ri-
bonuclease and earned the 1972
Nobel Prize for Chemistry.]

MARCH 1901
CANALS ON MARS—“Discussion on this
subject still rages with unabated vigor.
While Mr. Lowell sees in the Martian ‘ca-
nals’ a vast system of artificial irrigation,
M. du Ligondès sees geological fissures.
But the enigmatical lines have appeared

to so many that the ranks of the unbe-
lievers grow thin. However, Signor Vin-
cenzo Cerulli, from his private observato-
ry of Collurania (near the city of Tera-
mo), has showed how the regular lines
and spots we find in the faint markings
of Mars might be due to our limited opti-
cal means and our inability to see the ir-
regular details. In addition, the artificial
origin of the Martian ‘canals’ can hardly
be maintained now that they have been
seen to traverse the polar caps, and to ap-
pear in Venus, Mercury, and two of the
Jovian satellites. —Mary Acworth Orr”

AEROPLANE—“The most recent attempt
to solve the problem of artificial flight has
been made by Wilhelm Kress, an engi-
neer, who for twenty years has patiently
labored on an aeroplane in which he has

embodied his ideas. Two resilient sail-
propellers, rotated by a benzene motor in
opposite directions, drive the apparatus,
which is an ice boat provided with arched
sails [see illustration]. Preliminary water
trials have been successful.” [Editors’ note:
The plane crashed on takeoff.]

CHEATS NEVER PROSPER—“A correspon-
dent from the city of Boone, Iowa, sends
$5 and some sketches of a table he is
building, evidently intended for some
gambling establishment. There is a plate
of soft iron in the middle of the table un-
der the cloth, which by an electric cur-
rent may become magnetized. Loaded
dice can thereby be manipulated at the
will of the operator. He desires us to assist
him in overcoming some defects in his
design. We have returned the amount of
the bribe offered, and take the opportu-
nity of informing him that we do not
care to become an accessory in his crime.”

MARCH 1851
OPEN SORE—“The population of the
United States amounts to 20,067,720 free
persons, and 2,077,034 slaves.”

CRYSTAL PALACE—“The great Crystal Pal-
ace, as the building for the World’s Indus-
trial Exhibition has been termed, is now
nearly finished. Some scientific men
have objected to the building as erected,
on the ground of a want of strength: To
look upon it, in all its vast extent and

fairy-like fragility, a feeling of insecurity
respecting its strength is natural, but we
have been so accustomed to witness large
structures, having giant pillars of stone
for supports, that we are ready to forget
the superior strength of iron, of which
this building is mainly composed.”

Martian Canals, 1901,
The Crystal Palace, 1851
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SAN FRANCISCO—Of all the great lakes of the world, just
one remains untouched by humanity. The very exis-
tence of Lake Vostok, buried as it is beneath some four
kilometers (13,000 feet) of ice in one of the most re-

mote parts of Antarctica, was unknown when Soviet explorers
serendipitously built a base directly above it in 1957. Not until
1994—by which time Russian glaciologists had drilled three
quarters of the way down to the lake in order to read 400,000
years of climate history recorded in the ice—did satellite and
seismographic measurements reveal Vostok’s impressive size, al-
most equal in area to Lake On-
tario but up to four times as
deep. Cut off from direct contact
with the sun, wind and life of the
surface world for as long as 14
million years, Lake Vostok seems
to scientists to be a unique time
capsule that, once opened, could
help solve old and difficult puz-
zles. Some technologists consid-
er it the best place on Earth to
test probes that are designed to
bore through the icy shell of
Europa, a moon of Jupiter sus-
pected of harboring a watery
ocean and possibly life.

But many environmental ac-
tivists disagree, and recently sci-
entists and technologists have
been stepping back from pro-
posals they started making in
1996 to send robotic probes
into the lake to analyze the wa-
ter, look for microorganisms
and return sediment samples.
At a workshop sponsored by
the National Science Founda-
tion in late 1998, several dozen
researchers drew up a timeline
calling for penetration of the
lake in 2002 and sample returns
in 2003. In late 1999 a follow-
up meeting pushed the mission back to 2004 at the earliest.
Now previously bullish researchers concede it may well be a
decade before instruments are lowered into the lake.

Growing uncertainties of three kinds have forced this retreat.
One question is whether and how a probe could be lowered
into a subglacial lake without contaminating it with microbes
from the surface or the ice pack. “The general idea is to drill
down 3.5 kilometers or so with hot water and then deploy a
cryobot,” explains Frank D. Carsey, lead scientist on the ice-
probe project at the Jet Propulsion Laboratory in Pasadena,

Calif. After waiting for the hole above it to freeze shut, the
cylindrical probe would sterilize itself, heat up and melt its way
down to the lake, spooling electrical cable from its body as it
goes. In September, Carsey’s team showed that a simple proto-
type device could move through a few meters of ice. But almost
no testing has been done on sterilization techniques, he says.
“No body, national or international, has said how clean is clean
enough,” Carsey observes. “We need a target to work toward.”

The cost—and who will pay it—is also uncertain. A project
based at the Vostok research station has been estimated to run

$20 million. But the station sits above the southern tip of the
lake, where freshwater is refreezing onto the icy ceiling. “There
is a really good chance that we’ll decide the best place to send a
probe is the northern end, where the bottom of the ice is actu-
ally melting and nutrients in it”—salts, dust and microbes de-
posited with the snow eons ago—“are being added to the wa-
ter,” says Robin E. Bell, a geophysicist at Columbia University’s
Lamont-Doherty Earth Observatory. If so, then the project
would require construction of new buildings, runways, fuel de-
pots and other infrastructure, dramatically raising the cost.
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Out in the Cold
Ambitious plans to penetrate icebound Lake Vostok have slowed to a crawl

G L A C I O L O G Y _ E X T R E M E  L I F E

ANTARCTICA’S LAKE VOSTOK is so large that its outline is visible from space as a flat spot in
the 4,000-meter-thick ice sheet that covers it (detail above). But radar soundings have revealed
about 70 smaller subglacial lakes (red ), some of them near the South Pole research station.

LAKE VOSTOK

PACIFIC OCEAN

ATLANTIC OCEAN

SOUTH POLE 
RESEARCH 
STATION

AREA OF
DETAIL
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So far neither the NSF nor the National Aeronautics and
Space Administration has offered to pay for the develop-
ment of a fully instrumented probe or for the drilling.
Carsey’s grant from NASA to build a more sophisticated cryo-
bot prototype was not renewed this year. “We’ll have a
completed gadget by this summer,” he says, “but we may
not ever be able to test it.” He complains that “NASA is seri-
ously dragging its feet” in sponsoring research on noncon-
taminating instruments for Vostok and Europa.

Until tests in less pristine settings, such as ice-covered
volcanic lakes in Iceland, prove that a cryobot can enter
the water without dragging along foreign life-forms, it is
likely that conservationists will continue to oppose plans
to penetrate Lake Vostok. “We firmly believe that a com-
prehensive environmental evaluation [required by the
Antarctic Treaty] would not permit this to go forward with
current technology,” says Beth Clark, director of the
Antarctica Project, speaking for a coalition of more than
200 environmental groups. In October the World Conser-
vation Union adopted a resolution urging treaty members
to “defer for the foreseeable future” drilling into the lake
and to designate Vostok a “specially protected” area.

Perhaps the greatest uncertainty is whether Vostok is the
only lake that can answer the important questions scien-
tists are asking of it. Analyses of ice-penetrating radar
soundings by Martin Siegert of the University of Bristol
and others have turned up at least 70 lakes beneath the
Antarctic ice sheet. Bell and other proponents of a Vostok
mission have argued that Vostok is probably unique in a
number of ways: in its sediments, in its depth, in its age, in
its sloped ceiling (which may cause its waters to circulate)
and in its possible geological origin as a rift in Earth’s crust.

But preliminary results from new radar, magnetic and
seismic data taken in January reveal just how little scien-
tists truly know about Vostok. “The lake is not the big ho-
mogeneous feature we thought before,” says Columbia
geophysicist Michael Studinger. It contains “islands”
where land meets ice and pockets where water rises to dif-
ferent levels. “Another surprising observation is a big mag-
netic anomaly” near one shoreline, he adds. And Bell, who
with Studinger co-directs the radar study, reports that in
places the water is 1,000 meters deep—almost twice what
was previously thought.

Yes, Vostok is larger by far than any of the other sub-
glacial lakes, Siegert allows. But whether it is unique in
more important ways is anyone’s guess, he suggests: “It is
the only lake where seismic data have been acquired.
There may very well be sediments at the base of other
lakes. As for the water depth, the same thing is true.” The
average age of the water in Vostok, one million years ac-
cording to some estimates, depends crucially on whether it
is connected with other lakes by streams beneath the ice.
“All the other lakes have a sloping ice roof,” Siegert adds,
and he argues that “labeling Vostok as a rift valley lake is
premature.”

In July the Scientific Committee on Antarctic Research
issued a statement that urged the investigation of smaller
lakes first but maintained that Lake Vostok “must be the
ultimate target of a subglacial lake exploration program.”
Siegert disagrees. “The goal should be to solve scientific
problems,” he says, “not just to explore.”

—W. Wayt Gibbs

Copyright 2001 Scientific American, Inc.
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In a surprise announcement last May,
3M Corporation declared that it
would stop making the chemical
used in its popular Scotchgard fabric

protector by the end of 2000 and discon-
tinue other, similar compounds com-
pletely by 2002. The chemicals belong to
a class of fluorinated compounds that are
also incorporated into hundreds of prod-
ucts, ranging from microwave popcorn
bags and fast-food wrappers to semicon-
ductor coatings and airplane hydraulic
fluid. To its credit, 3M decided to phase
out its flourishing $300-million-a-year
fluorochemical business after it discov-
ered a particular fluorochemical in the
blood of humans and animals from pris-
tine areas far from any apparent source.

That compound is perfluoro-octanyl
sulfonate, or PFOS, a breakdown product
of other 3M fluorochemicals. “It is new
and unexpected to find fluorochemicals
in the environment,” remarks zoologist
John P. Giesy of Michigan State Universi-
ty’s National Food Safety and Toxicology
Center, who with colleague Kuruntha-
chalam Kannan has analyzed about 2,000
animal tissue samples for 3M. Despite the
chemical’s ubiquity, company officials are
adamant that there is no evidence of any
danger thus far.

PFOS caught everyone off guard be-
cause it is so different from the known
environmental baddies, such as the or-
ganochlorine compounds PCB and DDT.
Those chemicals are notorious for their
longevity, but PFOS appears to outdo
them. “PFOS redefines the meaning of
persistence,” says University of Toronto
chemist Scott A. Mabury. “It doesn’t just
last a long time; it likely lasts forever.”
The persistence comes from PFOS’s make-
up as a chain of eight carbon atoms sur-
rounded by fluorine atoms, he explains.
The fluorine atoms act like a stiff armor
around the carbon chains, making them
practically impossible for microbes to de-
grade, according to Stanford University
environmental engineer Craig S. Criddle.

And PFOS can travel. Despite a relative-
ly low production volume, less than 10
million pounds a year (the top 50 U.S.
chemicals each have annual production
volumes of more than one billion
pounds), it has spread around the world
in the 40 years since 3M began produc-
tion. This distribution is a puzzle because
for a chemical, global travel usually
means atmospheric transport—PCB and
DDT both evaporate and can be carried
by winds. But PFOS does not volatilize.

Don Mackay, Thomas A. Cahill and Ian
Cousins of Trent University in Ontario,
who study the fate of chemicals in the en-
vironment, believe that some other, more
volatile chemicals involved in the produc-

tion of fluorochemicals are getting into
the air, traveling the world and breaking
down into PFOS. These agents could be
precursors used by 3M or part of the pro-
cess by which other manufacturers incor-
porate fluorochemicals into their prod-
ucts. Volatile fluorochemicals may also
come from materials discarded in landfills.

Whatever the transport mechanism,
once PFOS gets into an animal, it stays.
But unlike PCB and DDT, which build up
in fatty tissues, PFOS binds to protein in
the blood and then accumulates in the
liver or gallbladder, according to Kannan.
He and Giesy have found levels of up to
six parts per million in mink and eagles.
Richard E. Purdy, an independent toxicol-
ogist who worked for 3M for 19 years,
notes that these levels are only about one
tenth the concentrations at which lab

toxicity tests on rats and monkeys have
showed adverse effects. That safety mar-
gin of 10-fold or less is too low, consider-
ing the variability in species sensitivities,
Purdy insists: “The numbers are close
enough to convince me that wildlife is
being killed by this compound now.”

But most researchers say this specula-
tion is premature and that there is no ev-
idence that PFOS in the environment is
harming humans or animals. “We have
to learn a lot more about its toxicity,”
states Kannan, who notes that most of
the wildlife tested, including polar bears
and seals, harbored much lower levels,
about 1⁄50 the minimum toxicity thresh-
olds determined in the lab. “We need to
look at more sensitive indicators of ad-
verse effects. But at this stage we don’t
know what those indicators are,” Kan-
nan says.

The PFOS discovery is bringing other
fluorochemicals under scrutiny. Compa-
nies that make fluorinated compounds
similar to those of 3M have embarked on
research programs to see if those fluoro-
chemicals could ultimately act like PFOS.
The Organization for Economic Coopera-
tion and Development, an advisory group
consisting of 29 member countries, is
working with U.S., U.K., Canadian and
Japanese environmental agencies to as-
sess the problem on a global scale.

Meanwhile 3M is developing nonfluo-
rine-based alternatives for Scotchgard
and other fabric protectors. According to
3M environmental director Michael A.
Santoro, those coatings will be on the
market later this year. —Rebecca Renner

REBECCA RENNER trained as a geologist
but now digs for facts as a science writer in
Williamsport, Pa.
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Scotchgard 
Scotched
Following the fabric protector’s slippery trail to a new class of pollutant

E N V I R O N M E N T _ CO N TA M I N AT I O N

SOMETHING IN THE AIR: Perfluoro-
octanyl sulfonate, or PFOS (model below),
is a key compound in Scotchgard that has
turned up in remote areas.
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RENO, NEV.—The Chicxulub Cra-
ter, sprawled across the Gulf of
Mexico and the Yucatán Penin-

sula, is an approximately 180-
kilometer-wide remnant of the impact of
a 10-kilometer-wide meteorite. It has been
called the smoking gun in the extinction
of the dinosaurs between the Cretaceous
and Tertiary periods 65 million years ago.
Some geologists, though, are starting to
believe the meteorite didn’t act alone. Vol-
canic phenomena known as superplumes
may have been accomplices in that and
other mass extinctions. “The general idea
is that plumes are strengthened by im-
pacts,” says Dallas Abbott, a researcher at
Columbia University’s Lamont-Doherty
Earth Observatory. At the Geological Soci-
ety of America meeting in Reno last No-
vember, she showed a correlation between
the timing of purported superplumes and
large impact events—and their possible
association with mass extinctions.

A plume can be visualized as a rising
glob of liquid in a slowly warming lava
lamp: material hotter than the surround-
ing rock of the earth’s mantle pushes to-
ward the surface in a concentrated stream.
The funnel ends below the earth’s outer
crust, where the plume material spreads
and ponds. If the molten rock erupts
through the earth’s surface, it releases gas
and particulates into the air and produces
lava flows. A superplume may be a gath-
ering of small plumes, the size of those
under the Hawaiian Island chain and Ice-
land, or one very large plume.

Abbott and her co-worker Ann Isley of
the State University of New York at Os-
wego have catalogued remnants of possi-
ble superplumes, including the Deccan
Traps in India, the Columbia River flood
basalts in the Pacific Northwest and the
Siberian Traps. These basalt flows and
other associated rocks have large amounts
of magnesium, indicating their origin in
the depths of the mantle.

The researchers have also logged the
probability of large impacts occurring at
the same time as plume events. There are
about 36 craters more than 10 kilometers
wide that formed over the past 120 mil-

lion years, Abbott says: “It’s a small sam-
ple of the potential number.” Using the
record of earth and lunar impacts, she cal-
culates that of the estimated 400 large im-
pactors in the earth’s history, 40 percent
should have hit continental crust. The
rest should have struck ocean crust, in
which case their craters would have been
subducted into the mantle. “Therefore,
we’ve found only 19 percent of the big
ones,” Abbott concludes. Of those, “there’s

one definitely associated with the Permo-
Triassic,” she says of the mass extinction
250 million years ago. The timing of the
other five main mass extinctions, impacts
and plume events is close, but you could
argue about them, Abbott admits.

One of those events is Chicxulub—and
its relation to the Deccan Traps. Mark
Boslough of Sandia National Laboratories
modeled the so-called seismic focusing
that would occur from an impact event
on the earth’s innards. A large energy re-
lease on one side of the earth would set
off seismic waves, which would travel
through the mantle and converge at the
opposite side, or antipode, creating an-
other energy peak. That energy would be
converted to heat, raising temperatures
in the mantle and increasing melting of
the rocky material—thereby heightening
the effects of any plume already there

and further contributing to conditions
that lead to extinctions.

Abbott is unsure of the exact mecha-
nisms that would strengthen an existing
plume, but one possibility is that increas-
ing temperature differentials between the
core and the mantle would cause finger-
lings of hot core rock to enter the earth’s
crust. The subsequent increase in volcan-
ism and release of climate-affecting gases
would be more than expected for a su-
perplume or impact event alone.

Thanks to plate tectonics, however, the
Deccan Traps may not have been antipo-
dal at the time of the Chicxulub impact. If
they weren’t, Boslough says, “you would
have to propose a second impact,” direct-
ly opposite the Traps, “in the eastern Pacif-
ic, on seafloor that’s been subducted.” Any
geological evidence would be gone.

“You have to figure out what is in the

geological record” to draw any firm con-
clusions, Boslough says. From his models,
an impact might produce the same kinds
of surface manifestations attributed to su-
perplumes: flood basalts, large changes in
sea level, radically increased mechanical
erosion that alters ocean water chemistry,
and sediment deposits that indicate a
global change has occurred.

But Abbott and Isley think there is hard
evidence for impact-enhanced super-
plumes: certain types of rocks associated
only with superplumes, say, or some kind
of universal, physical characteristic in the
earth consistent only with major plume
events. For now, though, not enough evi-
dence exists to indict superplumes as an
extinction accomplice. —Naomi Lubick

NAOMI LUBICK is a freelance writer based
in the San Francisco Bay Area.
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Volcanic Accomplice
Deadly impacts may have exacerbated massive eruptions

G E O P H Y S I C S _ S U P E R P L U M E S

DECCAN TRAPS are a remnant of volcanism that may have helped kill the dinosaurs.

Copyright 2001 Scientific American, Inc.
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John Stephen Smith inherited eight
graduate students in the mid-1990s
after one of his electrical engineer-
ing colleagues at the University of

California at Berkeley died. Smith had 
little idea (and, truthfully, scant interest
in) how to keep his colleague’s research
going and his new students occupied.
Numerous efforts to marry silicon elec-
tronics with gallium arsenide optical 
devices—the focus of the group’s re-
search—had dragged on for years, with
decidedly mixed results. 

Inspiration struck while Smith
waited for his wife at the chiro-
practor’s office. He fiddled with a
child’s toy, a plastic box that he
tilted back and forth to try to get
tiny metal balls to enter perfora-
tions in a cardboard sheet. The
eureka moment arrived when he
had the odd thought that a simi-
lar method might be used for op-
toelectronic integration.

What if the microscopic lasers
the group worked with could be
shaken—or better yet, placed in a
liquid and poured—into little holes
on a silicon wafer? “My graduate
students looked at me like I was
nuts,” Smith says. “But one guy
decided a few weeks later to try it,
and it worked.” Under the micro-
scope, the student, James Yeh,
saw that the specks of gallium ar-
senide, each one just 30 microns across,
had dispersed in the water and neatly
plugged into a few hundred of the thou-
sands of carefully machined, trapezoidal
holes on the silicon surface. 

Smith named the process fluidic self-
assembly. The project succeeded in help-
ing his graduate students get their de-
grees. But it also did much more. Pouring
circuits has become a means of integrat-
ing electronics with polymers to build
displays that can bend like taffy in your
back-pocket wallet or be rolled up and
stuffed in a mailing tube. 

Most important, it may be a new way
to simplify the complex and expensive
process of designing electronic displays.

Today display makers channel hundreds
or thousands of wires to off-display
chips, which dictate when the multitude
of picture elements on a screen should
turn off and on. Fluidic self-assembly lo-
cates dense circuitry on the display itself,
dramatically reducing the off-display
wiring required. 

Alien Technology, a company that
Smith founded, has used fluidic self-as-
sembly to make inexpensive plastic dis-
plays. The company outsources the man-

ufacture of the silicon wafers that con-
tain the chips, which it calls nanoblocks.
The wafer is cut into trapezoidal chips—
picture an upside-down pyramid with its
top cut off—that are then put in a solu-
tion containing water, a surfactant and a
binding agent and poured onto a sub-
strate of silicon, glass, polymer or other
material. The tapered ends of the nano-
blocks fit into the trapezoidal holes. Any
excess electronic elements are then washed
away, and the emplaced nanoblocks are
wired together. 

Nanoblocks can be poured onto a sec-
tion of a plastic sheet, and then the sheet
can be unrolled further to pour more. For
some forms of display manufacturing, an

ink-jet printer might then be used to
place bits of red, green and blue light-
emitting polymers above each nanoblock
to form a picture element. Arno Penzias,
a former vice president of research at Bell
Laboratories who is now a member of a
venture-capital firm that has invested in
Alien, commented on prospects for this
form of inexpensive low-cost manufac-
turing: “Water gets a very low salary.” 

Alien has built a pilot plant for making
small polymer displays that can show the

cash balance left on “smart” cards.
But the technology could go be-
yond displays and into a host of
other applications: a plastic roll
that could be unfurled to show a
changing mix of color topographic
maps, for example, or a sheet that
could serve as chameleonlike cam-
ouflage, altering color as needed
to hide a tank. In addition, afford-
able versions of the phased-array
radar that graces battleships could
steer beams electronically so that
every cellular phone could get 
its own high-bandwidth signal.
Smart tags could become cheap
enough to track your lost keys or
the whereabouts of a teddy bear.
“All of a sudden, everything in the
house has a two-way radio,” Pen-
zias comments. 

Whether the technique be-
comes as cheap and simple as the

company claims remains to be seen—
nonstandard processing steps, like pour-
ing nanoblocks into holes, mean that
other competitive manufacturing meth-
ods may emerge. “If flexible displays turn
out to be the thing that everybody needs,”
remarks electrical engineer Kaigham
Gabriel of Carnegie Mellon University,
“someone will come up with a faster and
cheaper way of doing this.” Indeed, Alien
is still wrestling with some of the chal-
lenges of making polymer displays—
spacing the holes at uniform distances,
for instance. If in the end the technology
proves itself, though, it will be a case of
how seemingly idle child’s play can pro-
duce great ideas. —Gary Stix

Pour Me Another
A novel way of embedding chips in polymers may let you have your computer and sit on it, too

O P T O E L E C T R O N I C S _ S E L F - A SS E M B LY
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NANOBLOCKS fall through water toward rows of ma-
chined holes, where some of the chip elements become
embedded—a means of assembling electronic devices.
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Every year about 1.3 million Amer-
icans are diagnosed with basal or
squamous cell carcinoma, the
two most common forms of skin

cancer. The sun’s ultraviolet light is the
chief culprit in causing genetic muta-
tions in skin cells. Researchers now say
they have a skin lotion that can enter
cells and fix their damaged DNA before
they have a chance to develop into full-
blown cancer cells.

The principle is simple: the lotion con-
tains liposomes, little oily vesicles, filled
with a viral DNA-repair enzyme called T4
endonuclease V. The liposomes penetrate
the epidermis and enter the cells. Once
released inside, the enzymes are small
enough to make their way into the nucle-
us, which contains the DNA. Here they
bind very tightly to the most common
DNA mutations caused by sunlight—so-
called cyclobutane pyrimidine dimers, in
which two DNA bases are fused. By par-
tially cutting off the dimers and breaking
the DNA strand next to them, the en-
zymes initiate a repair process that other
cellular enzymes complete.

Daniel Yarosh is the founder and CEO
of AGI Dermatics, the company that
manufactures the “repairosome” lotion.
In the February 9 Lancet, he and his col-
leagues report the results of a clinical trial
of individuals suffering from xeroderma
pigmentosum (XP), an inherited disorder
rendering patients extremely sensitive to
sunlight and prone to skin cancer. These
people usually cannot produce one of
the seven enzymes needed to repair UV-
damaged DNA (called nucleotide exci-
sion repair). Thirty XP patients who ap-
plied the skin product daily to their face
and arms for one year experienced a de-
crease in these skin areas of basal cell car-
cinoma by about one third and of actinic
keratosis, a sun-induced skin lesion that
can develop into squamous cell carcino-
ma, by as much as two thirds.

These remarkable results, which began
to show up after only three months of
therapy, probably do not stem from the
repair activity alone: the enzyme’s action
may have also returned the skin’s im-

mune response—which is weakened by
UV light—to normal. AGI Dermatics is
currently seeking Food and Drug Admin-
istration approval to market the new drug
to XP patients, although Yarosh wouldn’t
go so far as to say that the drug would en-
able these “children of the moon” to en-
joy the sun.

Other people may benefit from the
drug as well, because XP is “just an accel-
erated version of what’s happening to all
of us,” Yarosh says. At the moment he is
preparing a clinical trial involving several
hundred people with a history of skin
cancer. And someday the treatment might
become available to the general popula-
tion to speed up the skin’s natural ability
to repair itself. “I could see it combined
with sunscreen,” says David Leffell, a der-
matologist at Yale University. “It is always
better to prevent the problem than to try
to fix it.”

The viral endonuclease is not the only
repair protein that has been tested in a
lotion. Jean Krutmann, a dermatologist

at the University of Düsseldorf and co-
author of the XP report, published a
study last year using photolyase, a fasci-
nating DNA-repair enzyme, from cyano-
bacteria. It directly reverts UV-induced

dimers back to normal, us-
ing the energy of visible
light. Applied in liposomes,
the enzyme decreased the
number of cyclobutane py-
rimidine dimers in human
skin by about 40 percent.

Protein therapy is noth-
ing new—insulin and hu-

man growth hormone have been
used for years—but applying pro-
teins externally to the skin is.
Thus far the lotion seems to be
safe: very little of the microbial
enzymes tested by AGI Dermatics
and others penetrates down into
the dermis, and they did not cause
allergic reactions. 

Delivering biologically active
proteins through the skin might
also become a way to treat other
inherited skin diseases caused 
by enzyme deficiencies. Yarosh
thinks that a protein lotion could
work for a form of epidermolysis
bullosa, in which the skin blisters
as a result of a lack of the protein
laminin, or x-linked ichthyosis, in
which the skin gets scaly because
an enzyme called steroid sulfatase
is missing.

Already AGI Dermatics, which
holds 19 patents for the delivery of DNA-
repair enzymes and other biologically ac-
tive proteins in liposomes, supplies cos-
metics companies with “photosomes” and
“ultrasomes,” liposomes that contain ex-
tracts from bacteria that harbor DNA-re-
pair enzymes. Micrococcus luteus is one
such bacterium; it contains a protein
similar to T4 endonuclease V and can tol-
erate six times more UV light than E. coli.
These liposomes do not require FDA ap-
proval, because they are regarded as “bo-
tanical extracts,” and the companies do
not make any therapeutic claims for them.
But even if these beauty products help to
reduce skin cancer, they may not prevent
other symptoms of skin photoaging, such
as lack of elasticity, wrinkles or color
changes. The best advice for healthy skin
remains unchanged: Stay out of the sun.

—Julia Karow

JULIA KAROW, who has a Ph.D. in bio-
chemistry, is a science writer based in New
York City.

Skin So Fixed
A topical lotion with DNA-repair enzymes cuts down skin carcinomas
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DNA-REPAIR ENZYMES (black dots) successful-
ly enter a mouse cell and nucleus. Liposomes filled
with the enzyme can reach into the epidermis and
hair follicles (inset, red areas).
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Until recently, a typical atom
trap has consisted of a tem-
peramental labyrinth of elec-
tric coils, custom-built and

then fine-tuned and maintained by dedi-
cated graduate students. Now scientists
are adapting microchip technology to
build robust miniaturized devices to trap
and control tiny clouds of chilled atoms.
Research groups in the U.S., Austria and
Germany have demonstrated atom ver-
sions of optical fibers and beam splitters,
as well as a magnetic “conveyor belt” for
moving atoms around precisely—all on
devices that look like crude com-
puter chips. According to Jakob
Reichel of the Max Planck Insti-
tute for Quantum Optics in Garch-
ing, Germany, “these microtraps
are a promising tool to get quan-
tum coherent interactions on the
atomic scale.” And that, he adds,
“is the most important ingredient
for a quantum computer.”

For more than a decade, physi-
cists have trapped and manipulat-
ed atoms (such as those in so-
called Bose-Einstein condensation
experiments) using macroscopic
tools. Electric coils produce mag-
netic fields that trap a cloud of
atoms and cool them below a
thousandth of a kelvin, just a hair
above absolute zero. In 1995 Ken-
neth G. Libbrecht and a student
of his at the California Institute of Tech-
nology proposed that microscopic atom
traps could be built on chips. Six years on,
the proposal is being realized, using litho-
graphically manufactured wires on chip
surfaces to produce magnetic fields that
can trap and guide atoms tens to hun-
dreds of microns above the chip surface.

At present, the submillikelvin atoms are
still produced in conventional traps and
are then transferred to the chips, all with-
in a vacuum chamber. The advantages of
chip-based systems include tighter trap-
ping, the precision of the designs that can
be made and the ease with which compli-
cated systems can be built. “If you can
make one device on the chip, you can

make a million,” says Jörg Schmiedmayer
of the University of Heidelberg.

One of the simplest tools is a wave
guide, the equivalent of an optical fiber for
atoms. Electric current passing through
one or more wires generates a magnetic
field that combines with external fields.
The total field is weakest a small distance
above the wire all along its path, produc-
ing a channel that confines chilled mag-
netic atoms. In 1999 Dana Z. Anderson,
Eric A. Cornell and their colleagues at
JILA and the University of Colorado at
Boulder transported chilled atoms around

several curves using such guides on a sap-
phire substrate. Mara Prentiss and her co-
workers at Harvard University have also
done experiments guiding atoms on chips.

In recent papers, Schmiedmayer and his
associates report an atom beam splitter on
a nanofabricated chip built while they
were at the University of Innsbruck in
Austria. Their device uses 10-micron-wide
wires—the smallest that have been used
in these experiments—made by etching a
gold layer atop a gallium arsenide sub-
strate. The wire, and thus its atom-guiding
magnetic field, splits into a Y. Currents in
the wire can be configured so that half of
the atoms moving along the stem of the
Y go into one arm and half go into the

other, much like photons
being either reflected or
transmitted at an optical
beam splitter. Earlier in
2000 the group in Col-
orado had demonstrated a

larger beam splitter consisting of two atom
guides crossing in a very narrow X shape.

Atoms travel passively along such wave
guides, propelled by their thermal mo-
tions. Reichel, Theodor W. Hänsch and
their co-workers have demonstrated a con-
veyor belt that actively transports atoms.
Instead of having a uniform low-field track
above the guide wire, a square-tooth pat-
tern of wires on each side breaks up that
magnetic tube into a chain of 0.5-millime-
ter-long atom traps. Varying the electric
currents moves the traps along the guide,
carrying their atoms with them (see

www.mpq.mpg.de/~jar/conveyer.
html for a movie). The conveyor
belt could be used to move atoms
in a quantum computer from one
logic gate to another. In addition,
fundamental experiments can be
performed by, for example, sepa-
rating and recombining a cloud of
atoms—or the wave function of a
single atom—to study quantum
interference. 

Some basic questions remain,
however. All the experiments have
used atoms in a mixture of states—
that is, the clouds were not in a
pure quantum state, a crucial re-
quirement for quantum comput-
ing, which relies on the preserva-
tion of quantum conditions such
as superposition. The Colorado
group and Reichel’s group are

working on running Bose-Einstein con-
densates through their microchip de-
vices, a development that would allow
true quantum studies to begin.

Reichel believes that microchip atom
traps, though just getting out of the gate,
are one of the most promising candidates
for medium-scale quantum computers
because “it’s straightforward to scale up
[atom microchips] to larger numbers of
qubits.” Schmiedmayer points out that
problems could well arise that stymie the
usefulness of atom chips for processing
quantum information. “In five years we
will know if it’s an interesting physics
problem or if it’s really something that we
can use,” he says. —Graham P. Collins

Trapped over a Chip
Microchips that control hovering atoms may lead to new quantum computers

P H Y S I C S _ AT O M  O P T I C S
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CONVEYOR BELT on a chip (square-tooth pattern) can
slide atoms along the central 50-micron-wide track. 

ATOM BEAM IS SPLIT
in two by a nanofabricated
magnetic wave guide. 
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Music of the ’Spheres

People with frontotemporal dementia, which affects the

front part of the brain, often experience changes in their be-

havior—and perhaps even in their taste in music. In the De-

cember 26, 2000, Neurology, researchers describe a 68-year-

old man who, two years after diagnosis of that dementia,

changed his musical preference from classical to pop, a genre

that he had previously disliked, and a woman, 73, who adopt-

ed her granddaughter’s taste in pop music after a lifetime of

musical indifference. 

This shift may have resulted from changes in the cerebral

component that deals with novelty or from lesions in the lobes

that handle perception of pitch, rhythm and timbre. The au-

thors emphasize that these results do not suggest that a liking

of pop tunes results from mental dysfunction. —Alison McCook

S E N S E S

Scratching an Old Theory
Anyone who’s been driven to distraction by a persistent itch
knows that itching ranks right up there with the three main touch
sensations—pain, pressure and temperature. Researchers, howev-
er, have been unsure about the neural basis for itch; some have
thought it is a subthreshold feeling of pain, whereas others argued
that it is a distinct sensory type—a view bolstered a few years ago
by the discovery of peripheral nerves that respond solely to itchy
stimuli. Now neuroscientists have shown that certain spinal cord

neurons connected to the
thalamus (the brain’s senso-
ry gateway) are responsible
for feeling an itch. Examining
anesthetized cats, they
tracked the response of
these neurons when itch-
inducing histamine was ap-
plied to the skin. The discov-
ery, reported in the January
Nature Neuroscience, may
lead to better understanding
and treatment for pathologi-
cal itching, or pruritus. 

—Steven AshleyItchy pathway
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H I S T O R Y O F S C I E N C E

Copernican 
Counterrevolution
It all started when our planet was rudely ejected from the cen-
ter of the universe. Then our sun became just another star, our
galaxy just one among many, and man a mere animal. Five cen-
turies of science have simply continued the Copernican Revolu-
tion. Or so it is said. This tidy tale has been disputed by histori-
ans such as the late Thomas S. Kuhn but never so forcefully as by
Dennis R. Danielson of the University of British Columbia. At the
January joint meeting of the American Astronomical Society and
the American Association of Physics Teachers, Danielson point-
ed out that for medieval and Renaissance Europeans, the cen-

ter of the universe was not a posi-
tion of importance. To the con-
trary, it was the lowest point—in
Galileo’s words, “the sump where
the universe’s filth and ephemera
collect.” The earth resides there
simply because it is the heaviest
of the five Aristotelian elements.
If anything, Copernicus’s sun-
centered theory elevated the earth
to the status of a star, the realm
of angels—one reason it raised re-
ligious hackles. —George Musser

P U B L I C H E A LT H

Sloppy Feeding

Briefs from www.sciam.com/news
In December, researchers announced that ANDi, a rhesus
monkey genetically modified to have a fluorescence gene

from a jellyfish, was born. ANDi doesn’t glow, but the toenails
and hair follicles of his stillborn siblings did. /011201/1.html

Researchers discovered the oldest rock, a zircon crystal
4.4 billion years old. It suggests oceans and continents
formed early in the earth’s history—and that perhaps life
took longer to arise than previously thought. /011101/1.html

Mitochondrial DNA found in early Australians differs from
that of today’s modern humans as much as Neandertal
DNA differs from moderns’—indicating that the genomic
disparities between Neandertals and moderns do not neces-
sarily indicate they are different species. /010901/2.html

Many male salmon in the Columbia River have become fe-
male, perhaps because of pesticides and other chemicals
that mimic estrogen. /121900/3.html

News Briefs

Not enough precautions are being taken in the U.S. to pre-
vent bovine spongiform encephalopathy (BSE), or mad cow dis-
ease, according to a report released January 10 by the Food and
Drug Administration. The use of rendered ruminant feed, con-
taining parts from cattle and sheep, is most likely responsible for
the spread of BSE in Europe. Although no one has reported BSE
in U.S. cattle, in 1997 the FDA adopted regulations to prevent an
outbreak. The new FDA report reveals that almost one quarter of
companies that render ruminants, along with 20 percent of FDA-

licensed feed mills and 40 percent of non-FDA-licensed mills, do
not properly label their products, as required. In addition, not all
companies had a system to prevent ruminant products from mix-
ing with food made from chicken, pork or fish. —A.M.

D AT A  P O I N T S

Fulfilling Your 
Darwinian Destiny
U.S. fertility rate for women ages 15 to 44:

• In 1990: 70.9 births per 1,000 women
• In 1998: 65.6 per 1,000

Number of women using infertility services, 1995: 9.3 million
Percent of in vitro fertilizations that result in a live birth: 27.7
Cost of one IVF procedure: $8,000 to $12,000

Percent of women who have ever been married ages 18 to 44

who have adopted a child:

• In 1982: 2.2
• In 1995: 1.3

Percent of women adopters who took a child 

related to them:

• In 1982: 20.3
• In 1995: 56.1

Adoption costs:

• Public agency: $0 to $2,500
• Private agency: $4,000 to $30,000+
• Independent adoption: $8,000 to $30,000+
• Intercountry adoption: $7,000 to $25,000

SOURCES: National Vital Statistics Reports; National Center for Health Statistics; Centers for Dis-
ease Control and Prevention; New York Times; National Adoption Information Clearinghouse.
1995 data are the latest available; IVF success statistic from 1997.Copernicus, 1473–1543
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At the dawn of the 20th century, suburbia was a dream in-
spired by revulsion to the poverty and crowding of the
cities. In the visions of architects such as Frederick Law

Olmsted, there would be neighborhood parks, tree-
lined streets and low-density housing free from the pollution
and social problems of the cities. As the top map of the New
York City metropolitan area shows, commuter suburbs had
sprung up near the railway lines on Long
Island and Westchester County by 1930,
but further expansion was fueled in large
part by the automobile. Eventually it was
apparent that much of suburbia—Levit-
town was the popular example—was not
delivering on the early promise, although
for many, even Levittown must have
seemed like heaven compared with the
tenements of their childhood.

The extraordinary growth of car own-
ership in 20th-century America was
made possible by abundant domestic oil,
the world’s largest highway system, and
low taxes on vehicles and gasoline. But
suburban growth would not have been
nearly as great were it not for govern-
ment policies that penalized cities and
rewarded suburbs. For instance, federal
mortgage insurance programs tended to
promote new housing on outlying land
rather than repair of existing city hous-
ing and, furthermore, excluded racially
mixed neighborhoods that were deemed
unstable. American communities have
far fewer impediments to expansion than
European ones: London, for instance, re-
stricted sprawl by establishing greenbelts
on its periphery. 

Tax deductions for mortgage interest 
in the U.S. have been larger than those 
of most other countries. Furthermore,
suburban jurisdictions in the U.S. have
far greater zoning powers than their for-
eign counterparts and use this power to
reinforce low-density housing by requir-
ing large lots, thus increasing the num-
ber of affluent taxpayers and reducing
the need to supply services to needy fam-
ilies. Arguably, the most important stim-
ulus to white flight out of the city was
fear of crime, particularly crime by
blacks—a fear reinforced by the social
pathologies of public housing, where
blacks and other minorities predomi-
nate. Such apprehension helps to explain
why revitalization projects and improved

mass-transit systems have failed to lure the middle class back to
the city in large numbers.

Suburban expansion may conjure up images of aesthetic degra-
dation and cultural sterility, but it has provided better housing for
millions. In the process of suburbanization, low-income city fam-
ilies have also benefited because of the housing stock that be-
came available as the middle class fled. By spreading out, U.S.

cities avoided the sometimes oppressive
densities of Japanese and European cities.
Indeed, so great is the compaction in
Tokyo that Japanese officials see decon-
centration as a high priority.

Overall, however, the suburban push fi-
nancially hurt cities, which saw their tax
bases shrink. They were disproportionate-
ly affected by unfunded federal mandates
and thus hindered in efforts to provide
quality schools and reliable municipal
services. Indeed, New York City’s fiscal
problems in the 1970s followed, and were
exacerbated by, the previous decades’
massive middle-class exodus into the sub-
urbs. The exodus, rather than population
growth, drove suburban proliferation:
from 1970 to 1990 regional population
grew by only 8 percent, but urban land
increased by 65 percent. Unlike other
cities, such as Detroit, New York has
maintained a vibrant economy, partly be-
cause millions of immigrants, many  well
educated and interested in starting new
businesses, have replaced the old middle
class. Certain other cities as disparate as
Los Angeles, Miami, San Francisco and
Omaha have also benefited substantially
from international migration.

Like New York, most metropolitan areas,
regardless of whether the central city is
dying or still vibrant, have spread out-
ward, a significant exception being Port-
land, Ore., which has enforced drastic re-
strictions on sprawl. As a result, it accom-
modated a 50 percent growth in pop-
ulation from 1975 to the mid-1990s with
only a 2 percent increase in land area. Be-
cause of the new restrictions, however,
housing prices and the cost of doing busi-
ness in Portland have been driven up.

—Rodger Doyle (rdoyle2@aol.com)

SOURCE: U.S.Geological Survey; Urban Dynamic Research Pro-
gram.Maps are based on satellite images and historical records.
Urban land is defined as that occupied by buildings, asphalt,
concrete and suburban gardens, with a systematic street pat-
tern and a minimum density of three houses per 2.5 acres.

Sprawling into the Third Millennium
E N V I R O N M E N T _ L A N D  U S E

1930

1960

1990

1. Princeton
2. Morristown
3. Toms River
4. Poughkeepsie
5. Peekskill

6. White Plains
7. Patchogue
8. Hartford
9. New Haven

10. Bridgeport
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TRAVERSE CITY, MICH.—In 1964
a 26-year-old graduate student
embarked on an expedition
that would take him back in

time, venturing deep into the Venezuelan
jungle to study a primitive Indian tribe
known as the Yanomamö. Over the years
he would make more than 25 trips into
remote regions of Amazonia to study
these people, vividly chronicling their
way of life in a record-selling book and
prizewinning documentaries. Napoleon
Chagnon’s research catapulted the Yano-
mamö into the limelight as the fierce peo-
ple of the rain forest, and as their ethnog-
rapher Chagnon became, as one scholar
described him, the most famous anthro-
pologist in the world, living or dead.

Today the 62-year-old Chagnon (Amer-
icanized to “SHAG-non”), clad in jeans
and a khaki shirt, looks the part of the
contented retiree. Indeed, the casual ob-
server would hardly suspect that the man
seated on the chenille sofa across from
me, with his hands behind his head and
his feet up on the coffee table, now stands
accused of misrepresenting and harm-
ing—perhaps even killing—the very peo-
ple he was studying. Yet in Darkness in El
Dorado, published last fall, journalist Pat-
rick Tierney claims that Chagnon culti-
vated violence among the Yanomamö
and cooked his data to exaggerate their
behavior. He also insinuates that Chag-
non and a colleague sparked a deadly
measles epidemic. “If you read more than
two pages of the book, you think I’m Josef
Mengele,” Chagnon remarks bitterly. 

With such sordid scandal swirling
around him, I’m a bit surprised by his re-
laxed demeanor. But perhaps I shouldn’t
be. Napoleon Chagnon is no stranger to
controversy, and he has a history of ris-
ing to the challenge. 

The second of 12 children, he grew up
in rural Port Austin, Mich., in a house
that lacked indoor plumbing. His father,
having been discharged from the military,
took odd jobs as a painter, police officer,
bartender and factory worker to support
the family. “Most of my youth was spent
with my father off working someplace,”

Chagnon recollects. “I didn’t really get to
know him.” High school was “stimulus-
free,” he laments, and after graduating,
his father handed him a small sum of
money and told him he was on his own.

Chagnon secured a modest scholarship
that enabled him to take an intensive
eight-week course on surveying. This led
to a job with the Michigan State Highway
Department, where he worked for a year,
saving his money to go to college. As a
physics major at the University of Michi-

gan, he had to meet certain distribution
requirements, including a two-semester
sequence in a social science. All he could
fit into his schedule was anthropology,
which he had never heard of. But it didn’t
take long before Chagnon was hooked:
“The second week into the second course,
I decided that that’s what I wanted to be.”
He stayed on at Michigan for his Ph.D.

Once he decided to study “really prim-
itive people,” Chagnon says, he had two
parts of the world to choose from: New
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Fighting the Darkness in El Dorado
The embattled researcher answers a book’s charges that he incited and exaggerated the violence of the Yanomamö

“I’M NOT ASHAMED OF WHAT I’VE DONE,” states Napoleon Chagnon of his

studies of the Yanomamö, one of the last people to be touched by modern civilization.

Copyright 2001 Scientific American, Inc.



Guinea or the Amazon Basin. He opted
for the latter, as it was the lesser studied
of the two, and initially selected a central
Brazilian tribe called the Suyà. Just before
leaving, however, a revolution broke out
in Brazil, making fieldwork impossible.
Around the same time, James Neel, a ge-
neticist at the university, was looking
into doing research in Venezuela. The
two decided to conduct a multidiscipli-
nary study of the Yanomamö—a tribe of
about 27,000 Indians who live in some
300 villages spread across an area roughly
the size of Texas—about whom there
were only a few published accounts. “They
were quite unknown at the time, but I
did know they lived in both Venezuela
and Brazil,” Chagnon recalls. “So if Brazil
was in a revolution, I would study them
in Venezuela, and vice versa.” Soon
thereafter, the young Chagnon set off
with his wife and two small children. His
family stayed in Caracas for the 15-month
period while he plunged deep into the
rain forest in search of “primitive man.” 

What little Chagnon knew about the
Yanomamö beforehand did not prepare
him for that initial encounter, which he
described memorably in his first book,
Yanomamö: The Fierce People: 

I looked up and gasped when I saw a
dozen burly, naked, sweaty, hideous men
staring at us down the shafts of their
drawn arrows! Immense wads of green to-
bacco were stuck between their lower
teeth and lips making them look even
more hideous, and strands of dark-green
slime dripped or hung from their nos-
trils—strands so long that they clung to
their pectoral muscles or drizzled down
their chins.

He later learned that the men had tak-
en a hallucinogenic snuff, which causes a
runny nose, and that he and his mission-
ary companion had arrived just after a se-
rious fight between this village and a
neighboring group—a fight that appar-
ently had erupted over women. It was a
pattern of violence that Chagnon would
observe and report on again and again
and one that would ultimately pit many
of his colleagues against him.

Chagnon did not expect to see vio-
lence among the Yanomamö, nor did he
anticipate that he would discover biolog-
ical underpinnings to their behavior, he
says. But in asserting that these conflicts
arose over women and not material re-
sources such as food, he broke with the
view held by many cultural anthropolo-

gists—including those who had trained
him. In that view, influenced in part by
Marxist economics, material forces drive
human behavior. 

“Even though it was an unwanted dis-
covery in anthropology—it was too bio-
logical—I nevertheless had to confront
the fact that they were fighting over
women, not scarce material resources,”
Chagnon recounts. In doing so, he adds,
“I basically had to create and invent my
own theory of society.” Chagnon’s Dar-
winian perspective on culture jibed with
Harvard University scientist E. O. Wil-
son’s 1975 treatise on animal behavior,
Sociobiology. Chagnon—who tends to re-
fer to his detractors as Marxists and left-
wingers—thus became identified with
that school of thought, which also made
him unpopular among social scientists
who believe that culture alone shapes
human behavior.

In the years that followed, Chagnon
took various academic posts and contin-
ued to return to Yanomamö territory,
conducting censuses and collecting de-
tailed genealogical data. (Appropriately
enough, the Yanomamö, unable to pro-
nounce Chagnon’s name, dubbed him
“Shaki”—their word for a pesky bee.)
Then, in 1988, he published a paper in
Science in which he reported that 40 per-
cent of adult males in the 12 villages he
sampled had participated in the killing of
another Yanomamö; 25 percent of adult
male deaths resulted from violence; and
around two thirds of all people age 40 or
older had lost at least one parent, sibling
or child through violence.

Perhaps most stunning of all, he found
that men who had killed were more suc-
cessful in obtaining wives and had more
children than men who had not killed.
“The general principle is not so much
that violence causes reproductive success.
It’s that things that are culturally ad-
mired and strived for are often correlated
with reproductive success,” Chagnon ex-
plains. “It may be wealth in one society,
or political power. You don’t have to be
violent to have political power. But in the
primitive world, where the state doesn’t
exist, one of the most admired skills is to
be a successful warrior.” 

The Science paper came out as the Brazil-
ian gold rush was reaching full throttle in
Yanomamö territory, prompting impas-
sioned responses from Brazilian anthro-
pologists and human-rights activists. Por-
traying the Yanomamö as killers, they
warned, furnished miners with a pow-
erful means of turning the public against

the Indians. Neither was Chagnon mak-
ing friends in Venezuela, where his rela-
tionship with the Salesian Catholic mis-
sionaries who control the region had
soured. Indeed, on a 1991 trip to a Yano-
mamö village he had visited on friendly
terms several times before, the headman
threatened Chagnon with his ax, claiming
that Chagnon had killed their babies and
poisoned their water. The headman later
revealed that Salesian missionaries had
spread these lies.

“The Salesians don’t want anybody in
with the Yanomamö whom they don’t
have control over,” observes University of
New Mexico anthropologist Kim Hill, an
Amazon specialist. He further notes that
there aren’t many researchers in that area
who are not openly allied with the mis-
sionaries. “Nap was the wild card. He
wouldn’t play by their rules, and he open-
ly opposed them on some of their poli-
cies. I think they just decided they were
going to make damn sure that he never
came back again.” (Raised Catholic, Chag-
non recalls with irony that his mother
had wanted him to enter the priesthood.
“I reassured her that although I hadn’t be-
come a priest, I’m very well known in the
highest circles of the Catholic Church.”)

Chagnon retired in 1999 from the Uni-
versity of California at Santa Barbara after
realizing that he probably would not be
able to return to Yanomamö territory. On
his last three attempts, officials in Boa
Vista and Caracas had denied him the
necessary permits. So he and his wife,
Carlene, moved back to Michigan, into
an airy, sun-filled house tucked away in
the woods, on the outskirts of Traverse
City, a resort town bordering Lake Michi-
gan. There Chagnon figured he would
work on a new book and maybe do some
bird hunting with his dog, Cody.

That reverie was shattered, however,
when a book brimming with explosive
allegations leveled against Chagnon and
other Yanomamö researchers came out
last November. Specifically, Tierney’s
Darkness in El Dorado charges Chagnon
with inciting warfare, staging films and
falsifying data on the Yanomamö in or-
der to create the myth of “the fierce peo-
ple.” In reality, Tierney suggests, the
Yanomamö are generally fragile and fear-
ful. The violence that did occur, he as-
serts, erupted over the windfall of ma-
chetes and axes Chagnon distributed in
exchange for their cooperation. He fur-
ther accuses Chagnon of tawdry activi-
ties such as demanding a Yanomamö
wife and indulging in drugs. Tierney also
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strongly implies that Chagnon and the
geneticist Neel, who died in February of
last year, sparked a deadly measles epi-
demic among the Indians, claiming per-
haps thousands of lives, by using an out-
moded vaccine known to have potential-
ly severe side effects. 

The famed anthropologist denies it all.
The idea that his gifts of steel goods (giv-
en to make their daily tasks easier) caused
the warfare he observed is preposterous,
he says, noting that the Yanomamö have
a history of violence that predates his ar-
rival. Gift exchange is par for the course if
one wants to study the Yanomamö, he in-
sists. Even so, he adds, his contributions
hardly compare to the number of ma-
chetes doled out at the missions. 

I read Chagnon the passage describing
his purported request for a Yanomamö
wife. “That’s so goddamn crazy,” he re-
torts, explaining that the story is a distor-
tion of his referring to a girl as his cross-
cousin—a kinship term also used for
“wife” in the Yanomamö language. The
claim that he staged his award-winning
documentaries is likewise false, Chagnon
maintains. And with regard to drugs, he
says he took the ceremonial snuff only
once—to reassure some Indians who had
been threatened by a missionary with be-
ing thrown into a chasm of fire if they
continued to worship their “demons.”

As to mischaracterizing the Yanomamö
as fierce, John Peters, a sociologist at Wil-
fred Laurier University in Ontario who
spent 10 years among the Brazilian Yano-
mamö, notes that the Indians proudly de-
scribe themselves that way. “They are a
very passionate people,” he observes, who
are willing to go to extremes in “their
anger and fury and their sense of justice.”
Moreover, according to Hill, who has
posted a scathing critique of Darkness on
the Internet, the only other South Amer-
ican tribes in which Chagnon’s hypothe-
sis has been tested—the Waorani and the
Ache—appear to link “killers” and repro-
ductive success, too. (Hill, however, inter-
prets the data to indicate that women are
attracted not to killers but to men who
are big, strong and healthy—traits that
also make them more likely to be success-
ful at killing during a raid.)

“Tierney is not a scientist,” Chagnon
bristles, referring to the journalist’s sug-
gestion that he adjusted his data to fit his
theory. “No serious scientist has ever
doubted my data.”

Tierney’s measles argument has also
drawn criticism. Anthropologist Thomas
N. Headland of the Summer Institute of

Linguistics in Dallas obtained documents
from Protestant missionaries indicating
that the measles outbreak preceded the
arrival of Chagnon and Neel. And various
vaccine experts argue that although the
side effects of the Edmonston B vaccine
may have been severe, without it, many
more Yanomamö would have died. 

Yet even those who have defended him
so vigorously acknowledge that Chagnon
does not have a sterling record. Around
1991 he started collaborating with Charles
Brewer-Carías, a controversial Venezuelan
naturalist and gold miner, and Cecilia
Matos, the ill-reputed mistress of Vene-
zuela’s then president, Carlos Andres Pérez.
Chagnon was being prevented from do-
ing research at the time, and going this
route was his last resort, recalls Universi-
ty of Nebraska anthropologist Raymond
Hames, who has worked with Chagnon.
Still, “it was really unwise,” he says. And
Hill notes that some Yanomamö with
whom he has spoken complain that,
considering the fact that Chagnon made
his career off working with them, they
have received very little in return.

For his part, Chagnon is staunchly un-
apologetic about the way he conducted
his life’s work. “I’m not ashamed of what
I’ve done. I think that I’ve produced one
of the most significant and rare sets of
archives and anthropological data that

could have possibly been collected in this
kind of a society,” he declares. Although
their lands are protected (thanks in large
part, Chagnon says, to the influence he
and Brewer-Carías had on Pérez), their
culture is changing rapidly. “It may turn
out that future anthropologists will have
to rely entirely on archived materials—
the sort I collected—to figure out some 
of the questions they want answers to
about the primitive world. People like
the Yanomamö aren’t going to be around
very long.”

As of press time, the American Anthro-
pological Association task force that had
been appointed to determine whether the
allegations made in Darkness warrant for-
mal investigation was still deliberating.
The organization is also reviewing its
code of ethics and guidelines for research.
In Venezuela, the government has issued
a moratorium on all research in indige-
nous areas.

It is too soon to know if the controver-
sy will be anthropology’s Armageddon.
But Chagnon himself seems destined to
remain the lightning rod. He was one of
the first people to explore the connection
between biology and behavior, “at a time
when it was politically very unpopular to
do so,” Hill reflects. “And he’s still paying
the price for that.” 

—Kate Wong

P
r

o
f

i
l

e

PE
TE

R 
M

U
RP

H
Y

“YOU THINK I’M JOSEF MENGELE” if you read Darkness, Chagnon complains. 
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Your dog knows in a sniff if you
have been cavorting with the de-
spised feline next door or finger-
ing his favorite treats. He knows

because his nose is replete with more than
100,000 sensory cells that bind to chemi-
cals wafting through the air. Humans
have harnessed this fine canine sense for
sniffing out bombs, drugs and fugitives,
but there are many smelly jobs for which
Fido won’t do—including discerning if the
food on the conveyor belt at the dog food
plant smells exactly the same as it did yes-
terday. Or if a pigsty is too fetid, or treated
sewage is odor-free. Human testers tradi-
tionally have pulled such pungent duties. 

Electronic noses are now poised to fill
these roles. The devices are collections of
diverse detectors analogous to the sens-
ing cells in a hound’s nose. Each aroma
pumped across the array induces a unique
pattern of responses that is fed into a
computer. The electronic nose “recog-
nizes that pattern, draws it from its mem-
ory banks and says, ‘Aha, that’s root beer
or a rose or some other vapor that I’ve
smelled before,’” explains chemist David
R. Walt of Tufts University.

Such electronic noses are already at
work in industry, detecting bad batches
of food and drink as well as substandard
packaging and recycled goods, to name
just a few applications. But new advances
in miniaturization and sensitivity prom-
ise to broaden their scope; they may
eventually identify chemical spills, diag-
nose strep throat, hunt for truffles and
even keep toast from burning. 

In England in the early 1980s George
H. Dodd, then at the University of War-
wick, and Krishna C. Persaud, currently
at the University of Manchester Insti-
tute of Science and Technology, intro-
duced the array concept of aroma detec-
tion. Their initial research relied on metal
oxide sensors, which worked properly
only at about 300 degrees Celsius; these
are suited “to measure the mixture of gas-
es in, say, the carburetor of a motorcar,”
Persaud explains, but are potentially in-
appropriate to evaluate more delicate fra-
grances, as in coffee or perfumes. 

Most electronic noses today function
under gentler conditions. They exploit
the fact that when vapor binds to a poly-
mer, key attributes of the polymer, such
as its conductance, change in detectable
ways. One of the oldest companies on the
electronic nose scene, founded in 1994, is
Osmetech (formerly AromaScan), which
adopted the conducting polymer tech-
nology that Persaud helped to develop.
Osmetech’s market is broad—its noses
have been used to sniff out mold in grain
and off-odor toothpaste ingredients. Now

the Osmetech nose is being tested for di-
agnostic detection of bacteria that cause
urinary tract infection and pneumonia.

Cyrano Sciences, which manufactures
a handheld electronic nose, relies on a
different polymer technology, one that is
licensed from the California Institute of
Technology. When these polymers swell
on interaction with a vapor, conducting
material in the polymer moves with the
swelling, altering an electrical signal. Be-

cause the conducting material is added to
the polymer, just about any plastic is fair
game as a sensor—vastly increasing the
number of suitable sensor materials for
nose engineers. The Cyranose 320 retails
for about $8,000 (compared with tens of
thousands of dollars for typical benchtop
noses performing comparable tasks) and
is the size of an old walkie-talkie. The
company is targeting markets in quality
control for food, packaging, cosmetics and
environmental monitoring.

All told, more than a dozen companies
sell electronic noses—including Alpha
MOS, Hewlett-Packard and Applied
Sensor—and the current annual market
is estimated to be in the low tens of mil-
lions of dollars. Some of the most intrigu-
ing uses so far aren’t commercial, howev-
er; in 1995 a nose that Persaud helped to
develop went on board the Mir Space Sta-
tion. “I think this was the first electronic
nose in space,” he chuckles. It turned out

that the nose could track subtle environ-
mental changes in the capsule—as well as
not so subtle ones, such as the occasional
fire. This year the Jet Propulsion Labora-
tory in Pasadena, Calif., placed on a space
shuttle a nose designed to detect harmful
gases (happily, none were found). 

Unlike a dog’s nose, the electronic noses
now on the market get by with a mere
handful of sensors. Nathan S. Lewis of
Caltech, who developed the technology

S E N S O R S _ O L F A C T I O N

Plenty to Sniff At
Smaller and more sensitive electronic noses open up new applications
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ODORS are recorded visu-
ally by a camera after waft-
ing past metal-ion-based
dyes arrayed on a sensor
plate. Odor molecules bond
to the ions and produce dif-
ferent color patterns (right ).
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licensed by Cyrano, puts it this way: “A
dog has a big brain because it doesn’t
know what it’s supposed to smell tomor-
row. But if the only thing I care about is
burned toast, then I’m not going to have
to have a very big algorithm.” The latter
point is good news for the nose industry.
For simple jobs, the existing technology
will probably suffice. From there it’s just a
matter of getting it small enough and
cheap enough for widespread use. 

Lewis’s research may offer a solution.
His composite polymers are amenable to
microchip fabrication. “We have chips
that have several hundred different pixels
on them, each one with a different poly-
mer. They’re tiny—they’re a few millime-
ters by a few millimeters,” Lewis says.
When the detection electronics, process-
ing power and a micromachine pump to
deliver the vapor are all included, Lewis
envisions a device that could eventually
be as small as a thumbnail. 

Unfortunately, polymer-based electron-
ic noses often miss the smelliest smells:
small amines and thiols responsible for
fishy, skunky and rotten-egg odors, all of
which interact poorly with most poly-
mers. Lewis recently crafted composite
polymers that will detect amines, but
Kenneth S. Suslick of the University of
Illinois has been working on a different
kind of chip, based, he says, on his in-
sight that “everything that binds to met-
al ions really stinks.” He has developed
inks based on organometallic compounds

that change color when bound by vapor
molecules—analogous to the iron heme
in hemoglobin that gives oxygen-rich
blood its scarlet hue—and can be print-
ed on chips. “Our sensitivities are, at
least for amines and most thiols, compa-
rable to or better than the human nose,”
he says. This spring Sus-
lick plans to launch a
company to be called
ChemSensing, Inc., to
advance his “smell-see”
technology into the
commercial realm. 

One of the biggest
challenges for the fu-
ture of electronic noses
is detecting complex
odors against an intri-
cate backdrop. For ex-
ample, Julian W. Gard-
ner of the University of
Warwick has designed
a nose that can routine-
ly distinguish among
different types of bac-
teria in a lab culture. But getting the nose
to diagnose staph versus strep infections
by sniffing a patient’s breath is another
matter altogether. Sensitivity and resolu-
tion are crucial to pull a small signal from
such a messy background. 

One answer is redundancy: canines
achieve sensitive and discriminating ol-
faction using many replicates of about
1,000 different receptor types. It’s possible

to squeeze many of the same sensors
onto a chip. Tufts University’s Walt
prefers fiber optics. In a bundle less

than half a millimeter thick, he
makes tens of thousands of smell
sensors by placing a polymer bead
doped with fluorescent dye at
each fiber end. The binding of va-
por molecules to the polymers
shifts the light emitted by the
dyes, forming a color signature—a
technology licensed by Illumina
in San Diego. This method can de-
tect the presence of explosives va-
por in the low parts per billion—
nearly doglike. 

Others suggest that attempts at
replicating the olfactory system
may be futile. “The problem is, [an
array] doesn’t give you an instru-
ment. You can’t calibrate them, be-
cause the sensors are not specific,”

contends Edward J. Staples, managing di-
rector of Electronic Sensor Technology
in Newbury Park, Calif. Staples argues
that the workhorses of the analytical
lab—gas chromatography and mass spec-
trometry—beat sensor arrays in spec-
ificity, sensitivity and quantitation. His
zNose is a portable gas chromatograph/
mass spectrometer instrument that uses
sound waves to detect volatile molecules.
It sells for less than $20,000 and can fin-
ish an analytical run in 10 seconds. It’s
being used for rapid quality control in
breweries and wineries, including Sutter
Home. “You can set it right on a table
and quantitate the chemistry around
you,” Staples says.

In truth, there is probably room for
both the zNoses and the e-noses. There are
potential markets for cheap and small de-
vices (think toasters)—a tough row to hoe
for gas chromatographs and mass specs
but well suited to electronic noses of the
world. And there are potential markets for
precise quantitation (think process con-
trol)—an area in which electronic noses
may always lag. “A fast, cheap, front-end
screen is where I see electronic noses,”
Gardner says. “We’re at the early stages of
the technology. It’s hard to predict which
[approach] will win, but if you can do it for
under $100 and make it work, then you’ll
be a winner.” —Mia Schmiedeskamp

MIA SCHMIEDESKAMP is a freelance sci-
ence writer based in Seattle.
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A  N o s e  f o r  Ta s t e
Next up: an electronic tongue

E lectronic noses are good at sniffing the air, but there are plenty of interesting sub-
stances to detect in solution, too, especially in medical diagnostics and environmen-
tal monitoring. The electronic “taste” field is even younger than the still green elec-

tronic nose field. But researchers are applying lessons learned from noses to tackle liquids. 
There are already many tests to determine the components of a solution, of course, but

most rely on parallel laboratory workups that can be expensive, time-consuming and sam-
ple-hungry. “We would like to be able to do a whole battery of tests with a small sample of a
liquid—a drop of water or a drop of blood,” explains Dean P. Neikirk of the University of Texas
at Austin. “Wouldn’t it be neat if a primary care physician or emergency medical technician
could get a whole panel of results back in almost real time?”

Neikirk and his colleagues and a new company called Labnetics are busy working on a
disposable tongue chip that consists of sensor beads in 150-micron-wide wells. The beads
change color when exposed to different types of liquids, revealing the presence of acids,
sugars and the like, corresponding to the limited sensing ability of the human tongue. Such
technology has the potential for even more specificity if, say, antibodies to various organ-
isms are linked to the beads. Others want to move the technology closer to the electronic
nose model. Julian W. Gardner of the University of Warwick is developing a combination of
tongue and nose; David R. Walt of Tufts University is working to apply broad electronic-nose-
style pattern recognition to sensing in complex solutions. “It would be more like a nose that
works in water than a tongue,” he says. —M.S.

HANDHELD E-NOSE called Cyranose
relies on polymers that swell in the
presence of vapor.
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LONDON—Coming down hard and
fast on any organization that
threatens technological liberty
is an ancient geek pastime of

unusual ferocity. Last December the U.K.-
based online news service The Register
broke the story that a consortium of
companies—Intel, IBM, Toshiba and
Matsushita—were plotting to include a
scheme known as content protection for
recordable media (CPRM) in the next-
generation standard for computer hard
disks. The companies responded almost
immediately by saying that the scheme
was intended to apply only to removable
media, not to fixed hard disks. It seems
clear, however, that the idea is indeed at
least being considered by the technical
committee that decides the hard-disk
standard. Given that the firms behind the
plan also invented the regional encoding
that prevents a DVD made for one part of
the world from playing in another,
techies are worried. They fear that the re-
sult would be crippled, generic, mass-mar-
ket hardware, its technology bent to ac-
commodate financial interests.

The difference is that mass-market
electronics devices are typically sealed
boxes. CD recorders, MiniDisc players
and DVD machines are not devices that
end users generally can program. For
probably most consumers, the same is
(sadly) true of computers. But this most
versatile of tools is always partly open.

CPRM could change that. The plan,
which is still being worked out, would is-
sue every hard disk its own identification
number, to be authenticated before com-
pliant files are run, moved or copied. In a
widely distributed posting, John Gilmore,
co-founder of the Electronic Frontier Foun-
dation, described the idea as “the latest
tragedy of copyright mania,” saying you
wouldn’t be able to make backup copies
of your own data or of commercial soft-
ware without third-party permission. Free-
software guru Richard Stallman predicted
in another Register story that CPRM would
kill off open-source software by fragment-
ing it into two camps, one supporting the
copy-protection regime and one not. An-
dre Hedrick, who represents the Linux (or
GNU-Linux, as Stallman insists, because

Linux incorporates aspects of GNU, a free
software clone of UNIX) community on
the technical committee considering the
idea, proposed changes to the implemen-
tation that would make turning on the
copy-protection system optional for users.

Even if we grant that, for the moment,
encryption is unlikely to take up resi-
dence in generic PC hardware, the reason
for the furor is that the industry has tak-
en a number of steps down this path al-
ready. Efforts by the music industry to
put together the secure digital music ini-
tiative (SDMI), Hollywood-inspired DVD
encoding, copy protection embedded in
MiniDiscs—all are examples of technolo-
gy that has been deliberately crippled.
SDMI, for example, is intended to pro-
vide a copy-protected alternative to to-

day’s open MP3, despite the fact that the
popularity of music online depends on
its being easily shared. DVD encoding
has become an ongoing technical battle
between the studios, who want to assert
regional control, and frustrated con-
sumers, particularly in Europe, who want
to see movies sooner and enjoy the many
features on American disks that are miss-
ing on European ones. The result is that
many Europeans obtain devices hacked
to play all regions’ disks. 

MiniDiscs have embedded copy protec-
tion so that you can’t make more than
one generation of digital copies. You can
certainly go on churning out digital copies

from the original. But you can’t record
your own material and hand out your
MiniDiscs with a note that they can be
freely copied, because the players them-
selves won’t allow it. The same applies to
today’s mass-market audio CD recorders.

The presumption behind this copy pro-
tection is that ordinary consumers don’t
create their own material but use their ma-
chines only to create illegal copies. In my
own case, that’s not true: the recordings
on the album I released in 1980 when I
was working as a folksinger belong to me,
and so generally applied copy-protection
schemes in fact deprive me of the choice
of how I want the music distributed. In a
very real sense, corporate rights holders
are attempting, more or less out of public
oversight, to extend the lock they current-
ly have on physical-world distribution to
electronic media. The major record com-
panies claim that they could not afford to
invest in promoting and marketing bands
if today’s electronic media continue to be
so hospitable to unauthorized copying.
But conversely, small-time musicians of-
ten remain small-time not through lack
of talent but through lack of access to ra-
dio play, record stores and audiences.

Certainly, creators of intellectual prop-
erty must make enough of a living to be
able to afford being creators. The public
has a right to access ideas and their expres-
sion, too. Copyright laws have traditional-
ly balanced these two needs. But a regime
under which consumers would lose con-
trol even over generic computer hardware
would upend the balance. Worse than
that, CPRM uses the technology to em-
bed the interests of powerful organiza-
tions without public discussion. Lawrence
Lessig, a professor of law at Stanford Uni-
versity, points out in his book Code and
Other Laws of Cyberspace that technology,
far from being neutral, is designed with
assumptions that wind up controlling
what we do and how. In this case, what 
is being embedded—in removable me-
dia, if not permanent media—is the pre-
sumption that we are guilty until proven
innocent. —Wendy M. Grossman

WENDY M. GROSSMAN is proud that
she bought a hacked DVD player.
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To Protect and Self-Serve
Will we see hard disks with copy-preventing codes?
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B
ite into a gooey candy bar, and what
mouth sensations do you experience?
Mmmm ... chewy, sweet, creamy—
with the signature, slightly bitter
richness of chocolate as you close
your mouth to swallow and the aro-
ma wafts up into your nasal passages.

Indeed, smell is an important component of flavor,
as anyone with a severe head cold can testify.

Flavor is a complex mixture of sensory input
composed of taste (gustation), smell (olfaction) and
the tactile sensation of food as it is being munched,
a characteristic that food scientists often term
“mouthfeel.” Although people may use the word
“taste” to mean “flavor,” in the strict sense it is ap-
plicable only to the sensations arising from special-
ized taste cells in the mouth. Scientists generally de-
scribe human taste perception in terms of four qual-
ities: saltiness, sourness, sweetness and bitterness.
Some have suggested, however, that other cate-
gories exist as well—most notably umami, the sen-
sation elicited by glutamate, one of the 20 amino
acids that make up the proteins in meat, fish and
legumes. Glutamate also serves as a flavor en-
hancer in the form of the additive monosodium
glutamate (MSG).

Within the past several years, researchers such
as ourselves have made strides in elucidating ex-
actly how taste works. Neurobiologists, including
one of us (Margolskee), have identified proteins
that are crucial for taste cells to detect sweet and
bitter chemicals and have found that they are very

similar to related proteins involved in vision. Oth-
er scientists, including the other one of us (Smith)
and his co-workers, have obtained evidence that
nerve cells, or neurons, in the brain can respond to
more than one type of taste signal, just as those
that process visual stimuli from the retinas can re-
act to more than one color. The findings are illu-
minating what has historically been one of the
least understood senses.

The Taste Detectors

Taste cells lie within specialized structures called
taste buds, which are situated predominantly

on the tongue and soft palate. The majority of
taste buds on the tongue are located within papil-
lae, the tiny projections that give the tongue its vel-
vety appearance. (The most numerous papillae on
the tongue—the filiform, or threadlike, ones—lack
taste buds, however, and are involved in tactile sen-
sation.) Of those with taste buds, the fungiform
(“mushroomlike”) papillae on the front part of the
tongue are most noticeable; these contain one or
more taste buds. The fungiform papillae appear as
pinkish spots distributed around the edge of the
tongue and are readily visible after taking a drink
of milk or placing a drop of food coloring on the
tip of the tongue. At the back of the tongue are
roughly 12 larger taste bud–containing papillae
called the circumvallate (“wall-like”) papillae,
which are distributed in the shape of an inverted
V. Taste buds are also located in the foliate (“leaf-

Making

Sense
of

Taste
How do cells on the tongue register the sensations of sweet, salty, 

sour and bitter? Scientists are finding out—and discovering 
how the brain interprets these signals as various tastes

by David V. Smith and Robert F. Margolskee
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like”) papillae, small trenches on the
sides of the rear of the tongue.

Taste buds are onion-shaped struc-
tures of between 50 and 100 taste cells,
each of which has fingerlike projections
called microvilli that poke through an
opening at the top of the taste bud
called the taste pore. Chemicals from
food termed tastants dissolve in saliva
and contact the taste cells through the
taste pore. There they interact either
with proteins on the surfaces of the cells
known as taste receptors or with pore-
like proteins called ion channels. These
interactions cause electrical changes in
the taste cells that trigger them to send
chemical signals that ultimately result in
impulses to the brain.

The electrical changes in the taste cells
that prompt signals to the brain are
based on the varying concentrations of
charged atoms, or ions. Taste cells, like
neurons, normally have a net negative
charge internally and a net positive
charge externally. Tastants alter this state
of affairs by using various means to in-
crease the concentration of positive ions
inside taste cells, eliminating the charge
difference [see illustrations on pages 36
and 37]. Such depolarization causes the
taste cells to release tiny packets of chem-

ical signals called neurotransmitters,
which prompt neurons connected to the
taste cells to relay electrical messages.

Studies of animals and people, howev-
er, show that there is not always a strict
correlation between taste quality and
chemical class, particularly for bitter and
sweet tastants. Many carbohydrates are
sweet, for instance, but some are not.
Furthermore, very disparate types of
chemicals can evoke the same sensation:
people deem chloroform and the arti-
ficial sweeteners aspartame and saccha-
rin sweet even though their chemical
structures have nothing in common
with sugar. The compounds that elicit
salty or sour tastes are less diverse and
are typically ions.

The chemicals that produce salty and
sour tastes act directly through ion chan-
nels, whereas those responsible for sweet
and bitter tastes bind to surface recep-
tors that trigger a bucket brigade of sig-
nals to the cells’ interiors that ultimately
results in the opening and closing of ion
channels. In 1992 Margolskee and his
colleagues Susan K. McLaughlin and Pe-
ter J. McKinnon identified a key mem-
ber of this bucket brigade. They named
the molecule “gustducin” because of its
similarity to transducin, a protein in reti-

nal cells that helps to convert, or trans-
duce, the signal of light hitting the retina
into an electrical impulse that constitutes
vision.

Gustducin and transducin are both
so-called G-proteins, which are found
stuck to the undersides of many differ-
ent types of receptors. (The name “G-
protein” derives from the fact that the
activity of such proteins is regulated by
a chemical called guanosine triphos-
phate, GTP.) When the right tastant
molecule binds to a taste cell receptor,
like a key in a lock, it prompts the sub-
units of gustducin to split apart and car-
ry out biochemical reactions that ulti-
mately open and close ion channels and
make the cell interior more positively
charged.

In 1996 Margolskee and colleagues
Gwendolyn T. Wong and Kimberley S.
Gannon used mice they genetically engi-
neered to lack one of gustducin’s three
subunits to demonstrate that the G-pro-
tein is crucial for tasting bitter and
sweet compounds. Unlike normal mice,
the altered mice did not prefer sweet
foods or avoid bitter substances: they
did not avidly drink highly sweetened
water and instead drank solutions of
very bitter compounds as readily as they

34 Scientific American March 2001 Making Sense of Taste

KE
IT

H
K

A
SN

O
T 

(il
lu

st
ra

tio
ns

);
B

IO
PH

O
TO

 A
SS

O
C

IA
TE

S/
PH

O
TO

 R
ES

EA
RC

H
ER

S,
IN

C
.(

pa
pi

lla
);

PH
O

TO
 R

ES
EA

RC
H

ER
S,

IN
C

.(
ta

st
e 

bu
ds

)

ANATOMY OF TASTE shows the four types of projections
called papillae on the human tongue, the structure of one papilla—
the circumvallate papilla—and details of human taste buds. (The

circumvallate papilla and the taste bud are shown as both dia-
grams and micrographs.) Only the circumvallate, foliate and
fungiform papillae bear taste buds. During chewing, chemicals
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did plain water. The researchers also
showed that key nerves in the mice
lacking gustducin had a reduced electri-
cal response to sweet and bitter tastants
but could still respond to salts and
acidic compounds.

Last year two groups of scientists—
one led jointly by Charles S. Zuker of
the Howard Hughes Medical Institute
(HHMI) at the University of California
at San Diego and by Nicholas J. Ryba
of the National Institute of Dental and
Craniofacial Research, and the other
led by HHMI investigator Linda B. Buck
of Harvard Medical School—identified
in mice and humans the actual recep-
tors that bind to bitter tastants and acti-
vate gustducin. The teams found that
the so-called T2R/TRB receptors are
part of a family of related receptors
that is estimated to have between 40
and 80 members.

Zuker and Ryba’s group inserted the
genes that encode two of these mouse
taste receptors, mT2R5 and mT2R8,
into cells grown in the laboratory and
found that the engineered cells became
activated when they were exposed to
two bitter compounds. The researchers
noted that in particular strains of mice
a specific version of the gene for mT2R5

tended to be handed down along with
the ability to sense the bitterness of the
antibiotic cycloheximide, a further indi-
cation that the genes for the T2R recep-
tors were responsible for detecting bit-
ter substances. Scientists are now search-
ing for the receptors that detect sweet
compounds.

Researchers are also studying a re-
ceptor that might be responsible for a
taste Japanese scientists call umami,
which loosely translates into “meaty”
or “savory.” In 1998 Nirupa Chaud-
hari and Stephen D. Roper of the Uni-
versity of Miami isolated a receptor
from rat tissue that binds to the amino
acid glutamate and proposed that it un-
derlies the umami taste. 

Other researchers, however, are still
skeptical that umami constitutes a fifth
major taste as significant as sweet, sour,
salty and bitter. Although the taste of
glutamate might be a unique sensation,
only the Japanese have a word for it.

But taste is much more than just re-
ceptors for the four (or five) primary
tastants and the biochemical interac-
tions they induce in taste cells. Al-
though we tend to think of taste infor-
mation in terms of the qualities of salty,
sour, sweet and bitter, the taste system

represents other attributes of chemical
stimuli as well. We sense the intensity of
a taste and whether it is pleasant, un-
pleasant or neutral. Neurons in the
taste pathway record these attributes si-
multaneously, much as those in the vi-
sual system represent shape, brightness,
color and movement. Taste neurons of-
ten respond to touch and temperature
stimuli as well.

Taste in the Brain

Scientists have gone back and forth
on whether individual neurons are

“tuned” to respond only to a single tas-
tant such as salt or sugar—and there-
fore signal only one taste quality—or
whether the activity in a given neuron
contributes to the neural representation
of more than one taste. Studies by one
of us (Smith) and those of several other
colleagues show that both peripheral
and central gustatory neurons typically
respond to more than one kind of stim-
ulus. Although each neuron responds
most strongly to one tastant, it usually
also generates a response to one or
more other stimuli with dissimilar taste
qualities. 

How then can the brain represent
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from food called tastants enter the taste pores of taste buds, where
they interact with molecules on fingerlike processes called microvil-
li on the surfaces of specialized taste cells. The interactions trigger

electrochemical changes in the taste cells that cause them to trans-
mit signals that ultimately reach the brain. The impulses are inter-
preted, together with smell and other sensory input, as flavors.

Taste Pore

Epithelium

Microvilli

Nerve Fiber

Connective Tissue

Taste Bud

Taste Cell
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The stimuli that the brain interprets as the basic tastes—salty,
sour,sweet,bitter and,possibly,umami—are registered via a

series of chemical reactions in the taste cells of the taste buds.
The five biochemical pathways underlying each taste quality are
depicted here in separate taste cells solely for clarity.In reality,in-
dividual taste cells are not programmed, or “tuned,”to respond
to only one kind of taste stimulus.

SALTS, such as sodium chloride (NaCl), trigger taste cells when
sodium ions (Na+) enter through ion channels on microvilli at the
cell’s apical, or top, surface. (Sodium ions can also enter via chan-
nels on the cell’s basolateral, or side, surface.) The accumulation
of sodium ions causes an electrochemical change called depolar-
ization that results in calcium ions (Ca++) entering the cell. The
calcium, in turn, prompts the cell to release chemical signals called
neurotransmitters from packets known as vesicles. Nerve cells, or
neurons, receive the message and convey a signal to the brain.
Taste cells repolarize, or “reset,” themselves in part by opening
potassium ion channels so that potassium ions (K+) can exit.

ACIDS taste sour because they generate hydrogen ions (H+) in
solution. Those ions act on a taste cell in three ways: by directly
entering the cell; by blocking potassium ion (K+) channels on the
microvilli; and by binding to and opening channels on the mi-
crovilli that allow other positive ions to enter the cell. The re-
sulting accumulation of positive charges depolarizes the cell and
leads to neurotransmitter release.

SWEET STIMULI, such as sugar or artificial sweeteners, do not
enter taste cells but trigger changes within the cells. They bind to
receptors on a taste cell’s surface that are coupled to molecules
named G-proteins. This prompts the subunits (α, β and γ) of the G-
proteins to split into α and βγ, which activate a nearby enzyme.
The enzyme then converts a precursor within the cell into so-called
second messengers that close potassium channels indirectly.
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various taste qualities if each neuron re-
sponds to many different-tasting stim-
uli? Many researchers believe it can do
so only by generating unique patterns of
activity across a large set of neurons.

This thinking represents a “back to
the future” movement among taste re-
searchers. The very first electrophysio-
logical studies of gustatory sensory neu-
rons, done in the early 1940s by Carl
Pfaffmann of Brown University, demon-
strated that peripheral neurons are not
specifically responsive to stimuli repre-
senting a single taste quality but instead
record a spectrum of tastes. Pfaffmann
suggested that taste quality might be
represented by the pattern of activity
across gustatory neurons because the
activity of any one cell was ambiguous.
But in the 1970s and 1980s several sci-
entists began to accumulate data indi-
cating that individual neurons are tuned
maximally for one taste. They interpret-
ed this as evidence that activity in a par-
ticular type of cell represented a given
taste quality—an idea they called the la-
beled-line hypothesis. According to this
idea, activity in neurons that respond

best to sugar would signal “sweetness,”
activity in those that respond best to
acids would signal “sourness” and so
on [see illustration on next page]. 

As early as 1983 Smith and his col-
leagues Richard L. Van Buskirk, Joseph
B. Travers and Stephen L. Bieber demon-
strated that the same cells that others
had interpreted as labeled lines actually
defined the similarities and differences
in the patterns of activity across taste
neurons. This suggested that the same
neurons were responsible for taste-qual-
ity representation, whether they were
viewed as labeled lines or as critical
parts of an across-neuron pattern. These
investigators further demonstrated that
the neural distinction among stimuli of
different qualities depended on the si-
multaneous activation of different cell
types, much as color vision depends on
the comparison of activity across photo-
receptor cells in the eye. These and oth-
er considerations have led us to favor
the idea that the patterns of activity are
key to coding taste information.

Scientists now know that things that
taste alike evoke similar patterns of ac-

tivity across groups of taste neurons.
What is more, they can compare these
patterns and use multivariate statistical
analysis to plot the similarities in the
patterns elicited by various tastants.
Taste researchers have generated such
comparisons for gustatory stimuli from
the neural responses of hamsters and
rats. These correspond very closely to
similar plots generated in behavioral ex-
periments, from which scientists infer
which stimuli taste alike and which
taste different to animals. Such data
show that the across-neuron patterns
contain sufficient information for taste
discrimination. 

When we block the activity of certain
neuron groups, the behavioral discrimi-
nation among stimuli—that between the
table salt sodium chloride and the salt
substitute potassium chloride, for exam-
ple—is disrupted. This can be shown di-
rectly after treating the tongue with the
diuretic drug amiloride. Thomas P. Het-
tinger and Marion E. Frank of the Uni-
versity of Connecticut Health Sciences
Center demonstrated that amiloride re-
duces the responses of some types of pe-

BITTER STIMULI, such as quinine, also act through G-protein-
coupled receptors and second messengers. In this case, however,
the second messengers cause the release of calcium ions from the
endoplasmic reticulum. The resulting buildup of calcium in the
cell leads to depolarization and neurotransmitter release.

AMINO ACIDS—such as glutamate, which stimulates the
umami taste—are known to bind to G-protein-coupled recep-
tors and to activate second messengers. But the intermediate
steps between the second messengers and the release of packets
of neurotransmitters are unknown.
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ripheral gustatory neurons but not oth-
ers. It blocks sodium channels on the
apical membranes of taste receptor
cells—the membranes that are closest to
the opening of the taste pore—and ex-
erts its influence primarily on neurons
that respond best to sodium chloride. 

Smith and his colleague Steven J. St.
John recently demonstrated that treat-
ment with amiloride eliminates the dif-
ferences in the across-neuron patterns
between sodium chloride and potassi-
um chloride in rats. It also disrupts the
rats’ ability to discriminate behaviorally
between these stimuli, as shown by
Alan C. Spector and his colleagues at
the University of Florida. Reducing the
activity in other cell types also abolishes
the differences in the across-neuron pat-
terns evoked by these salts, but in a
completely different way. These studies
showed that it is not a specific cell type
that is responsible for taste discrimina-
tion but a comparison in the activity
across cells. Thus, taste discrimination
depends on the relative activity of differ-
ent neuron types, each of which must
contribute to the overall pattern of ac-
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NERVE CELL ACTIVITY TESTS demon-
strate that taste neurons can respond to
different types of taste stimuli—be they
sweet, salty, sour or bitter—although the
cells usually respond most strongly to
one type. (Bitter stimuli not shown.)

Sensory information from taste cells is critical for helping us
to detect and respond appropriately to needed nutrients.

The sweet taste of sugars, for example, provides a strong im-
petus for the ingestion of carbohydrates. Taste signals also
evoke physiological responses, such as the release of insulin,
that aid in preparing the body to use the nutrients effectively.
Humans and other animals with a sodium deficiency will seek
out and ingest sources of sodium.Evidence also indicates that
people and animals with dietary deficiencies will eat foods
high in certain vitamins and minerals.

Just as important as ingesting the appropriate nutrients is
not ingesting harmful substances.The universal avoidance of
intensely bitter molecules shows a strong link between taste
and disgust. Toxic compounds, such as strychnine and other
common plant alkaloids, often have a strong bitter taste. In
fact, many plants have evolved such compounds as a protec-
tive mechanism against foraging animals. The sour taste of
spoiled foods also contributes to their avoidance. All animals,
including humans, generally reject acids and bitter-tasting
substances at all but the weakest concentrations.

The intense reactions of pleasure and disgust evoked by

sweet and bitter substances appear to be present at birth and
to depend on neural connections within the lower brain stem.
Animals with their forebrains surgically disconnected and anen-
cephalic human newborns (those lacking a forebrain) show
facial responses normally associated with pleasure and dis-
gust when presented with sweet and bitter stimuli,respectively.

The strong link between taste and pleasure—or perhaps
displeasure—is the basis of the phenomenon of taste-aver-
sion learning. Animals, including humans, will quickly learn to
avoid a novel food if eating it causes,or is paired with,gastroin-
testinal distress. Naturally occurring or experimentally induced
taste-aversion learning can follow a single pairing of tastant
and illness, even if there is a gap of many hours between the
two. One side effect of radiation treatments and chemothera-
py in cancer patients is loss of appetite; much of this is caused
by conditioned taste aversions resulting from the gastroin-
testinal discomfort produced by these treatments. This mech-
anism has also made it extremely difficult to devise an effec-
tive poison for the control of rats,which are especially good at
making the association between novel tastants and their
physiological consequences. —D.V.S.and R.F.M.

What We Learn from Yummy and Yucky

Measuring the Preferences of Taste Neurons
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tivity for an individual to distinguish
among different stimuli. 

Because taste neurons are so widely
responsive, neurobiologists must com-
pare the levels of activity of a range of
neurons to get an idea of what sensation
they are registering. No single neuron
type alone is capable of discriminating
among stimuli of different qualities, be-
cause a given cell can respond the same
way to disparate stimuli, depending on
their relative concentrations. In this
sense, taste is like vision, in which three
types of photoreceptors respond to light
of a broad range of wavelengths to al-
low us to see the myriad hues of the
rainbow. It is well known that the ab-
sence of one of these photoreceptor pig-

ments disrupts color discrimination, and
this disruption extends well beyond the
wavelengths to which that receptor is
most sensitive. That is, discrimination
between red and green stimuli is disrupt-
ed when either the “red” or the “green”
photopigment is absent. 

Although this analogy with color vi-
sion provides a reasonable explanation
for neural coding in taste, researchers
continue to debate whether individual
neuron types play a more significant
role in taste coding than they do in col-
or vision. Scientists are also questioning
whether taste is an analytic sense, in
which each quality is separate, or a syn-
thetic sense like color vision, where com-
binations of colors produce a unique

quality. A challenge to elucidating neural
coding in this system is the precise deter-
mination of the relation between the ac-
tivity in these broadly tuned neurons and
the sensations evoked by taste mixtures.

These diverse experimental approach-
es to investigating the gustatory system—
ranging from isolating taste-cell proteins
to studying the neural representation of
taste stimuli and the perception of taste
quality in humans—are coming together
to provide a more complete picture of
how the taste system functions. This
knowledge will spur discoveries of new
artificial sweeteners and improved sub-
stitutes for salt and fat—in short, the de-
sign of more healthful foods and bever-
ages that taste great, too.
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One of the most dubious “facts” about taste—and one
that is commonly reproduced in textbooks—is the

oft-cited but misleading “tongue map” showing large re-
gional differences in sensitivity across the human tongue.
These maps indicate that sweetness is detected by taste
buds on the tip of the tongue,sourness on the sides,bitter-
ness at the back and saltiness along the edges.

Taste researchers have known for many years that these
tongue maps are wrong.The maps arose early in the 20th
century as a result of a misinterpretation of research re-
ported in the late 1800s, and they have been almost im-
possible to purge from the literature.

In reality,all qualities of taste can be elicited from all the re-
gions of the tongue that contain taste buds. At present,we
have no evidence that any kind of spatial segregation of
sensitivities contributes to the neural representation of taste
quality,although there are some slight differences in sensi-
tivity across the tongue and palate,especially in rodents.

—D.V.S.and R.F.M.
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Sculpting
theEarthfrom
InsideOut

Powerful motions deep inside the planet do not merely
shove fragments of the rocky shell horizontally around

the globe—they also lift and lower entire continents

by Michael Gurnis
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C
redit for sculpting the earth’s surface
typically goes to violent collisions be-
tween tectonic plates, the mobile frag-
ments of the planet’s rocky outer shell.
The mighty Himalayas shot up when In-

dia rammed into Asia, for instance, and the Andes
grew as the Pacific Ocean floor plunged beneath
South America. But even the awesome power of
plate tectonics cannot fully explain some of the plan-
et’s most massive surface features.

Take southern Africa. This region boasts one of
the world’s most expansive plateaus, more than 1,000
miles across and almost a mile high. Geologic evi-
dence shows that southern Africa, and the surround-
ing ocean floor, has been rising slowly for the past
100 million years, even though it has not experienced
a tectonic collision for nearly 400 million years.

The African superswell, as this uplifted landmass
is known, is just one example of dramatic vertical

movement by a broad chunk of the earth’s surface. In
other cases from the distant past, vast stretches of
Australia and North America bowed down thou-
sands of feet—and then popped up again.

Scientists who specialize in studying the earth’s in-
terior have long suspected that activity deep inside the
earth was behind such vertical changes at the surface.
These geophysicists began searching for clues in the
mantle—the middle layer of the planet. This region of
scalding-hot rock lies just below the jigsaw configura-
tion of tectonic plates and extends down more than
1,800 miles to the outer edge of the globe’s iron core.
Researchers learned that variations in the mantle’s in-
tense heat and pressure enable the solid rock to creep
molasseslike over thousands of years. But they could
not initially decipher how it could give rise to large
vertical motions. Now, however, powerful computer
models that combine snapshots of the mantle today
with clues about how it might have behaved in the

ENIGMATIC DIPS AND SWELLS have occurred over continent-size
swaths of the earth’s surface several times in the past. Southern Africa
has been lifted about 1,000 feet over the past 20 million years, for ex-
ample, and a sunken continent’s highest peaks today form the islands of
Indonesia. Scientists are now finding that the causes of these baffling
vertical motions lie deep within the planet’s interior.
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past are beginning to explain why parts of the earth’s surface
have undergone these astonishing ups and downs.

The mystery of the African superswell was among the eas-
iest to decipher. Since the early half of the 20th century, geo-
physicists have understood that over the unceasing expanse of
geologic time, the mantle not only creeps, it churns and roils
like a pot of thick soup about to boil. The relatively low den-
sity of the hottest rock makes that material buoyant, so it as-
cends slowly; in contrast, colder, denser rock sinks until heat
escaping the molten core warms it enough to make it rise
again. These three-dimensional motions, called convection,
are known to enable the horizontal movement of tectonic
plates, but it seemed unlikely that the forces they created
could lift and lower the planet’s surface. That skepticism
about the might of the mantle began to fade away when re-
searchers created the first blurry images of the earth’s interior.

About 20 years ago scientists came up with a way to
make three-dimensional snapshots of the mantle by measur-
ing vibrations that are set in motion by earthquakes originat-
ing in the planet’s outer shell. The velocities of these vibra-
tions, or seismic waves, are determined by the chemical com-
position, temperature and pressure of the rocks they travel
through. Waves become sluggish in hot, low-density rock, and
they speed up in colder, denser regions. By recording the time it
takes for seismic waves to travel from an earthquake’s epicen-
ter to a particular recording station at the surface, scientists
can infer the temperatures and densities in a given segment of
the interior. And by compiling a map of seismic velocities from
thousands of earthquakes around the globe they can begin to
map temperatures and densities throughout the mantle.

These seismic snapshots, which become increasingly more
detailed as researchers find more accurate ways to compile their
measurements, have recently revealed some unexpectedly im-
mense formations in the deepest parts of the mantle. The largest
single structure turns out to lie directly below Africa’s southern
tip. About two years ago seismologists Jeroen Ritsema and
Hendrik-Jan van Heijst of the California Institute of Technolo-
gy calculated that this mushroom-shaped mass stretches some
900 miles upward from the core and spreads across several
thousand miles [see illustration on opposite page]. 

The researchers immediately began to wonder whether
this enormous blob could be shoving Africa skyward. Because
the blob is a region where seismic waves are sluggish, they as-
sumed that it was hotter than the surrounding mantle. The
basic physics of convection suggested that a hot blob was like-
ly to be rising. But a seismic snapshot records only a single
moment in time and thus only one position of a structure. If
the blob were of a different composition than the surrounding
rock, for instance, it could be hotter and still not rise. So an-
other geophysicist, Jerry X. Mitrovica of the University of
Toronto, and I decided to create a time-lapse picture of what
might be happening. We plugged the blob’s shape and esti-
mated density, along with estimates of when southern Africa
began rising, into a computer program that simulates mantle
convection. By doing so, we found last year that the blob is
indeed buoyant enough to rise slowly within the mantle—and
strong enough to push Africa upward as it goes.

Seismic snapshots and computer models—the basic tools
of geophysicists—were enough to solve the puzzle of the
African superswell, but resolving the up-and-down move-
ments of North America and Australia was more complicated
and so was accomplished in a more circuitous way. Geophysi-
cists who think only about what the mantle looks like today
cannot fully explain how it sculpts the earth’s surface. They
must therefore borrow from the historical perspective of tra-
ditional geologists who think about the way the surface has
changed over time. 

Ghosts from the Past

The insights that would help account for the bobbings of
Australia and North America began to emerge with in-

vestigations of a seemingly unrelated topic: the influence of
mantle density on the earth’s gravitational field. The basic
principles of physics led scientists in the 1960s to expect that
gravity would be lowest above pockets of hot rock, which are
less dense and thus have less mass. But when geophysicists
first mapped the earth’s gravitational variations, they found
no evidence that gravity correlated with the cold and hot
parts of the mantle—at least not in the expected fashion. 

BULGES AND TROUGHS in the transparent surface
above the world map represent natural variations in the
earth’s gravitational field. High points indicate stronger-
than-normal gravity caused by a pocket of excess mass with-

in the planet’s interior; low areas occur above regions where
a deficiency of mass produces a band of low gravity. Such
differences in gravity hint at the location of oddities in the
structure of the earth’s mantle.
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Indeed, in the late 1970s and early 1980s Clement G. Chase
uncovered the opposite pattern. When Chase, now at the Uni-
versity of Arizona, considered geographic scales of more than
1,000 miles, he found that the pull of gravity is strongest not
over cold mantle but over isolated volcanic regions called hot
spots. Perhaps even more surprising was what Chase noticed
about the position of a long band of low gravity that passes
from Hudson Bay in Canada northward over the North Pole,
across Siberia and India, and down into Antarctica. Relying
on estimates of the ancient configuration of tectonic plates, he
showed that this band of low gravity marked the location of a
series of subduction zones—that is, the zones where tectonic
plates carrying fragments of the seafloor plunge back into the
mantle—from 125 million years ago. The ghosts of ancient
subduction zones seemed to be diminishing the pull of gravity.
But if cold, dense chunks of seafloor were still sinking through
the mantle, it seemed that gravity would be high above these
spots, not low, as Chase observed.

In the mid-1980s geophysicist Bradford H. Hager, now at
the Massachusetts Institute of Technology, resolved this ap-
parent paradox by proposing that factors other than tempera-
ture might create pockets of extra or deficient mass within the
mantle. Hager developed his theory from the physics that de-
scribe moving fluids, whose behavior the mantle imitates over
the long term. When a low-density fluid rises upward, as do
the hottest parts of the mantle, the force of the flow pushes up
the higher-density fluid above it. This gentle rise atop the up-
welling itself creates an excess of mass (and hence stronger
gravity) near the planet’s surface. By the same token, gravity
can be lower over cold, dense material: as this heavy matter

sinks, it drags down mass that was once near the surface. This
conception explained why the ghosts of subduction zones
could generate a band of low gravity: some of that cold, sub-
ducted seafloor must still be sinking within the mantle—and
towing the planet’s surface downward in the process. If
Hager’s explanation was correct, it meant that the mantle did
not merely creep horizontally near the planet’s surface; whole
segments of its up-and-down movements also reached the sur-
face. Areas that surged upward would push the land above it
skyward, and areas that sank would drag down the overlying
continents as they descended. 

Bobbing Continents

At the same time that Chase and Hager were discovering a
mechanism that could dramatically lift and lower the

earth’s surface, geologists were beginning to see evidence that
continents might actually have experienced such dips and
swells in the past. Geologic formations worldwide contain evi-
dence that sea level fluctuates over time. Many geologists sus-
pected that this fluctuation would affect all continents in the
same way, but a few of them advanced convincing evidence
that the most momentous changes in sea level stemmed from
vertical motions of continents. As one continent moved, say,
upward relative to other landmasses, the ocean surface around
that continent would become lower while sea level around
other landmasses would stay the same.

Most geologists, though, doubted the controversial no-
tion that continents could move vertically—even when the
first indications of the bizarre bobbing of Australia turned up
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MANTLE MAP integrates measurements of thousands of earth-
quake vibrations, or seismic waves, that have traveled through the
planet. Regions where waves moved quickly (blue) usually denote
cold, dense rock. Regions where waves slowed down (yellow) de-

note hot, less compact rock. Under southern Africa and the South
Atlantic lies a pocket of sluggish velocities—a buoyant blob of hot
rock called the African superplume. The map also reveals cold,
sinking material that is tugging on North America and Indonesia.
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in the early 1970s. Geologist John J. Veevers of Macquarie
University in Sydney examined outcrops of ancient rock in
eastern Australia and discovered that sometime in the early
Cretaceous period (about 130 million years ago), a shallow
sea rapidly covered that half of Australia while other conti-
nents flooded at a much more leisurely pace. Sea level cli-
maxed around those landmasses by the late Cretaceous
(about 70 million years ago), but by then the oceans were al-
ready retreating from Australia’s shores. The eastern half of
the continent must have sunk several thousand feet relative
to other landmasses and then popped back up before global
sea level began to fall.

Veevers’s view of a bobbing continent turned out to be
only part of Australia’s enigmatic story. In 1978 geologist
Gerard C. Bond, now at Columbia University’s Lamont-Do-
herty Earth Observatory, discovered an even stranger turn of

events while he was searching global history for examples of
vertical continental motion. After Australia’s dip and rise
during the Cretaceous, it sank again, this time by 600 feet,
between then and the present day. No reasonable interpreta-
tion based on plate tectonics alone could explain the wide-
spread vertical motions that Bond and Veevers uncovered.
Finding a satisfactory explanation would require scientists to
link this information with another important clue: Hager’s
theory about how the mantle can change the shape of the
planet’s surface.

The first significant step in bringing these clues together
was the close examination of another up-and-down example
from Bond’s global survey. In the late 1980s this work in-
spired Christopher Beaumont, a geologist at Dalhousie Uni-
versity in Nova Scotia, to tackle a baffling observation about
Denver, Colo. Although the city’s elevation is more than a

WHY LAND SINKS
A fragment of a subducted 
tectonic plate begins to fall
through the mantle but 
remains too cold and dense to
mix with the surrounding rock.
As the plate sinks, a downward
flow of material is created in its
wake, pulling the overlying
continent down with it

SUBDUCTION ZONE 
A trench where one 

tectonic plate plunges 
beneath another

MANTLE
A layer of scalding-hot

rock that extends between
the base of the tectonic
plates and the planet’s

iron core 

SINKING CONTINENTSINKING CONTINENT

RISING SEA LEVELRISING SEA LEVEL

SINKING
TECTONIC

PLATE

HOW THE MANTLE SHAPES THE EARTH’S SURFACE
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mile above sea level, it sits atop flat, undeformed marine rocks
created from sediments deposited on the floor of a shallow sea
during the Cretaceous period. Vast seas covered much of the
continents during that time, but sea level was no more than
about 400 feet higher than it is today. This means that the
ocean could never have reached as far inland as Denver’s cur-
rent position—unless this land was first pulled down several
thousand feet to allow waters to flood inland.

Based on the position of North America’s coastlines dur-
ing the Cretaceous, Beaumont estimated that this bowing
downward and subsequent uplift to today’s elevation must
have affected an area more than 600 miles across. This geo-
graphic scale was problematic for the prevailing view that
plate tectonics alone molded the surface. The mechanism of
plate tectonics permits vertical motions within only 100 miles
or so of plate edges, which are thin enough to bend like a stiff

fishing pole, when forces act on them. But the motion of
North America’s interior happened several hundred miles in-
land—far from the influence of plate collisions. An entirely
different mechanism had to be at fault. 

Beaumont knew that subducted slabs of ancient seafloor
might sit in the mantle below North America and that such
slabs could theoretically drag down the center of a continent.
To determine whether downward flow of the mantle could
have caused the dip near Denver, Beaumont teamed up with
Jerry Mitrovica, then a graduate student at the University of
Toronto, and Gary T. Jarvis of York University in Toronto.
They found that the sinking of North America during the
Cretaceous could have been caused by a plate called the Faral-
lon as it plunged into the mantle beneath the western coast of
North America. Basing their conclusion on a computer mod-
el, the research team argued that the ancient plate thrust into

SUPERPLUMESUPERPLUME

TECTONIC PLATE

WHY LAND RISES
A superplume—a blob of hot,
buoyant rock originating  from 
the outer surface of the core—
expands upward through the 
mantle because it is less dense 
than the surrounding material.
It pushes the continent up as it goes

RISING CONTINENTRISING CONTINENT

MID-OCEAN RIDGE
A crack in the seafloor that 
is filled in by material from
the mantle as two tectonic

plates separate

CONTINENTAL CRUST

FALLING SEA LEVELFALLING SEA LEVEL
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the mantle nearly horizontally. As it began sinking, it created
a downward flow in its wake that tugged North America low
enough to allow the ocean to rush in. As the Farallon plate
sank deeper, the power of its trailing wake decreased. The
continent’s tendency to float eventually won out, and North
America resurfaced.

When the Canadian researchers advanced their theory in
1989, the Farallon plate had long since vanished into the
mantle, so its existence had only been inferred from geologic
indications on the bottom of the Pacific Ocean. At that time,
no seismic images were of high enough resolution to delineate
a structure as small as a sinking fragment of the seafloor.
Then, in 1996, new images of the mantle changed everything.
Stephen P. Grand of the University of Texas at Austin and
Robert D. van der Hilst of M.I.T., seismologists from separate
research groups, presented two images based on entirely dif-
ferent sets of seismic measurements. Both pictures showed vir-
tually identical structures, especially the cold-mantle down-
wellings associated with sinking slabs of seafloor. The long-
lost Farallon plate was prominent in the images as an arching
slab 1,000 miles below the eastern coast of the U.S.

Moving Down Under

Connecting the bobbing motion of North America to the
subduction of the seafloor forged a convincing link be-

tween ancient sea-level change and goings-on in the mantle. It
also became clear that the ancient Farallon slab sits within the
band of low gravity that Chase had observed two decades
earlier. I suspected that these ideas could also be applied to the
most enigmatic of the continental bobbings, that of Australia
during and since the Cretaceous. I had been simulating mantle
convection with computer models for 15 years, and many of
my results showed that the mantle was in fact able to lift the
surface by thousands of feet—a difference easily great enough

to cause an apparent drop in sea level. Like Chase, Veevers
and other researchers before me, I looked at the known histo-
ry of plate tectonics for clues about whether something in the
mantle could have accounted for Australia’s bouncing. Dur-
ing the Cretaceous period, Australia, South America, Africa,
India, Antarctica and New Zealand were assembled into a
vast supercontinent called Gondwana, which had existed for
more than 400 million years before it fragmented into today’s
familiar landmasses. Surrounding Gondwana for most of this
time was a huge subduction zone where cold oceanic plates
plunged into the mantle.

I thought that somehow the subduction zone that sur-
rounded Gondwana for hundreds of millions of years might
have caused Australia’s ups and downs. I became more con-
vinced when I sketched the old subduction zones on maps of
ancient plate configurations constructed by R. Dietmar Müller,
a seagoing geophysicist at Sydney University. The sketches
seemed to explain the Australian oddities. Australia would
have passed directly over Gondwana’s old subduction zone at
the time it sank.

To understand how the cold slab would behave in the
mantle as Gondwana broke apart over millions of years,
Müller and I joined Louis Moresi of the Commonwealth Sci-
entific and Industrial Research Organization in Perth to run a
computer simulation depicting the mantle’s influence on Aus-
tralia over time. We knew the original position of the ancient
subduction zone, the history of horizontal plate motions in
the region and the estimated properties—such as viscosity—of
the mantle below. Operating under these constraints, the
computer played out a scenario for Australia that fit our hy-
potheses nearly perfectly [see box above].

The computer model started 130 million years ago with
ocean floor thrusting beneath eastern Australia. As Australia
broke away from Gondwana, it passed over the cold, sinking
slab, which sucked the Australian plate downward. The con-
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AUSTRALIA’S UPS AND DOWNS 
A computer model reveals how the ghost of an ancient subduction zone dragged down a continent

130 Million Years Ago
Australia is bordered by a subduction zone, a deep trench
where the tectonic plate to the east plunges into the man-
tle. The sinking plate (blue) pulls the surrounding mantle
and the eastern edge of Australia down with it. Later, sub-
duction ceases and the continent begins to drift eastward.

90 Million Years Ago
The entire eastern half of Australia sinks about 1,000 feet
below sea level as the continent passes eastward over the
sinking tectonic plate.About 20 million years later the plate’s
downward pull diminishes as it descends into the deeper
mantle.As a result, the continent then pops up again.

AUSTRALIA
NEW GUINEA

SINKING
TECTONIC PLATE

SUBDUCTION
ZONE
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tinent rose up again as it continued its eastward migration
away from the slab. 

Our model resolved the enigma of Australia’s motion dur-
ing the Cretaceous, originally observed by Veevers, but we
were still puzzled by the later continentwide sinking of Aus-
tralia that Bond discovered. With the help of another geo-
physicist, Carolina Lithgow-Bertelloni, now at the University
of Michigan, we confirmed Bond’s observation that as Aus-
tralia moved northward toward Indonesia after the Creta-
ceous, it subsided by about 600 feet. Lithgow-Bertelloni’s glob-
al model of the mantle, which incorporated the history of sub-
duction, suggested that Indonesia is sucked down more than
any other region in the world because it lies at the intersection
of enormous, present-day subduction systems in the Pacific
and Indian oceans. And as Indonesia sinks, it pulls Australia
down with it. Today Indonesia is a vast submerged continent—
only its highest mountain peaks protrude above sea level.

Which brings us back to Africa. In a sense, Indonesia and

Africa are opposites: Indonesia is being pulled down while
Africa is being pushed up. These and other changes in the
mantle that have unfolded over the past few hundred million
years are intimately related to Gondwana. The huge band of
low gravity that Chase discovered 30 years ago is created by
the still-sinking plates of a giant subduction zone that once en-
circled the vast southern landmass. At the center of Gond-
wana was southern Africa, which means that the mantle be-
low this region was isolated from the chilling effects of sinking
tectonic plates at that time—and for the millions of years
since. This long-term lack of cold, downward motion below
southern Africa explains why a hot superplume is now erupt-
ing in the deep mantle there.

With all these discoveries, a vivid, dynamic picture of the
motions of the mantle has come into focus. Researchers are
beginning to see that these motions sculpt the surface in more
ways than one. They help to drive the horizontal movement
of tectonic plates, but they also lift and lower the continents.
Perhaps the most intriguing discovery is that motion in the
deep mantle lags behind the horizontal movement of tectonic
plates. Positions of ancient plate boundaries can still have an
effect on the way the surface is shaped many millions of
years later.

Our ability to view the dynamics of mantle convection
and plate tectonics will rapidly expand as new ways of ob-
serving the mantle and techniques for simulating its motion
are introduced. When mantle convection changes, the gravita-
tional field changes. Tracking variations in the earth’s gravita-
tional field is part of a joint U.S. and German space mission
called GRACE, which is set for launch in June. Two space-
craft, one chasing the other in earth orbit, will map variations
in gravity every two weeks and perhaps make it possible to in-
fer the slow, vertical flow associated with convection in the
mantle. Higher-resolution seismic images will also play a pi-
votal role in revealing what the mantle looks like today. Over
the five- to 10-year duration of a project called USArray, 400
roving seismometers will provide a 50-mile-resolution view
into the upper 800 miles of the mantle below the U.S.

Plans to make unprecedented images and measurements
of the mantle in the coming decade, together with the use of
ever more powerful supercomputers, foretell an exceptionally
bright future for deciphering the dynamics of the earth’s inte-
rior. Already, by considering the largest region of the planet—
the mantle—as a chunk of rock with a geologic history, earth
scientists have made extraordinary leaps in understanding the
ultimate causes of geologic changes at the surface.
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Today
Australia lies north of its former site, having been pushed
there by activity in adjacent tectonic plates beginning about
45 million years ago.The entire continent has dropped rela-
tive to its greatest elevation as the result of a downward tug in
the mantle under Indonesia—a landmass that is also sinking.
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If Humans Were 

Built to Last

CURVED NECK

FORWARD-TILTING 
UPPER TORSO

EXTRA PADDING
AROUND JOINTS

REVERSED 
KNEE JOINT

PERSON DESIGNED FOR A HEALTHY OLD AGE
might possess the features highlighted here, along with
countless other external and internal adjustments. 

REWIRED EYES

BIGGER EARS

SHORTER LIMBS 
AND STATURE

by S. Jay Olshansky, Bruce A. Carnes and Robert N. Butler
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B
ulging disks, fragile bones, fractured
hips, torn ligaments, varicose veins,
cataracts, hearing loss, hernias and
hemorrhoids: the list of bodily malfunc-
tions that plague us as we age is long
and all too familiar. Why do we fall
apart just as we reach what should be

the prime of life?
The living machines we call our bodies deteriorate

because they were not designed for extended operation
and because we now push them to function long past
their warranty period. The human body is artistically
beautiful and worthy of all the wonder and amazement
it invokes. But from an engineer’s perspective, it is a
complex network of bones, muscles, tendons, valves
and joints that are directly analogous to the fallible pul-
leys, pumps, levers and hinges in machines. As we plunge
further into our postreproductive years, our joints and
other anatomical features that serve us well or cause no
problems at younger ages reveal their imperfections.
They wear out or otherwise contribute to the health
problems that become common in the later years. 

In evolutionary terms,
we harbor flaws because
natural selection, the force
that molds our genetically
controlled traits, does not
aim for perfection or end-
less good health. If a body
plan allows individuals to
survive long enough to re-
produce (and, in humans
and various other organ-
isms, to raise their young), then that plan will be select-
ed. That is, individuals robust enough to reproduce will
pass their genes—and therefore their body design—to
the next generation. Designs that seriously hamper sur-
vival in youth will be weeded out (selected against) be-
cause most affected individuals will die before having a
chance to produce offspring. More important, anatom-
ical and physiological quirks that become disabling
only after someone has reproduced will spread. For ex-
ample, if a body plan leads to total collapse at age 50
but does not interfere with earlier reproduction, the
arrangement will get passed along despite the harmful
consequences late in life.

Had we been crafted for extended operation, we
would have fewer flaws capable of making us miser-
able in our later days. Evolution does not work that
way, however. Instead it cobbles together new features
by tinkering with existing ones in a way that would
have made Rube Goldberg proud. 

The upright posture of humans is a case in point. It
was adapted from a body plan that had mammals walk-

ing on all fours. This tinkering undoubtedly aided our
early hominid ancestors: standing on our own two feet
is thought to have promoted tool use and enhanced in-
telligence. Our backbone has since adapted somewhat
to the awkward change: the lower vertebrae have
grown bigger to cope with the increased vertical pres-
sure, and our spine has curved a bit to keep us from
toppling over. Yet these fixes do not ward off an array
of problems that arise from our bipedal stance.

What If?

Recently the three of us began pondering what the
human body would look like had it been con-

structed specifically for a healthy long life. The anatom-
ical revisions depicted on the pages that follow are fan-
ciful and incomplete. Nevertheless, we present them to
draw attention to a serious point. Aging is frequently de-
scribed as a disease that can be reversed or eliminated.
Indeed, many purveyors of youth-in-a-bottle would
have us believe that medical problems associated with
aging are our own fault, arising primarily from our

decadent lifestyles. Certainly any fool can shorten his
or her life. But it is grossly unfair to blame people for
the health consequences of inheriting a body that lacks
perfect maintenance and repair systems and was not
built for extended use or perpetual health. We would
still wear out over time even if some mythical, ideal
lifestyle could be identified and adopted.

This reality means that aging and many of its ac-
companying disorders are neither unnatural nor avoid-
able. No simple interventions can make up for the
countless imperfections that permeate our anatomy
and are revealed by the passage of time. We are confi-
dent, however, that biomedical science will be able to
ease certain of the maladies that result. Investigators
are rapidly identifying (and discerning the function of)
our myriad genes, developing pharmaceuticals to con-
trol them, and learning how to harness and enhance the
extraordinary repair capabilities that already exist in-
side our bodies. These profound advances will eventual-
ly help compensate for many of the design flaws con-
tained within us all.

We would look a lot different—inside
and out—if evolution had designed the

human body to function smoothly not
only in youth but for a century or more
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WALK THIS  WAY

Flaws              

JOINTS THAT WEAR
As joints are used repetitively
through the years, their lubricants
can grow thin, causing the bones

to grind against each other.
The resulting pain may be 

exacerbated by osteoarthritis 
and other inflammatory disorders

BONES THAT LOSE MINERALS AFTER AGE 30
Demineralization makes bones susceptible to 
fractures and, in extreme cases,can cause 

osteoporosis (severe bone degeneration),
curvature of the spine and  “dowager’s hump”

FALLIBLE SPINAL DISKS
Years of pressure on the spongy disks that 
separate the vertebrae can cause them to

slip, rupture or bulge; then they,or the  
vertebrae themselves,can press 

painfully on nerves

LEG VEINS PRONE TO VARICOSITY
Veins in the legs become enlarged 

and twisted when small valves that should 
snap shut between heartbeats (to keep blood 

moving up toward the heart)
malfunction, causing blood to

pool. Severe varicosities can lead
to swelling and pain 

and, on rare occasions, to 
life-threatening blood clots

MUSCLES THAT LOSE MASS AND TONE
Such atrophy can impede all activities,

including walking. In the abdomen, hernias 
can arise as the intestines (always pulled by

gravity) protrude through weak spots 
in the abdominal wall.Flaccid abdominal

muscles also contribute to lower-back pain

Anumber of the debilitating and even 
some of the fatal disorders of aging

stem in part from bipedal locomotion
and an upright posture—ironically, the
same features that have enabled the hu-

man species to flourish. Every step we take
places extraordinary pressure on our feet,
ankles, knees and back—structures that
support the weight of the whole body
above them. Over the course of just a

single day, disks in the lower back are
subjected to pressures equivalent to sever-
al tons per square inch. Over a lifetime,

all this pressure takes its toll, as
does repetitive use

RELATIVELY SHORT
RIB CAGE 

Current cage 
does not fully 

enclose and protect 
most internal organs

POOLED BLOOD

MALFUNCTIONING
CHECK VALVE

NORMAL
DIRECTION OF
BLOOD FLOW
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Fixes

EXTRA MUSCLES AND FAT
Would add weight on the bones,which would
help counter the effects of demineralization;
they would also cushion bones against 
breakage during falls

SHORTER STATURE
Would provide a lower 

center of gravity,perhaps 
preventing the falls 
that often fracture 

demineralized bones

SMOOTH-
FLOWING
BLOOD

FORWARD-TILTING UPPER TORSO
Would relieve pressure on vertebrae, thereby lessening the
risk of ruptured or slipped disks,which contribute,along with

weakening abdominal muscles, to lower-back pain

CURVED NECK WITH ENLARGED VERTEBRAE
Would counterbalance the tilted torso and 

enable the head to stay up and face forward

of our joints and the constant tugging of
gravity on our tissues.

Although gravity tends to bring us down
in the end, we do possess some features
that combat its ever present pull. For in-

stance, an intricate network of tendons
helps to tether our organs to the spine,
keeping them from slumping down and
crushing one another. 

But these anatomical fixes—like the body

in general—were never meant to work for-
ever. Had longevity and persistent good
health been the overarching aim of evolu-
tion, arrangements such as those depicted
below might have become commonplace.

KNEE ABLE TO BEND BACKWARD
Would make the bones less likely to grind 

and deteriorate,especially if the knee never 
locked in place. But the absence of a locking 

mechanism would make it hard to stand for 
very long,so further modifications

would be needed

THICKER BONES
Would protect 

against breakage 
during falls

LEG VEINS WITH MORE 
CHECK VALVES
Would combat 
the development 
of varicose veins

EXTRA 
VALVES

THICKER DISKS
Would resist destructive pressures
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LARGER HAMSTRINGS
AND TENDONS
Would help support 

the leg and hip

CAGE WITH 
ADDED RIBS

Could help prevent hernias 
and other problems by 

holding organs in 
place more effectively
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Various parts of the head
and neck become prob-

lematic with disturbing reg-
ularity as people age. Con-
sider the eye. The human
version is an evolutionary
marvel, but its complexity
provides many opportuni-
ties for things to go wrong
over a long lifetime. 

Our vision diminishes as
the protective fluid of the
cornea becomes less trans-
parent over time. The mus-
cles that control the opening
of the iris and the focusing
of the lens atrophy and lose
responsiveness, and the lens
thickens and yellows, im-
pairing visual acuity and
color perception. Further,
the retina—responsible for
transmitting images to the
brain—can detach fairly eas-
ily from the back of the eye,
leading to blindness.

Many of those problems
would be difficult to design
away, but the squid eye sug-
gests an arrangement that
could have reduced the like-
lihood of retinal detach-
ment. A few anatomical
tweaks could also have pre-
served hearing in the elderly.

Suboptimal design of the
upper respiratory and diges-
tive systems makes choking
another risk for older peo-
ple. A simple rearrangement
would have fixed that prob-
lem, albeit at the cost of se-
vere trade-offs. 

PLAN 
A HEAD

WEAK LINK BETWEEN RETINA AND BACK OF EYE
This frail connection exists in part 
because the optic nerve,which carries 
visual signals from the retina to the brain,
connects to the retina only from the 
inside of the eye,not from the back

EAR WITH FRAGILE
TRANSMITTERS

Hair cells of the inner
ear,which relay 

sound information to
the brain, become 

damaged by exposure 
to loud noises

COMMON UPPER PASSAGEWAY FOR FOOD AND AIR
When food travels toward the esophagus,a flaplike
tab of cartilage (the epiglottis) closes off the 
trachea, or windpipe.A progressive loss of muscle
tone with age decreases the tightness of the seal,
raising the risk of inhaling food or drink

Flaws 

Fixes 

ENLARGED,MOBILE OUTER EAR
Would collect sound with greater

efficiency, to compensate for 
internal breakdowns

MORE PLENTIFUL AND 
DURABLE HAIR CELLS

Would preserve hearing longer

OPTIC NERVE ATTACHED TO BACK OF RETINA
Might stabilize the retina’s connection 
to the back of the eye,helping to 
prevent retinal detachment

UNWANTED
FLOW OF FOOD

SAFER FLOW 
OF FOOD

RAISED TRACHEA
Would help food and drink to bypass the 
windpipe more effectively.This design would 
need refining, though, because it would disrupt
breathing through the mouth and the ability to speak

TRACHEA

TRACHEA

ESOPHAGUS

ESOPHAGUS

EPIGLOTTIS

OPTIC
NERVE

DETACHED 
RETINA

RETINA
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An experienced plumber
looking at the anato-

my of a man’s prostate
might suspect the work of
a young apprentice, be-
cause the urethra, the tube
leading from the bladder,
passes straight through the
inside of the gland. This
configuration may have as
yet unknown benefits, but
it eventually causes urinary
problems in many men, in-
cluding weak flow and a
frequent need to void. 

Women also cope with
plumbing problems as they
age, particularly inconti-
nence. Both sexes could
have been spared much 
discomfort if evolution had
made some simple modifica-
tions in anatomical design. 

CALL A
PLUMBER

URETER
FROM 
KIDNEY

WALL 
MUSCLE

DIRECTION
OF URINE

FLOW

DIRECTION
OF URINE

FLOW

SPHINCTER

LIGAMENT

LARGER
LIGAMENT

BLADDER

BLADDER

URETER

ENLARGED
PROSTATE

URETHRA

MALE PROSTATE
side view

FEMALE BLADDER
front view

Fix 
URETHRA HUGGING OUTSIDE OF PROSTATE

Would not be squeezed if the 
prostate became enlarged

Fix
STRONGER SPHINCTER MUSCLES IN BLADDER

AND MORE DURABLE LIGAMENTS
Would increase control over bladder function

Flaw
URETHRA PRONE TO CONSTRICTION

The prostate becomes enlarged in one of 
every two males at some point in life.

As it grows, it squeezes the urethra,
potentially obstructing the flow of urine.

Total obstruction can be fatal

Flaw
MUSCLES AND LIGAMENTS 

THAT WEAKEN WITH TIME
Particularly after multiple pregnancies, the 

muscles of the pelvic floor and the bladder,
and the ligaments that support the bladder,

can sag, leading to incontinence 

STRONGER
WALL 
MUSCLEREPOSITIONED

URETHRA

LARGER
SPHINCTER

LARGER
LIGAMENT
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A Sharper  

A new generation of 
optical interferometers 
is letting astronomers study
stars in 100 times finer detail
than is possible with the 
Hubble Space Telescope
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About 20 years ago one of the authors of this arti-
cle took his father’s binoculars and tiptoed out

of the house at night. The budding as-
tronomer decided that he would look for playmates on
other planets going around stars in the sky. To his cha-
grin, the binoculars made no difference whatsoever.
The stars appeared as twinkling points of light to his
naked eye, and they were pointlike through binoculars
as well. Although the largest stars could engulf our en-
tire solar system within their luminous diameters, every
star (aside from the sun) is simply too distant to be re-
solved with binoculars.

Two decades later the same kid can see not just a
point of light but a circular disk—at least for some of
the brightest stars. This stellar resolution takes advan-
tage of a technique that was suggested more than 130
years ago: interferometry [see box on page 60 for the

history of the technique]. Instead of looking through
binoculars or even a conventional telescope, he must
use a computer display connected to a device called an
optical interferometer. For more than half a century, in-
terferometry at radio wavelengths has succeeded bril-
liantly, mapping the structures of distant galaxies and
quasars by their radio emissions. Only in the past 15
years, however, has technology allowed interferometry
at infrared and visual wavelengths to take off—and the
results have been well worth the wait. The Hubble
Space Telescope reigns supreme for taking crisp photo-
graphs of faint objects, but ground-based optical inter-
ferometers can see, for the brightest stars, details 100
times finer than Hubble can.

Optical interferometry is evolving from a difficult lab-
oratory experiment to a mainstream observational tech-
nique. Interferometers now coming into operation will 

View of the Stars

by Arsen R. Hajian and J. Thomas Armstrong

R
O

G
ER

 R
ES

SM
EY

ER
 C

or
bi

s

Scientific American March 2001     57

FIRST BINARY-STAR SYSTEM imaged with a conven-
tional telescope was Mizar, the middle star in the
handle of the Big Dipper. Although Mizar’s two com-
ponents (Mizar A and Mizar B) are less than 0.004
degree apart on the sky,they are themselves each bi-
nary stars. In 1996 the Navy Prototype Optical Inter-
ferometer (NPOI) resolved the two stars that make
up Mizar A,producing the highest-resolution image
then made in optical astronomy.These four images
show Mizar Aa and Mizar Ab as they execute half an
orbit around their common center of gravity.C
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A Sharper View of the Stars

image stellar surfaces, multiple-star sys-
tems, clouds or disks of material orbiting
stars, and shadows of planets passing in
front of stars. Before long, astronomers
will have a vast portfolio of new images,
including spectacular movies of stars
rotating and showing “starspots,” the
equivalent of sunspots. We will learn
more about the birth, structure, activity,
evolution and death of stars.

The essence of interferometry is to
combine two nearly identical signals to
produce interference and thus obtain
information that is not available from
either signal alone. For example, over-
lapping the light from two separate tele-

scopes can produce a pattern of light
and dark bands. The spacing of those
bands and how they vary as the tele-
scopes are moved tell astronomers
about the structure of the light source
at a much finer resolution than that of
the individual telescope images. This
method of mapping the spatial struc-
ture of the object is called spatial inter-
ferometry. (Other types of interferome-
try can determine properties such as the
spectrum of the object’s light.) 

Spatial interferometry at optical wave-
lengths is a tricky business, requiring
state-of-the-art hardware. In this article
we describe how these interferometers

work, why it has taken so long for the
technique to mature, what we want to
look at and what the future holds.

Engineering and the Atmosphere

An astronomer who wants to make a
detailed image of a star faces two

problems: the limits to telescope size
and the turbulence of Earth’s atmo-
sphere. Consider one of the most basic
questions we can ask: What is the ap-
parent size of a star (that is, the size of
the disk that it forms on the sky)?

At closest approach to Earth, the cres-
cent Venus subtends about one arc-

Contributions to Astronomy

Single Stars: Stellar Diameters
The first measurements of stellar diameters were made in

1920 by Albert A. Michelson and Francis G. Pease, who mea-
sured the diameter of Betelgeuse and five other supergiant
stars with diameters of 20 to 50 milliarcseconds. If human
eyes had this resolving power, you would be able to see the
individual atoms composing
your hand at arm’s length.
Roughly half a century later,
Robert Hanbury Brown’s
team at the Intensity Inter-
ferometer in Australia mea-
sured 32 bright stars ranging
from 0.4 to 5.5 milliarcsec-
onds in diameter. Astrono-
mers have now measured
the diameters of well over
100 stars, sometimes with about 1 percent precision. Only a
few stars have been measured by other techniques, such as
studying them as the moon passes in front of them.

Multiple Stars: Orbits
At least half the stars in the sky in fact consist of two or

more stars orbiting around their common center of gravity.
Observing the orbits of such double or multiple stars is the
only practical way to measure the masses of stars.

In 1920 John A.Anderson of the Mount Wilson Observatory
in California observed the binary star Capella with Michelson’s

six-meter interferom-
eter and measured
the apparent separa-
tion of the two com-
ponent stars at six
points around their
orbit. Even in 1920
Capella was a well-
known spectroscopic
binary, meaning that

the speed of the two stars in their mutual orbit had been mea-
sured by the Doppler shifts of their spectra.Anderson combined
his results with those spectroscopic data to deduce the inclina-
tion of the orbit (relative to our line of sight) and thereby deter-
mined the masses of both stars and the distance to the system.

Modern interferometers have continued to measure binary
orbits, with improved precision and higher resolution. The
smallest separation between components of a binary star yet
measured is about two milliarcseconds for the star TZ Trian-
guli by Christopher D. Koresko and his colleagues using the
Palomar Testbed Interferometer.Today optical interferometry
is so precise that it is often the spectroscopic data that limit
our knowledge of the stellar masses.

Stellar Surface Structure
Even more difficult than measuring a star’s diameter is de-

tecting surface features on its image. This task requires not
only better resolution but also greater sensitivity, because
surface structure involves
relatively small variations
of intensity. A simple ex-
ample of such structure is
limb darkening—that is,
when the edge of a star’s
disk, its limb, is not as
bright as its center. When
one looks at the center of
a star, one sees deeper into
the stellar atmosphere,
where the gas is hotter
and brighter. Light from
the limb, in contrast, comes from cooler and dimmer gas.
Astronomers have observed limb darkening of the sun, and
some limb darkening should occur for all stars,depending on
their spectral type. Modern optical interferometry can distin-
guish between a uniform disk and one that is limb-darkened.
Studies of limb darkening are needed to test our theories of
stellar atmospheres. —A.R.H.and J.T.A.

Optical interferometry has already become more than a technical curiosity. Almost two dozen interferometers
have produced substantial research results in astronomy, including the following:
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A recent image of Betelgeuse

The sun
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minute, or 1⁄60 of a degree. The best un-
aided eyes are just capable of resolving
a disk that is one arcminute across, that
is, of seeing it as a disk and not a point.
A telescope with a 15-centimeter mir-
ror can do 60 times better than the
finest naked eye, mostly because its
aperture is about that much larger than
a pupil. In such a telescope, a star ap-
pears as a fuzzy disk about one arcsec-
ond in diameter, regardless of the star’s
size, because the telescope cannot form
a smaller image. The fuzziness is caused
by diffraction of light passing through
the aperture; the smaller the aperture,
the larger the image produced. 

One arcsecond is the size of a gnat in
the centerfield bleachers as seen from
home plate or about the size of the
largest moons of Jupiter as seen from
Earth. But Betelgeuse, the star that
forms the largest disk in Earth’s sky
(aside from the sun), is 1⁄15 that size,
about 0.06 arcsecond (60 milliarcsec-
onds) in diameter. The great majority of
stars visible to the unaided eye are only
a few milliarcseconds or less across.

The resolving power of a telescope—
its ability to discriminate small images—
improves in proportion to the telescope
aperture, so obviously we should use a
larger telescope. If a 15-centimeter tele-
scope can resolve a one-arcsecond disk,
then a 2.5-meter telescope might resolve
Betelgeuse, and one of the 10-meter
Keck telescopes on Mauna Kea, Hawaii,
might show us details on its surface and
resolve many other bright stars. Unfor-
tunately, in practice, increasing the size
of the telescope beyond 15 centimeters
does no good until we deal with the ef-
fects of the turbulent atmosphere.

The situation is similar to that of try-
ing to read writing on the bottom of a
swimming pool when a strong wind is
kicking up waves: the turbulent ripples
on the surface distort the light waves
coming from the bottom of the pool.
Observing the light from stars through
Earth’s atmosphere is a similar exercise.

Light propagates as a wave. In space
above the atmosphere, the light waves
from a star arrive as a series of flat
planes, like pristine sheets of paper. The
turbulent irregularities in the atmosphere
distort each wave as it travels to the tele-
scope, making it more like a sheet of pa-
per that someone has wadded up and
then tried to smooth out.

The effect of all those wrinkles on the
final image turns out to be essentially the
same as if the distorted wave were made
up of planar sections, each tilted in one

direction or another. For light at visible
wavelengths, these sections are typically
five to 20 centimeters across, depending
on the wind and weather, so the segment
of the wave arriving at a 10-meter tele-
scope is made up of thousands of such
sections. Sections having the same tilt
combine to produce an image of the
star—a “speckle”—offset according to
their tilt. The result is a swarm of speck-
les moving around rapidly as the atmo-
sphere continually changes. Unless the
exposure time is substantially less than
one second, the star’s image becomes a
fuzzy disk that, even in good conditions,

is not much smaller than the one pro-
duced by a 15-centimeter telescope.

Speckle interferometry deals with at-
mospheric turbulence by using a con-
ventional telescope and exposure times
of about 0.01 second, freezing the speck-
les’ motions. The technique has proved
useful for measuring orbits of binary
stars, but producing images has turned
out to be much harder than practition-
ers of the technique originally hoped.

In another method, adaptive optics,
sensors measure the distortion of the ar-
riving wave, and a computer deforms a
mirror to undo as much of the distortion
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MARK III INTERFEROMETER on Mount Wil-
son in California exemplifies the basic elements
of a typical interferometer used for astronomy.
Two well-separated siderostat mirrors track the
target star as Earth rotates and direct its light
(yellow and blue) into a series of mirrors. Tilt-
correction mirrors adjust for jitter caused by at-
mospheric turbulence. Delay lines compensate
for the geometric delay so that light in each
beam that left the star at the same time arrives
simultaneously at the beam splitter, which com-
bines the two beams (red). Detectors measure
the resulting interference fringes. SL
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as possible. The deformable mirror must
be continually adjusted on a timescale of
milliseconds. This technique is proving
revolutionary in large telescopes, result-
ing in sharp images with angular resolu-
tions close to the theoretical limit de-
fined by the telescope’s aperture [see
“Adaptive Optics,” by John W. Hardy;
Scientific American, June 1994].

But that is still not good enough to
discern the size of most stars. Even with
the effects of the atmosphere complete-
ly removed, a 10-meter telescope could
resolve the disks of only a few dozen
stars, those that are larger than about
10 milliarcseconds. To measure the di-
ameters of just the stars visible to the
unaided eye, for instance, we would
need a telescope 500 meters in diame-
ter. Such a large mirror—built to the re-
quired precision (a fraction of a mi-
cron), supported without distortion
and directed to point at specific stars—
is far beyond the realms of near-future

engineering and economic possibility.
But it turns out we don’t need the en-

tire disk of the 500-meter mirror. The
trick of interferometry is to place two
much smaller telescopes 500 meters
apart, correcting for the image motion
caused by the atmosphere and combin-
ing their light at a central location. 

How Interferometry Works

Picture three instruments: a conven-
tional reflecting telescope; the same

telescope with all but two small segments
of its primary mirror masked off (mak-
ing it into a so-called sparse-aperture
telescope); and an interferometer, con-
sisting of two small primary mirrors and
a means of conveying the light that they
gather to a detector. Each instrument
collects light and delivers it in synchrony
to its detector in a different manner.

In the conventional telescope the cur-
vature of its single large mirror assures

that all parts of a light wave from a star
arrive at the focus at the same time. (In
fact, that simultaneous arrival defines
the location of the focus.) The sparse-
aperture telescope works the same way:
its two mirror segments gather light,
and each segment simultaneously deliv-
ers its part of a wave to the focus. Both
telescopes produce an image on a detec-
tor (usually a charge-coupled device, or
CCD) positioned at the focus, although
the image from the sparse-aperture tele-
scope is degraded because of the incom-
pleteness of its primary mirror.

The interferometer resembles the
sparse-aperture telescope in having two
small mirrors that collect light, but it
has several key differences. First, the two
mirrors can be on independent mounts
instead of being part of a single, large,
rigid framework that gets pointed in its
entirety at a star. This autonomy is pos-
sible because the light-gathering function
of each mirror has been separated from
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1868: French physicist Armand-Hippolyte-Louis Fizeau suggests
masking a telescope aperture to perform interferometry. He pro-
poses measuring the sizes of stars by placing a two-hole mask over
a telescope and observing the resulting interference pattern.

1876: Édouard Stephan tries Fizeau’s technique with the 80-cen-
timeter telescope at Marseilles. But the 65-centimeter separation
between the holes that he uses is not enough to measure the stars’
sizes.When Stephan looks through his eyepieces at a star, he sees
an image of the star from each aperture in the mask.These images
are large and usually overlap. The region of overlap is crossed by
dark stripes (interference fringes).To measure a star’s diameter,one
increases the separation between the apertures until the fringes
disappear.The larger the separation required, the smaller the star.
But Stephan runs out of telescope before the separation becomes
large enough. He concludes only that the stars he observes are all
smaller than 0.16 arcsecond.

1891: Albert A. Michelson, apparently
without knowing of the work of Fizeau
and Stephan, tries the same technique,
but he looks at the Galilean moons of
Jupiter. He succeeds in measuring their
sizes because, at diameters between
one and two arcseconds, they are con-
siderably larger than stars.

1920: Michelson measures stars by in-
stalling a six-meter metal beam with
mirrors at each end across the aperture
of the 100-inch (2.5-meter) Hooker tele-
scope at Mount Wilson in California,
then the biggest in the world (right). In
the 1930s Michelson’s collaborator Fran-

cis G. Pease attempts interferometry with mirrors on a 15-meter
mount, but he fails, probably because the mount is not mechani-
cally stiff enough.

1950s–1960s: Tremendous advances are made in the use of inter-
ferometry for astronomical observations using radio wavelengths.
Radio interferometry is much easier than optical interferometry
because the wavelengths are several thousandfold longer, which
reduces the atmosphere’s relative effects and eases the engineer-
ing precision needed to achieve interference. Further substantial
advantages include being able to amplify the radio signals and to
record the data at each telescope for combining later.

1958–1976: Robert Hanbury Brown,Richard Q.Twiss and their col-
leagues take two important steps when they build the Intensity In-
terferometer near Narrabri, Australia. First, they break the aperture

barrier by using two separate tele-
scopes instead of putting a contraption
of mirrors across one central telescope.
The interferometer’s two 6.5-meter tele-
scopes are separated by 10 to 188 me-
ters, a record that has yet to be sur-
passed. Second, they use electronic de-
tection and data recording, whereas
previous researchers observed by eye.

Brown and Twiss also take the novel
approach of detecting individual pho-
tons at the separate telescopes and cor-
relating their arrival times. This tech-
nique has the virtue of simplicity (the
light beams from the telescopes are
never brought together) but has low
sensitivity: even with 100 hours of ob-
servation time, the scientists can study

Interferometers for Astronomy across the Ages
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the process that combines their light.
The second difference is how the light

is combined in synchrony. In general,
one of the primary mirrors is closer than
the other to the star under observation
[see illustration on page 59]. Think of a

specific wave of light from the star as a
pulse that it has emitted. Unless the star
and the mirrors happen to be positioned
symmetrically, this pulse will hit one
mirror before the other. To compensate
for this difference in timing, the light

path from each mirror to the common
detector includes an adjustable detour,
called a delay line, consisting of mirrors
on a slide that can be positioned with
very high precision.

The third difference is that the light is
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stars no dimmer than those of Orion’s belt,about
magnitude 2.5 in technical terms.

1974: Two groups use the separate-telescope
approach with more sensitive detection tech-
niques. Antoine Labeyrie and his colleagues,
working at visual wavelengths and using
Michelson’s technique of combining the two
beams before detection, observe the star Vega
with a 12-meter baseline. At Kitt Peak, Ariz., a
group under Charles H. Townes, working in the
midinfrared, borrow a technique from radio as-
tronomy to observe Mercury on a 5.5-meter
baseline. Known as heterodyning, the method
involves converting the detected high-frequen-
cy signal down to lower frequencies in much the
same way as a radio receiver converts 100-
megahertz FM radio signals down to the fre-
quencies of sound in the human hearing range.

1980: The Very Large Array (a radio interferome-
ter) is commissioned in Socorro, N.M. It goes on
to produce thousands of significant results. [For
more on radio interferometry, see “The Very-Long-Baseline Array,”
by Kenneth I.Kellermann and A.Richard Thompson; SCIENTIFIC AMER-
ICAN, January 1988.]

Recent optical work: Following the work of Labeyrie and Townes,
activity in optical interferometry picked up speed.Townes has con-
tinued the midinfrared development begun in the early 1970s. His
group is now operating a two-element heterodyne interferometer
with 1.6-meter telescopes on a 32-meter maximum baseline and
has studied dust around stars far along in their life cycle. A third
telescope and a 75-meter maximum baseline are soon to come.

Since 1974 astronomers have built over a dozen visual and
near-infrared interferometers, of which eight are in operation and
five are under development. All of these have extended the archi-
tecture used by Labeyrie in various ways: baseline length (the cur-
rent maximum is 80 meters at the Sydney University Stellar Inter-
ferometer, Australia); aperture size (1.5 meters, GI2T, France); num-
ber of telescopes used at once (four, Cambridge Optical Aperture
Synthesis Array, England); and wavelength range (450 to 850
nanometers, Navy Prototype Optical Interferometer, U.S.).The box
on page 58 discusses the types of results obtained by these
groups. —A.R.H.and J.T.A.
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INTERFERENCE FRINGES for a single star (left) have higher
visibility, or contrast, for short baselines and lower visibility for
long baselines. The diameter of a star (its angular size on the sky)

can be deduced from its fringes (right). As the baseline is increased,
the fringe visibility of a large star falls faster than that of a small
star. Measurements of small stars therefore need larger baselines.
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combined not to produce an image of
the star but to detect how the two beams
of light interfere. When the peaks and
troughs of the two light waves coincide
(the waves  are “in phase”), constructive
interference occurs, producing a high in-
tensity. Light that combines out of phase
interferes destructively, producing a low
intensity. These oscillations of bright and
dark are called fringes. 

Astronomers measure the fringes’ con-
trast, or visibility, which varies according
to the characteristics of the light source
(for example, the size of a star or the
separation between two stars in a binary
system) and according to the length and
orientation of the interferometer’s base-
line, the line connecting the two mirrors.
Astronomers can take measurements
from many different baselines, most eas-
ily by waiting while Earth rotates. In ad-
dition, most of the new interferometers
have more than two mirrors in the array
and can move the mirrors along tracks.

The researchers analyze the signals by
computer, using Fourier transform algo-
rithms to convert the measured fringes
into a map of the object under study.
That map is actually the same as the im-
perfect image that would be seen by a

sparse-aperture telescope with a diame-
ter equal to the interferometer’s base-
line. So although the results can have
very high resolution, the information
they convey is incomplete, somewhat
like a view of a house partially hidden
behind a tall picket fence. As data from
more baselines are combined, the image
becomes more complete, as if one saw
the house through the fence’s blurred
pickets while gliding by on a bicycle.

Costs and Complications

Optical interferometry avoids the
costs and difficulties of building a

single mammoth telescope but exacts its
own price in ways that designers must
consider carefully. The light beams from
each telescope must be transported doz-
ens or hundreds of meters to the central
facility where they are combined. Dif-
ferent wavelengths of light travel at dif-
ferent speeds through air, so the beams
must be transported in a vacuum. The
expense of the infrastructure grows
quickly as the baseline size and number
of elements are increased.

An interferometer with more than
two telescopes can produce more com-

plete images of objects by simultaneous-
ly obtaining fringes for many different
baselines. But there are limits to how far
this can be pushed. With a 10-telescope
interferometer, for instance, one would
want to split each light beam into nine
beamlets for combining with beamlets
from the other telescopes. This dilution
lowers the instrument’s sensitivity be-
cause each set of fringes must be pro-
duced with fewer photons. The practi-
cal limit is in the range of five to 20 tele-
scopes. In addition, the complexity of
the combining optics increases very rap-
idly because the number of baselines in-
creases roughly as the square of the num-
ber of telescopes. For example, two tele-
scopes have a single baseline; 10 would
have 45 baselines. Each mirror along a
light path saps a percent or so of the
beam’s photons.

Atmospheric turbulence, the nemesis
of large telescopes, also creates prob-
lems for an interferometer. Turbulence
makes the apparent position of a star
on the sky jitter around irregularly.
This jitter often causes the beams in
two arms of the interferometer to over-
lap imperfectly or not at all at any giv-
en moment. Including sensors and a
rapidly responding tilting mirror in
each optical path—technology that can
be borrowed from adaptive optics—can
partially correct the jitter problem.

But turbulence also causes a second
problem: it adds a random and very
rapidly changing delay to each beam
because each telescope looks through a
different patch of turbulent atmosphere.
This effect degrades the interference
needed to produce visible fringes, and it
must be removed as much as possible
to measure fainter stars and to improve
precision.

The need for these corrections impos-
es severe constraints on the interferom-
eter’s sensitivity. One cannot get around
these constraints by increasing the tele-
scope sizes or using longer data collec-
tion times: the information needed to
make the corrections—embodied in
light from the object under study or an-
other nearby bright star—must be gath-
ered from apertures no bigger than
about 20 centimeters (so that the angle
tracker has only one speckle to follow)
and must be gathered within about 10
milliseconds (so neither the speckles
nor the fringes move appreciably). The
interference signal itself must also be
detected in a gathering time of a few
milliseconds to avoid its smearing by
the atmospheric fluctuations.
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The amalgam of technology
needed for all these functions
ranges from high-speed photo-
detectors to computers capable
of recording at least several gi-
gabytes of data per night to fre-
quency-stabilized lasers, which
precisely monitor delay-line
lengths that are changing on
millisecond timescales. These
tools have become available
and mature only in the past 20
to 30 years, and the learning
curve to use them effectively
has been steep.

What’s Coming

All these problems produce
the single largest disadvan-

tage of current optical interfer-
ometers: they are barely more
sensitive than the naked eye, al-
beit with much higher resolu-
tion. Nevertheless, even limited
to the few thousand brightest
stars in the sky, interferometers
are already amassing a tremen-
dous observational database
and producing unique results
that justify the effort required
[see box on page 58]. And these
limitations will be overcome in
the near future when sophisti-
cated adaptive optics systems
are installed on groups of large
telescopes.

In recent years, astronomers have
been constructing numerous optical and
infrared interferometers of ever increas-
ing sophistication. Optical interferome-
ters with several telescopes will soon be
online. For example, the Navy Prototype
Optical Interferometer (NPOI) on An-
derson Mesa in Arizona expects to de-
ploy six apertures within the year, with
15 baselines. In principle, with enough

data, astronomers can make a map of a
star using methods similar to those used
in radio interferometry. In practice,
those traditional methods are straight-
forward in optical interferometry for
only the simplest of source structures:
binary stars. Custom algorithms are be-
ing developed to produce optical maps
of sources whose appearance may take
any form, such as elliptical stars, stars
with spots, and stars with outflowing or

flaring material. Optical inter-
ferometers have a lot of catch-
ing up to do to reach their
cousins operating at the longer
wavelengths of radio waves.

Interferometers that have ad-
vanced adaptive optics, such as
the Keck Interferometer (two
10-meter telescopes 85 meters
apart) and the Very Large Tele-
scope Interferometer (an array
of four eight-meter telescopes in
Chile), will image faint astro-
nomical phenomena with su-
perb angular resolution. Both of
these facilities will be enhanced
with smaller, more widely
spaced outrigger telescopes. Pro-
posed space-borne platforms
such as the Space Interferome-

ter Mission, the Terrestrial Planet Find-
er and the MicroArcsecond X-ray
Imaging Mission will push astrometry
(the science of measuring stellar posi-
tions) into the microarcsecond range
and will be able to detect planets. Even
with optical interferometry, our chil-
dren still won’t be spotting playmates
on other planets anytime soon, but
nonetheless a profusion of technology
and scientific results lies ahead.
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BINARY STAR CAPELLA pro-
duced this distinctive pattern of
fringes at the Mark III Interfer-
ometer. As Earth rotates, the in-
terferometer’s baseline follows 
an elliptical arc. The size of each
circle indicates the visibility of
fringes seen using that baseline, at
one of three wavelengths (colors).
Equally spaced lines pass through
the positions of maximum visibil-
ity. The two stars in Capella must
be oriented at right angles to
these lines (inset), separated by a
distance that depends on the re-
ciprocal of the lines’ spacing.
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Anole lizards can be found everywhere on the islands  
of the Greater Antilles: in the tops of trees, along 

their trunks, down among the leaf litter, on fence
posts, near flowers. They come in all forms: short, long,
blue, brown, green or gray, strong jumpers, poor jumpers,
big and brazen, creeping and cautious. This incredible di-
versity makes the anoles, members of the genus Anolis,
fascinating creatures to study. For hidden in their myriad
forms and dwelling places is the key to an important bio-
logical mystery: What drives a creature’s evolution to
take one path instead of another?

Any visitor to the islands will quickly see that the
kinds of anoles that occur together—that is, sympatrical-
ly—differ in the habitat they occupy. One species, for ex-
ample, will be found only in the grass, another only on
twigs, a third nearby on the base of tree trunks, sometimes
venturing onto the ground. These three species also differ
in their morphology. The grass dweller is slender with a
long tail, the twig dweller is also thin but with relatively
stubby legs, and the tree lizard is stocky with long legs.

What is striking about these lizards is not just that co-
existing species differ in morphology and how they use
their habitat. Such differences are actually the norm
among closely related, sympatric species: Darwin’s finches
on the Galápagos Islands and the lemurs of Madagascar 

On some islands in the 
Caribbean, evolution seems 

to have taken the same turn—

over and over and over again

A Lizard’sTale
Evolution:

by Jonathan B. Losos
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ANOLE LIZARDS of the Caribbean
islands are a diverse bunch. In the
Greater Antilles, about 110 species
have evolved to fill nearly every ecolog-
ical niche, from the crown giant that
lives in tree canopies to the long-tailed
grass-dwelling anole.
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provide two famous examples of ani-
mals that adapted into every available
niche. What is unusual about the Carib-
bean anoles is that the same types of
habitat specialists occur on each island.
If a visitor goes to Puerto Rico and ob-
serves the twig species that lives there,
he can then travel to each of the other
Greater Antillean islands of Cuba, His-
paniola (which encompasses Haiti and
the Dominican Republic) and Jamaica,
and find a species that looks nearly
identical, lives in the same type of habi-
tat and behaves in much the same man-
ner. All four islands also have a base-of-
tree specialist, an arboreal specialist and
a tree-canopy giant. In addition, grass
specialists occur on three islands, and
trunk specialists (which have flatter
bodies and shorter tails than do base-of-
tree lizards) on two.

Biologists are accustomed to finding
similar species in similar ecological nich-
es in different parts of the world. The
marsupial cat and marsupial wolf of
Australia are morphologically and eco-
logically similar to their feline and ca-
nine counterparts on other continents.
But convergence of entire communities
is an entirely different matter. Although
communities in different areas often
bear some resemblance to one another,
the occurrence of communities com-
posed of the same set of ecological spe-
cialists is virtually unparalleled.

Once Was Not Enough

The existence of such communities
implies that some deterministic pro-

cess is responsible for shaping their struc-
ture—that something drives the lizards’
evolution to take the same course again
and again. My colleagues and I have
been testing this idea, which has meant
testing the three assumptions it is based
on: that the specialists evolved independ-
ently on each island, that the lizards are
indeed adapted for their particular eco-
logical niches and that similar ecological
and evolutionary processes operate on
each island. In the past 20 years the arse-
nal of tools available to evolutionary bi-
ologists has expanded enormously, al-
lowing us to draw on many disciplines
to answer our questions. Using fossil
records, field observations, experiments
and DNA sequencing, we have begun to
figure out what is happening with the
anoles of the Greater Antilles.

The presence of similar species on dif-
ferent islands could be explained in sev-
eral ways. An ancestral species might

have adapted to exploit a particular
ecological niche on one island and then
made its way over water—perhaps by
raft or hurricane—to colonize other is-
lands. Or this ancestral specialist might
have evolved at a time when the islands
were connected, which some of the
Caribbean islands may have
been. After the islands sepa-
rated, the isolated lizard
populations would have be-
come distinct species, while
also retaining the adapta-
tions of their ancestors. Both
of these scenarios imply that
specialization to each niche
occurred only once. Alterna-
tively, each specialist could
have arisen independently—
or convergently—on each of
the Greater Antilles.

By examining an evolutionary tree,
termed a phylogeny, for Caribbean ano-
les, we can determine which of these
possibilities occurred. If each type of
specialist evolved just once, then similar
specialists on different islands would be
closely related. Conversely, if the spe-
cialists evolved independently on each
island, then similar specialists on differ-
ent islands would not be closely related.
In the latter case, a specialist on one is-
land would be more closely related to
other types of lizards on the same is-
land—regardless of their ecological
niche—than it would be to similar niche-
users on different islands. So a twig
dweller on Jamaica would be more
closely related to the Jamaican canopy
or tree-base lizards than it would be to a
Cuban twig dweller.

By comparing DNA sequences for the
same gene or genes in different species,
biologists can draw inferences about
how species are related evolutionarily.
Although controversy exists about the
best method of deducing phylogenetic
relationships from DNA comparisons,
researchers agree that species that have
more similar DNA are, in most cases,
more closely related to each other than
to another species whose DNA is less
similar. Thus, humans and chimps,
which share a great deal of their DNA,
had a common ancestor much more re-
cently than did humans and baboons,
which share less.

Using this approach, a team including
Todd R. Jackman (now at Villanova
University), Allan Larson of Washington
University and Kevin de Queiroz of the
Smithsonian Institution sequenced sev-
eral genes from more than 50 species of

anoles. The data are clear-cut: habitat
specialists on one island are not closely
related to the same habitat specialists
elsewhere. Our findings indicate that spe-
cialists evolved independently on each is-
land and that similar communities
evolved independently on each island.

The fossil record can often provide
another form of evidence for such con-
clusions. Unfortunately, except for spec-
imens from only the past few thousand
years, anole fossils are extremely rare.
Perhaps a dozen exist, all of them en-
cased in amber. Presumably these
lizards became stuck in the oozing resin
of ancient trees that later fell to the
ground and became fossilized. Given
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GREATER ANTILLES islands,
which consist of Cuba, Hispaniola
(Haiti and the Dominican Repub-
lic), Puerto Rico and Jamaica, each
have an anole that has evolved to
live primarily on twigs.

CUBA

Anolis angusticeps

A. valencienni
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the popularity of Jurassic Park, most of
the amber fossils quickly find their way
into private hands and remain unavail-
able for study. Nevertheless, we have ex-
amined two specimens found on His-
paniola, dating from the Miocene peri-
od, approximately 20 million years ago.
These specimens are virtually indistin-
guishable from the tree-canopy habitat
specialists living today and make clear
that the phenomenon of anole habitat
specialization is an ancient one.

Convergent evolution in similar situa-

tions suggests that features have evolved
in response to similar problems posed
by the environment. Testing this pos-
sibility requires understanding why a
particular feature may be favored in cer-
tain circumstances. Take leg length as an
example. As I mentioned above, Carib-
bean anoles that live on twigs have very
short legs, whereas those occupying low-
er tree trunks have very long legs. To see
whether leg length evolved as a response
to differences in the diameter of the sur-
face, we need two kinds of information.
We have to discover what the functional
consequences of differences in leg length
are, and we have to gather data on the
relevance of such differences to the be-

havior and habitat use of the species.
To obtain such information we had to

combine laboratory and field approach-
es. In the laboratory, we investigated
functional capabilities by focusing on
ecologically relevant measures, such as
how fast a lizard can run or how well it
can cling. Some of these studies required
sophisticated electronic equipment. To
record how fast a lizard runs, for exam-
ple, we built a lizard racetrack—a nar-
row route two meters in length with in-
frared beams and detectors positioned

every quarter of a meter. Lizards
placed at one end of the track usu-
ally sprint rapidly toward the dark
bag at the opposite end. To deter-
mine clinging ability, we placed
lizards on a vertical, highly sensitive
plate that measures the force their
toe pads generate as the lizards at-
tempt to maintain their position
while being pulled downward by
the experimenter.

Other equipment is not nearly so
technologically advanced. To measure
maximum jumping capabilities, we put
lizards on a flat board 30 centimeters
above the ground and induced them to
jump by tapping them on the tail. We
then measured how far they had jumped.

These various studies have confirmed
much of what one would expect. When
the effects of the differences in body

size are factored out, both running and
jumping ability are related to relative
hind-limb length. This finding is predict-
able because long-legged lizards take
longer strides and attain higher veloci-
ties during jump takeoff. Similarly, larger
toe pads confer greater clinging ability.

But the studies also provided some
surprises. Most notably, the relation be-
tween limb length and sprint speed de-
pends on the surface on which the lizard

is running. As surface diameter dimin-
ishes, so does the advantage of longer
limbs. The long-legged Puerto Rican
base-of-trunk specialist Anolis gundlachi
can run twice as fast as the short-legged
Jamaican twig species A. valencienni on
flat surfaces. But A. gundlachi’s speed
declines markedly with diminishing sur-
face diameter. On narrow surfaces that
are one centimeter in diameter, the spe-
cies run equally slowly, despite the differ-
ences in the lengths of their legs. But
whereas the twig anole is very sure-foot-
ed on surfaces of all widths, the longer-
legged species trips or falls more often
than not on narrow surfaces.

This variation in functional capability
supports the contention that morpho-
logical differences have indeed evolved
as adaptations to different environmen-
tal niches. But only by examining what
animals actually do in nature can we de-
termine whether these capabilities really
confer any advantage. Painstaking field
studies, conducted primarily by Duncan
Irschick, now at Tulane University, re-
veal that anoles almost always jump dis-
tances considerably shorter than the
maximum capabilities observed in the
laboratory. Therefore, the evolution of
long legs is unlikely to have resulted as a
response to selection for jumping ability.

In contrast, anoles often do run at top
speed—especially when trying to avoid
predators. The species that run most fre-
quently are those with the greatest
sprinting abilities and the longest legs.
Short-legged species rarely run: whether
stalking prey or eluding predators, they
take the opposite approach, moving
stealthily to avoid detection. Given their
lack of speed, surefootedness is particu-
larly important, as a stumbling lizard is
more likely to attract attention and,
once detected, is less likely to escape.

Of Plasticity and Natural Selection

Seeing natural selection at work—that
is, seeing a creature adapt to a new

habitat and develop a specialization such
as short-legged surefootedness—is a rare
privilege. Evolution most often occurs
over timescales humans cannot experi-
ence. But an experiment initiated in the
late 1970s by Thomas and Amy Schoe-
ner of the University of California at
Davis has allowed us a tiny window
onto this process. Noticing that certain
very small islands in the Bahamas do not
naturally harbor anoles, the Schoeners
introduced the brown anole, A. sagrei,
to 20 islands to study the process of ex-
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tinction. To their surprise, the Schoeners
found that the populations survived and
even flourished on all but the smallest is-
lands. (The Schoeners’ conclusion that
the absence of lizards results from the oc-
casional hurricane was verified in 1996
when Hurricane Lili wiped out lizard
populations on many small islands.) 

Because the islands differ in vegeta-
tion—some have broad tree trunks and
others only scraggly bushes—the Schoe-
ners’ introduced lizards gave us the
chance in 1991 to see whether they had
adapted to the different circumstances in
which they found themselves. Based on
our studies of the anoles of the Greater
Antilles, we could make predictions:
lizard populations on islands with broad
surfaces should have longer legs than
do those on islands with only narrow
perching surfaces. Our findings corrob-
orated these predictions, indicating that
populations had rapidly adapted to en-
vironmental differences in just the way
we expected. We found that lizards
with wider substrates had legs that
were several millimeters longer than
those raised on narrower surfaces.

A second scenario could also explain
these results. The legs of lizards growing
up on broader surfaces might simply
grow longer than the legs of lizards on
narrower surfaces. Such a phenomenon,
termed phenotypic plasticity, could even
result in individuals that are genetically
identical. Studies on bone growth, con-
ducted on mammals and birds, indicate
that the bones of individuals experienc-

ing different stresses and strains during
growth develop differently. For example,
the serving arms of professional tennis
players are longer than their nonserving
arms. Given that professional tennis
players spend hours smashing tennis
balls, day after day, during their child-
hood, these results clearly indicate how
differences in activity patterns can lead
to differences in limb length.

It is a long way, however, from pro-
fessional tennis players to lizards grow-
ing up on islands with different kinds of
vegetation. To see if experience could al-
ter the limb length of the lizards, a num-
ber of colleagues and I raised baby A.
sagrei at the St. Louis Zoo in two envi-
ronments: on narrow 0.7-centimeter-
wide wooden dowels and on broad
eight-centimeter-wide boards. What we
found, to our surprise, is that the lizards
that grew up on the broad surface de-
veloped longer limbs than those that
grew up on the narrow surfaces—al-
though the differences were not as great
as those found between twig users and
base-of-tree users in the Greater Antilles. 

These findings suggest that the differ-
ences observed among the introduced
Bahamian populations might result from
phenotypic plasticity. To verify this con-
clusion, we will need to raise lizards
from populations with different limb
lengths under similar, controlled condi-
tions. If the observed differences in na-
ture are the result of phenotypic plastici-
ty, then differences in limb length should
not appear among individuals raised 

in captivity under identical conditions.
In recent years scientists have begun

to consider the possibility that pheno-
typic plasticity may play an important
role in adaptive evolution. By produc-
ing morphologies suited to different en-
vironments, phenotypic plasticity may
allow a population to utilize a habitat
in which it otherwise could not survive.
Such differences, of course, are not ge-
netically based and do not reflect evolu-
tionary change. But eventually muta-
tions will occur, by chance, in these pop-
ulations, making the individuals even
better adapted to this new habitat. These
changes, being genetically based, would
lead to evolutionary change. Given
enough time, mutation and natural se-
lection could produce species substan-
tially different, and better adapted, than
the ancestral form. In this way, pheno-
typic plasticity could be an important
means by which major evolutionary
changes are initiated. This hypothesis—
first put forth more than 50 years ago
but only now receiving serious atten-
tion—merits further investigation.

An Island Is an Island Is an Island

The last piece of the puzzle that we
needed to look at is why specializa-

tions evolved in the first place. One ex-
planation posits that two ancestral, un-
specialized species became sympatric,
perhaps because one colonized an island
occupied by the other. Because most
species of anoles are quite generalized in
their diets, eating a wide variety of dif-
ferent kinds of insects as well as, in some
cases, fruits and small vertebrates, two
such species are likely to have competed
for food. By utilizing different habitats
and eating different prey, they could
minimize competitive interactions. Nat-
ural selection would favor the evolution
of features that made each species well
adapted to its habitat, producing the
specialized species we now see.

Although it is not possible to deter-
mine whether, in fact, competition
among ancestral anoles led to specializa-
tion, we can ascertain whether competi-
tion occurs among species today. A large
body of work implies that it does. Com-
parisons of populations of A. sagrei in
the Bahamas reveal that in areas where
the species occurs by itself, it perches
higher and uses a broader range of perch-
ing sites than it does in areas where other
species of anoles are present. Competi-
tion with other, more arboreal species
seems to force the brown anole to alter
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EVOLUTIONARY TREES depict two of many possible hypotheses about
the anole lizards’ genetic relatedness. At one extreme, each kind of specialist
evolved again and again, on different islands (left). At the other extreme, each
specialist evolved only once and then ended up on various islands (right). DNA
analysis suggests that a situation similar to the first scenario is more likely.
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its habitat use. But there are other expla-
nations for this behavior as well. Maybe
the habitat differs in places with and
without other species. 

Fortunately, field experiments can
help settle this question. In the Puerto
Rican rain forest, graduate students
Manuel Leal and Javier A. Rodríguez-
Robles (now, respectively, at Union Col-
lege and the University of California at
Berkeley) and I captured and removed
all individuals of A. gundlachi—the long-
legged lizard that lives at the base of the
tree—from three 20-by-20-meter plots.
We then monitored the population den-
sities of a second species, the Evermann’s
tree-canopy anole, or A. evermanni.
Three similar plots in which A. gundlachi
was not removed served as controls. Af-
ter eight weeks, population densities of
A. evermanni were significantly higher
in the plots without A. gundlachi than
they were in the controls.

Similar results were obtained in stud-
ies that David Spiller of the University

of California at Davis and I conducted
on some tiny islands in the Bahamas.
We introduced populations of the green
anole, A. carolinensis, which lives in the
canopy, to some of the uninhabited sites.
We then compared how they did alone
versus how they did on islands where
they coexisted with A. sagrei. We found
that A. carolinensis was doing much bet-
ter when it did not have to compete
with A. sagrei. These findings and others
strongly support the argument that sym-
patric species of anoles negatively affect
one another. Although other processes
are possible—such as predation by one
anole species on another—competition
for resources is by far the most likely ex-
planation. Experiments by Joan Rough-
garden and her colleagues at Stanford
University indicate that the more ecologi-
cally and morphologically similar species
are, the stronger the effect they will have
on each other. Consequently, it is very
plausible that competition was the pro-
cess leading to habitat specialization.

Unraveling the secrets of evolution is
truly like a detective story. Clues exist,
but none are definitive. And in the case
of the Caribbean lizards, we are still left
with the big question: Why did evolu-
tionary diversification lead to such simi-
lar outcomes? One possibility is that the
islands are relatively biologically impov-
erished—that is, they have many fewer
other species of lizards, birds and other
animals than do nearby Central Ameri-
can regions. As a result, anoles have
been able to radiate into relatively open
ecosystems, unfettered by much compe-
tition or predation. Because few other
creatures influence the course of evolu-
tion and because the environment of
each island is quite similar, evolution
might take the same course. Indeed, this
is seen in the repeated radiation of cich-
lid fish in different East African lakes
[see “Cichlids of the Rift Lakes,” by
Melanie Stiassny; SCIENTIFIC AMERICAN,
February 1999]. 

But as far as we can tell, replicated
adaptive radiation is not the rule but
the exception. Only by keeping an open
mind and following the data, wherever
they lead, can we ultimately hope to
solve this mystery of natural history.
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adulthood on different substrates. Lizards growing up on thin dowels develop slightly
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Why are some countries stu-
pendously rich and others
horrendously poor? So-

cial theorists have been captivated by
this question since the late 18th century,
when Scottish economist Adam Smith
addressed the issue in his magisterial
work The Wealth of Nations. Smith ar-
gued that the best prescription for pros-
perity is a free-market economy in which
the government allows businesses sub-
stantial freedom to pursue profits. Over
the past two centuries, Smith’s hypothe-
sis has been vindicated by the striking
success of capitalist economies in North
America, western Europe and East Asia
and by the dismal failure of socialist
planning in eastern Europe and the for-
mer Soviet Union.

Smith, however, made a second no-
table hypothesis: that the physical geog-
raphy of a region can influence its eco-
nomic performance. He contended that
the economies of coastal regions, with
their easy access to sea trade, usually out-
perform the economies of inland areas.
Although most economists today follow
Smith in linking prosperity with free
markets, they have tended to neglect the
role of geography. They implicitly as-
sume that all parts of the world have the
same prospects for economic growth
and long-term development and that
differences in performance are the result
of differences in institutions. Our find-
ings, based on newly available data and

research methods, suggest otherwise.
We have found strong evidence that ge-
ography plays an important role in shap-
ing the distribution of world income and
economic growth.

Coastal regions and those near navi-
gable waterways are indeed far richer
and more densely settled than interior
regions, just as Smith predicted. More-
over, an area’s climate can also affect its
economic development. Nations in trop-
ical climate zones generally face higher
rates of infectious disease and lower
agricultural productivity (especially for
staple foods) than do nations in temper-
ate zones. Similar burdens apply to the
desert zones. The very poorest regions in
the world are those saddled with both
handicaps: distance from sea trade and a
tropical or desert ecology.

A skeptical reader with a basic un-
derstanding of geography might com-
ment at this point, “Fine, but isn’t all of
this familiar?” We have three respons-
es. First, we go far beyond the basics by
systematically quantifying the contribu-
tions of geography, economic policy
and other factors in determining a na-
tion’s performance. We have combined
the research tools used by geograph-
ers—including new software that can
create detailed maps of global popula-
tion density—with the techniques and
equations of macroeconomics. Second,
the basic lessons of geography are worth
repeating, because most economists have

ignored them. In the past decade the vast
majority of papers on economic devel-
opment have neglected even the most
obvious geographical realities. Third, if
our findings are true, the policy impli-
cations are significant. Aid programs
for developing countries will have to be
revamped to specifically address the
problems imposed by geography. In
particular, we have tried to formulate
new strategies that would help nations
in tropical zones raise their agricultural
productivity and reduce the prevalence
of diseases such as malaria.

The Geographical Divide

The best single indicator of prosperi-
ty is gross national product (GNP)

per capita—the total value of a coun-
try’s economic output, divided by its
population. A map showing the world
distribution of GNP per capita immedi-
ately reveals the vast gap between rich
and poor nations [see map on page 74].
Notice that the great majority of the
poorest countries lie in the geographical
tropics—the area between the tropic of
Cancer and the tropic of Capricorn. In
contrast, most of the richest countries lie
in the temperate zones.

A more precise picture of this geo-
graphical divide can be obtained by
defining tropical regions by climate
rather than by latitude. The map on
page 75 divides the world into five R.
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broad climate zones based on a classifi-
cation scheme developed by German cli-
matologists Wladimir P. Köppen and
Rudolph Geiger. The five zones are trop-
ical-subtropical (hereafter referred to as
tropical), desert-steppe (desert), temper-
ate-snow (temperate), highland and po-
lar. The zones are defined by measure-
ments of temperature and precipitation.
We excluded the polar zone from our
analysis because it is largely uninhabited.

Among the 28 economies categorized
as high income by the World Bank (with
populations of at least one million),
only Hong Kong, Singapore and part of
Taiwan are in the tropical zone, repre-
senting a mere 2 percent of the combined
population of the high-income regions.
Almost all the temperate-zone countries
have either high-income economies (as
in the cases of North America, western
Europe, Korea and Japan) or middle-
income economies burdened by social-
ist policies in the past (as in the cases of
eastern Europe, the former Soviet Union
and China). In addition, there is a
strong temperate-tropical divide within
countries that straddle both types of cli-
mates. Most of Brazil, for example, lies
within the tropical zone, but the richest
part of the nation—the southernmost
states—is in the temperate zone.

The importance of access to sea trade
is also evident in the world map of GNP
per capita. Regions far from the sea,
such as the landlocked countries of
South America, Africa and Asia, tend to
be considerably poorer than their coastal
counterparts. The differences between
coastal and interior areas show up even
more strongly in a world map delineat-
ing GNP density—that is, the amount of
economic output per square kilometer
[see illustration on pages 70 and 71].
This map is based on a detailed survey
of global population densities in 1994.
Geographic information system soft-
ware is used to divide the world’s land
area into five-minute-by-five-minute sec-
tions (about  100 square kilometers at
the equator). One can estimate the GNP
density for each section by multiplying
its population density and its GNP per
capita. Researchers must use national
averages of GNP per capita when re-
gional estimates are not available.

To make sense of the data, we have
classified the world’s regions in broad
categories defined by climate and prox-
imity to the sea. We call a region “near”
if it lies within 100 kilometers of a sea-
coast or a sea-navigable waterway (a riv-
er, lake or canal in which oceangoing
vessels can operate) and “far” otherwise.
Regions in each of the four climate zones
we analyzed can be either near or far, re-
sulting in a total of eight categories. The
table on the next page shows how the
world’s population, income and land
area are divided among these regions.

The breakdown reveals some striking

patterns. Global production is highly
concentrated in the coastal regions of
temperate climate zones. Regions in the
“temperate-near” category constitute a
mere 8.4 percent of the world’s inhabited
land area, but they hold 22.8 percent of
the world’s population and produce 52.9
percent of the world’s GNP. Per capita
income in these regions is 2.3 times
greater than the global average, and
population density is 2.7 times greater.
In contrast, the “tropical-far” category is
the poorest, with a per capita GNP only
about one third of the world average. 

Interpreting the Patterns

In our research we have examined three
major ways in which geography af-

fects economic development. First, as
Adam Smith noted, economies differ in
their ease of transporting goods, people
and ideas. Because sea trade is less cost-
ly than land- or air-based trade, econo-
mies near coastlines have a great advan-
tage over hinterland economies. The
per-kilometer costs of overland trade
within Africa, for example, are often an
order of magnitude greater than the
costs of sea trade to an African port.
Here are some figures we found recent-
ly: The cost of shipping a six-meter-long
container from Rotterdam, the Nether-
lands, to Dar-es-Salaam, Tanzania—an
air distance of 7,300 kilometers—was
about $1,400. But transporting the
same container overland from Dar-es-
Salaam to Kigali, Rwanda—a distance
of 1,280 kilometers by road—cost
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ECONOMIC DISPARITIES can be partly attrib-
uted to geography.Coastal temperate-zone
countries such as Germany (opposite page)
have lower transportation costs and higher
farm productivity than landlocked tropical-
zone countries such as Uganda (above).
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about $2,500, or nearly twice as much.
Second, geography affects the preva-

lence of disease. Many kinds of infec-
tious diseases are endemic to the tropi-
cal and subtropical zones. This tends to
be true of diseases in which the patho-
gen spends part of its life cycle outside
the human host: for instance, malaria
(carried by mosquitoes) and helminthic
infections (caused by parasitic worms).
Although epidemics of malaria have oc-
curred sporadically as far north as
Boston in the past century, the disease
has never gained a lasting foothold in
the temperate zones, because the cold
winters naturally control the mosquito-
based transmission of the disease. (Win-
ter could be considered the world’s most
effective public health intervention.) It is
much more difficult to control malaria
in tropical regions, where transmission
takes place year-round and affects a
large part of the population.

According to the World Health Orga-
nization, 300 million to 500 million new
cases of malaria occur every year, almost
entirely concentrated in the tropics. The
disease is so common in these areas that
no one really knows how many people it
kills annually—at least one million and
perhaps as many as 2.3 million. Wide-
spread illness and early deaths obviously
hold back a nation’s economic perform-
ance by significantly reducing worker
productivity. But there are also long-
term effects that may be amplified over
time through various social feedbacks.

For example, a high incidence of dis-
ease can alter the age structure of a coun-
try’s population. Societies with high lev-
els of child mortality tend to have high
levels of fertility: mothers bear many chil-
dren to guarantee that at least some will
survive to adulthood. Young children

will therefore constitute a large propor-
tion of that country’s population. With
so many children, poor families cannot
invest much in each child’s education.
High fertility also constrains the role of
women in society, because child rearing
takes up so much of their adult lives.

Third, geography affects agricultural
productivity. Of the major food grains—
wheat, maize and rice—wheat grows
only in temperate climates, and maize
and rice crops are generally more pro-
ductive in temperate and subtropical cli-
mates than in tropical zones. On aver-
age, a hectare of land in the tropics
yields 2.3 metric tons of maize, whereas
a hectare in the temperate zone yields
6.4 tons. Farming in tropical rain-forest
environments is hampered by the fragili-
ty of the soil: high temperatures mineral-
ize the organic materials, and the intense
rainfall leaches them out of the soil. In
tropical environments that have wet and

dry seasons—such as the African savan-
na—farmers must contend with the rap-
id loss of soil moisture resulting from
high temperatures, the great variability
of precipitation, and the ever present
risk of drought. Moreover, tropical envi-
ronments are plagued with diverse infes-
tations of pests and parasites that can
devastate both crops and livestock.

Many of the efforts to improve food
output in tropical regions—attempted
first by the colonial powers and then in
recent decades by donor agencies—have
ended in failure. Typically the agricultur-
al experts blithely tried to transfer tem-
perate-zone farming practices to the trop-
ics, only to watch livestock and crops
succumb to pests, disease and climate
barriers. What makes the problem even
more complex is that food productivity
in tropical regions is also influenced by
geologic and topographic conditions that
vary greatly from place to place. The is-
land of Java, for example, can support
highly productive farms because the vol-
canic soil there suffers less nutrient de-
pletion than the nonvolcanic soil of the
neighboring islands of Indonesia.

Moderate advantages or disadvan-
tages in geography can lead to big dif-
ferences in long-term economic per-
formance. For example, favorable agri-
cultural or health conditions may boost
per capita income in temperate-zone na-
tions and hence increase the size of their
economies. This growth encourages in-
ventors in those nations to create prod-
ucts and services to sell into the larger
and richer markets. The resulting inven-
tions further raise economic output,
spurring yet more inventive activity. The
moderate geographical advantage is
thus amplified through innovation.

In contrast, the low food output per
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Data for 1995
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Tropic of Cancer

Tropic of Capricorn

GNP per  Capita

WEALTH AND CLIMATE are
inextricably linked. By com-
paring world maps show-
ing GNP per capita (right)
and climate zones (opposite
page),one notices that tem-
perate-zone countries are
generally much more pros-
perous than tropical-zone
nations.And in each climate
zone, the regions near sea-
coasts and waterways are
richer than the hinterlands
(table below).
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The Wealth of Regions
Climate Zone  (percent of world total)  Near* Far*

Tropical
Land area 19.9% 5.5% 14.4%
Population 40.3% 21.8% 18.5%
GNP 17.4% 10.5% 6.9%

Desert
Land area 29.6% 3.0% 26.6%
Population 18.0% 4.4% 13.6%
GNP 10.1% 3.2% 6.8%

Highland
Land area 7.3% 0.4% 6.9%
Population 6.8% 0.9% 5.9%
GNP 5.3% 0.9% 4.4%

Temperate
Land area 39.2% 8.4% 30.9%
Population 34.9% 22.8% 12.1%
GNP 67.2% 52.9% 14.3%

* ”Near” means within 100 kilometers of seacoast or 
sea-navigable waterway;“far” means otherwise.
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       Polar
       Temperate-snow
       Desert-steppe
       Tropical-subtropical          
       Highland

farm worker in tropical regions tends to
diminish the size of cities, which depend
on the agricultural hinterland for their
sustenance. With a smaller proportion
of the population in urban areas, the
rate of technological advance is usually
slower. The tropical regions therefore
remain more rural than the temperate
regions, with most of their economic ac-
tivity concentrated in low-technology
agriculture rather than in high-technolo-
gy manufacturing and services.

We must stress, however, that geo-
graphical factors are only part of the sto-
ry. Social and economic institutions are
critical to long-term economic perform-
ance. It is particularly instructive to com-
pare the post–World War II performance
of free-market and socialist economies
in neighboring countries that share the
same geographical characteristics: North
and South Korea, East and West Ger-
many, the Czech Republic and Austria,
and Estonia and Finland. In each case
we find that free-market institutions
vastly outperformed socialist ones.

The main implication of our findings
is that policymakers should pay more
attention to the developmental barriers
associated with geography—specifically,
poor health, low agricultural produc-

tivity and high transportation costs. For
example, tropical economies should
strive to diversify production into man-
ufacturing and service sectors that are
not hindered by climate conditions. The
successful countries of tropical South-
east Asia, most notably Malaysia, have
achieved stunning advances in the past
30 years, in part by addressing public
health problems and in part by moving
their economies away from climate-de-
pendent commodity exports (rubber,
palm oil and so on) to electronics, semi-
conductors and other industrial sectors.
They were helped by the high concen-
tration of their populations in coastal
areas near international sea lanes and
by the relatively tractable conditions
for the control of malaria and other
tropical diseases. Sub-Saharan Africa is
not so fortunate: most of its population
is located far from the coasts, and its
ecological conditions are harsher on
human health and agriculture.

The World Bank and the International
Monetary Fund, the two international
agencies that are most influential in ad-
vising developing countries, currently
place more emphasis on institutional re-
forms—for instance, overhauling a na-
tion’s civil service or its tax administra-

tion—than on the technologies needed to
fight tropical diseases and low agricul-
tural productivity. One formidable ob-

stacle is that pharmaceutical companies
have no market incentive to address the
health problems of the world’s poor.
Therefore, wealthier nations should
adopt policies to increase the companies’
motivation to work on vaccines for trop-
ical diseases. In one of our own initia-

tives, we called on the govern-
ments of wealthy nations to foster
greater research and development
by pledging to buy vaccines for

malaria, HIV/AIDS and tuber-
culosis from the pharmaceuti-
cal companies at a reasonable

price. Similarly, biotechnology
and agricultural research companies
need more incentive to study how to im-
prove farm output in tropical regions. 

The poorest countries in the world
surely lack the resources to relieve their
geographical burdens on their own.
Sub-Saharan African countries have per
capita income levels of around $1 a day.
Even when such countries invest as
much as 3 or 4 percent of their GNP in
public health—a large proportion of na-
tional income for a very poor country—
the result is only about $10 to $15 per
year per person. This is certainly not
enough to control endemic malaria,
much less to fight other rampant dis-
eases such as HIV/AIDS, tuberculosis
and helminthic infections.

A serious effort at global development
will require not just better economic
policies in the poor countries but far
more financial support from the rich
countries to help overcome the special
problems imposed by geography. A pre-
liminary estimate suggests that even a
modest increase in donor financing of
about $25 billion per year—only 0.1
percent of the total GNP of the wealthy
nations, or about $28 per person—could
make a tremendous difference in reduc-
ing disease and increasing food produc-
tivity in the world’s poorest countries.
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Working Knowledge76 Scientific American March 2001

You’re zipping along the highway. Suddenly
you see the patrol car up ahead. You slam
on the brakes. Too late—the radar gun al-
ready has a bead on you. You’re busted.

Radar has snared speeding drivers since the early
1950s. Handheld radar guns have evolved ever since
to increase range, improve targeting and outwit radar
detectors. Radar’s microwaves, which reflect off ob-
jects to indicate speed, have climbed in frequency
from the original X band (10.525 gigahertz) to K
band (24.150 GHz) in the 1970s to Ka band (33.4 to
36.0 GHz) in the late 1980s. The microwave power
output is a relatively harmless 15 to 50 milliwatts.

In 1991 manufacturers unveiled laser radar, or li-
dar. It nails motorists with 904-nanometer infrared
light. Lidar’s chief advantage is its narrow beam, only
three feet wide at 1,000 feet downfield, enabling an
officer to pick out a speeding car or motorcycle
among three vehicles abreast, says Steve Hocker,
product manager at Kustom Signals, a radar and lidar
manufacturer in Lenexa, Kan. The microwave cone
emitted by a radar gun is about 12 degrees, or 210
feet wide at 1,000 feet. Fog, rain and snow, however,
reduce lidar’s accuracy; they do not affect radar’s ac-
curacy, although they might reduce its range. The av-
erage lidar unit costs $3,500, whereas the average
handheld radar gun costs $1,300.

Four U.S. manufacturers produce almost all do-
mestic police radar guns. They also make devices to
measure the velocity of baseballs and speedboats, to
regulate speed in the automatic coupling of railroad
boxcars and to determine scientific data such as the
flow rate of rising rivers, used to predict flooding. A
typical radar unit has a 0.75-mile range and lasts 15
years, according to Jim Hester, general manager of
Decatur Electronics’s radar manufacturing division in
Fort Collins, Colo. The total radar gun market is
about $30 million a year.

Despite rumors to the contrary, radar detectors
are legal in all U.S. states except Virginia and Wash-
ington, D.C. The units sound an alarm when they
sense an incoming signal that matches standard
radar frequencies, supposedly giving drivers time to
slow down. Radar jammers are illegal nationwide,
carrying a charge of obstruction of justice, but mo-
torists are known to use them. They emit a strong
microwave frequency, which the driver tunes to
represent a legal speed; a down-road radar gun will
select that signal because it is more powerful than
the gun’s signal that the car is reflecting. Lidar de-
tectors and jammers are sold as well, many sporting
militaristic names.

—Mark Fischetti 

RADAR GUNS emit a continuous stream of microwaves at a preset

frequency. According to the Doppler effect, when the waves reflect

off an object moving toward the source, their frequency is shifted

higher (objects moving away shift the frequency lower). A station-

ary gun measures the degree of shift, which determines velocity. 
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BATTERIES POWER a Gunn diode, part of a microwave oscilla-

tor. It emits microwaves that are focused into a beam by a horn

and lens (together, the “antenna”). The antenna receives waves

reflected by objects in the beam’s path. A mixing diode com-

pares the outgoing and incoming signals and sends the differ-

ence through an analog-to-digital converter to a digital-signal-

processing (DSP) chip. The DSP analyzes the incoming signal

frequencies and sends the speed value of the strongest return

(typically the closest vehicle) to the gun’s display.
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DID YOU KNOW .. .

SPEEDING PALM TREE

A 1979 Miami TV report showing a

radar gun clocking a palm tree at 86

mph brought radar errors to national

attention. Error correction has im-

proved, but units can occasionally

be foiled by interference from near-

by airport radars, CB radios, cellular

phones, mercury vapor lights or oth-

er police radars, as well as harmon-

ics from a running patrol car’s air

conditioner, heater or engine fan.

But forget telling a judge the unit

was wrong; if calibrated and used

properly, they seldom are.

MUSIC TO THEIR EARS

Police radars emit an audio tone that

rises in proportion to the target’s

speed. In the third octave above mid-

dle C, the note C-sharp corresponds to

60 mph for Decatur’s K-band unit, D-

sharp to 70 mph and F-sharp to 80

mph. Some officers become so trained

to pitch that they can estimate speed

to within 1 mph.

FIRSTS

Hartford, Conn., claims the first auto-

speed regulation; its 1901 law limited

automobiles to 12 mph in the coun-

try and 8 mph in the city. New Amster-

dam (now New York City) passed the

first American “traffic” law on June

12, 1652; it prohibited the riding or

driving of horses at a gallop within

city limits.

IN A LIDAR GUN, electronics ramp up battery power to high voltage that drives a

laser diode. The diode emits infrared laser pulses every five milliseconds. Filters receive

pulses reflecting off a target object and focus them onto an avalanche diode, which con-

verts them to electronic signals. High-speed timing circuitry tracks the time it takes for a

pulse to reflect and return from the target, and algorithms use the data to determine the

object’s distance. The algorithms calculate distance again for subsequent pulses and

then compute velocity by dividing the change in distance by the change in time.

OUTGOING
WAVE

INCOMING
WAVE

ANY OFFSET between a stationary radar gun and a moving target cre-

ates a “cosine effect” that reduces the return frequency by the cosine of

the angle between the gun and the vehicle, thus lowering the speed read-

ing. Therefore, police try to park close to the road and detect vehicles far

downfield. In a patrol car that is cruising with traffic, however, the moving

gun determines relative speed between the car and a target, and any an-

gle may artificially add to the speed reading. Officers are trained to check

the gun’s displayed patrol speed against their own car’s speedometer.
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In June 1970, when I was just 10
years old, a delightful exploration
into geotropism (the response of
plants to gravity) appeared in the

Amateur Scientist. Believe it or not, it was
contributed by my grandfather, George
Donald Graham. When I was a boy, sit-
ting on his knee and listening to how he
created this experiment ignited my inter-
est in science. Thirty years later, now
writing this column myself (for the last
time, I regret to say), I have a new contri-
bution to this topic that I want to share.

My recent advance builds directly on
Grandpa Don’s early insight. He germinat-
ed corn seeds in simulated weightlessness
by taking advantage of the fact that plants
respond only sluggishly to gravity: it typi-
cally requires about a minute for growth
hormones called auxins to shift position,
thereby allowing a tipped-over plant to
start righting itself by adjusting its growth.
So, Grandpa reasoned, if he continuously
tumbled a plant such that it made a com-
plete revolution in less than a minute, the
specimen would be unable to tell up from
down. He was right. And his experiments
with corn seedlings proved that this plant
would fare poorly in a spaceship.

My grandfather’s apparatus averaged
the earth’s field to zero by slowly rotating
the seedlings in the vertical plane. In Feb-
ruary 1996 I described a more elaborate
apparatus, one that spins the seedlings
slowly in one plane (to cancel gravity)
and quickly in another (to create a cen-
trifugal force). That column sparked hun-
dreds of science-fair projects, several of
which earned honors for their creators at
national competitions. The device was,
however, rather difficult to construct.

But there’s an easier approach. Slowly
rotating the seedlings in a vertical plane
cancels gravity completely; slowly rotat-
ing them in a horizontal plane does
nothing special. So if the plants rotate at
some intermediate angle, the seedlings
experience on average an intermediate
amount of gravity.

Why? When something is tilted at an
angle and spun around (as in the device
shown above), part of the gravitational

force pulls along the axis of rotation and
part pulls across it. The cross-axis compo-
nent averages to zero, yet the along-axis
component remains unaffected. So seeds

germinated in a canted, rotating cham-
ber experience an effective gravity that is
reduced by a factor equal to the sine of
the tilt angle (θ).

Geotropism, One Last Time
Shawn Carlson investigates how plants grow in reduced gravity
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ROTATING CANS simulate reduced gravity for seedlings growing within them. Varying the

tilt angle changes the effective pull of gravity from zero (top) to its full value (bottom).
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This fact makes it easy to experiment

with geotropism. Just attach a surplus
clock motor to a juice can and set up the
contraption at an angle. Stuff the toe of a
nylon stocking with moist potting soil
and a few test seeds, then wedge it inside
the can. That’s all there is to it.

You can easily adapt the rotating-can
technique to germinate many seeds si-
multaneously at several different effec-
tive gravities. My first step in this direc-
tion is shown in the illustration on the
opposite page. The apparatus has 20 half-
pint cans (McMaster-Carr, Los Angeles,
562-692-5911; www.mcmaster.com; part
no. 4084T42; about $10 per dozen) posi-
tioned on four shelves inside an old
bookcase. Each shelf holds five cans cant-
ed at an angle. I chose to mount them at
0, 30, 60 and 90 degrees (for my control
plants). A drive belt rotates the two outer
cans. Friction drives the three inner ones.

To make the axles, use a wood screw to
hold the center of each can to a half-
inch-diameter wooden dowel. Next, use
a hole saw and your electric drill to create
openings in the base for thrust bearings
(McMaster-Carr, part no. 5906K512; 33
cents each). Slip the bearings over each
dowel and secure them through the
holes. Create the rims from a small sheet
of gum rubber (McMaster-Carr, part no.
8633K32; about $4 for a 12-by-24-inch
sheet) and an appropriate adhesive (Mc-
Master-Carr, part no. 7587A35; about $3
for a three-ounce tube).

In my latest device, a single motor drives
all 20 cans. The $24 I paid to a dealer in
surplus electronics bought me a 1⁄8-
horsepower electric motor, which runs at
1,600 revolutions per minute. Turning
the cans at one revolution per minute re-
quired two sets of reduction gears: a
worm gear and wheel with a ratio of 80 to
1 and another pair of gears with a ratio of
20 to 1. The cans are driven through a
belt and miter gear assembly, as shown in
the illustration. I rescued all the gears
from various surplus stores and purchased

the belts from McMaster-Carr.
I’m so happy with my current

setup that I’m already making
plans for my next model. It will
contain 10 shelves with nine
cans on each shelf. Two of the
shelves will be adjustable so
that they can be set at any an-
gle. This provision will help me
explore the threshold of geo-
tropic response.

I plan to analyze all the results
in terms of the angularity of the
seedlings, the sum of all the
bend angles in the stem divided
by its length. Seedlings germin-
ated at low effective gravities are
often quite contorted and so

have unnaturally high angularities. Graph-
ing values of angularity against effective
gravity should allow me to identify the
range over which a given plant responds
to gravity.

In some of my early experiments, I had
to kill the seedlings to measure their an-
gularities accurately. No longer. Now I

position the plants on a digital
scanner, cover them with a
sheet of graph paper and gent-
ly press them to the glass. The
scanned image contains the
complete plant atop a refer-
ence grid. Of course, this pro-
cedure flattens the three-di-
mensional structure into a
two-dimensional representa-
tion. But you’ll still arrive at a
fairly accurate number. 

A plant germinated in a
low-gravity environment may
have more problems than just
a crooked stem. If you want to
measure floral metabolism,
too, the December 1958 Ama-
teur Scientist column explains
how. But the scheme described
there requires you to know the
surface area of the plant—
something that is notoriously

hard to compute. Fortunately, once you
have scanned the specimen, you’ll have
several options. Most simply, you can
count the squares on the graph paper
that are covered by the leaves. You can
also print the image, cut out the silhouet-
ted plant and weigh the paper. Or per-
haps you can find a way to have your
computer tally up the pixels covered by
the plant, a number that is proportional
to area. This approach seems the most el-
egant to me, but I haven’t found satisfac-
tory means to carry it out with standard
software. If you know a simple way,
please share your ideas in the online dis-
cussion area hosted by the Society for
Amateur Scientists.

Armed with these techniques, any am-
bitious amateur can begin to search out
the secret dependencies that plants have
on gravity. In this field, it’s easy to stand
shoulder to shoulder with the profession-
als. What food plants might one day sup-
port human settlements on the moon or
Mars? Perhaps your own research may
help to develop them.

For more information about this and other
projects for amateur scientists, check out the
online discussions on the Society for Amateur
Scientists’s Web site. Link to www.sas.org
and click on the “Forum” button. You may
write the society at 5600 Post Road, Suite
114-341, East Greenwich, RI 02818 or call
401-823-7800. To purchase a CD-ROM
containing every project published in this de-
partment through the end of 1999 (more
than 1,000 projects in all), call 888-875-
4255 or consult www.tinkersguild.com

REDUCTION GEARING allows a 1,600-

rpm electric motor to turn the output shaft

at a rate of just one revolution per minute.

GRAVITATIONAL ACCELERATION (g, about 10 meters

per second per second) has one component along the

axis of rotation and one component perpendicular to it.

The latter averages to zero as the can rotates.

SA

Electric motor

Worm
gear

g sin θ

g cos θ

θ

g

Output shaft
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Ten years ago my first Mathemat-
ical Recreations column was
about Fermat’s Christmas Theo-
rem. With the Lenten season

upon us, it seems only fitting to devote
this 96th, and my final, column to Easter.

Christmas always falls on December
25, but Easter is quite another matter.
The holiday can fall on any date between
March 22 and April 25, a five-week win-
dow. The date changes from year to year
for a number of reasons. First, the date
has to be a Sunday because the crucifix-
ion occurred on a Friday and the resur-
rection on a Sunday. Second, the New
Testament says the crucifixion took place
during the Jewish holiday of Passover,
which is celebrated for eight days follow-
ing the first full moon of spring.

The date of Easter is thus linked to sev-
eral astronomical cycles, and it is here
that the difficulties arise. The lunar month
is currently about 29.53 days long, and
the solar year about 365.24 days long.
This leads to 12.37 lunar months per year,
an inconvenient relationship because it
is not an integer. It so happens that 235
lunar months are very close to 19 solar
years, and the church’s system for assign-
ing a date to Easter exploits this coinci-
dence. In A.D. 325 at the Council of
Nicaea, church leaders decided that Eas-
ter should fall on the first Sunday after
the first full moon occurring on, or after,
the spring equinox (the date in March on
which day and night have equal length).

The year was based on the Julian calen-
dar back then, with one leap year in every
four. The dates of full moons were as-
sumed to repeat every 19 Julian years; a
bit of juggling with the calendar made
this period equal to 235 lunar months.
The 19-year period was called the lunar
cycle, and each year’s position in this cy-
cle was indicated by its Golden Number,
which ran from 1 to 19. The entire cycle
of the Julian calendar would repeat every
76 years—after four lunar cycles of 19
years each, the pattern of leap years would
repeat. The mathematical principle here is
that the length of a cycle is equal to the
lowest common multiple of the lengths of

its constituent subcycles (76 is the lowest
common multiple of 19 and 4).

Easter dates repeated in a 532-year cy-
cle, because 532 is the lowest common
multiple of 76 (the Julian calendar’s cy-
cle) and 7 (the cycle of days in the week).
It was a tidy system, but unfortunately it
did not accurately account for the true
lengths of the lunar month and solar
year. As the centuries passed, the calen-
dar started to slip relative to the seasons.
(Dante, the medieval Italian poet, point-
ed out that eventually January would
cease to be part of winter.) Finally, in
1582 Pope Gregory XIII reformed the cal-
endar by omitting the leap day in all
years that are multiples of 100, except for
years that are multiples of 400 (such as
the year 2000, for example). To correct

for the previous slippage, the Gregorian
calendar for 1582 skipped the 10 days be-
tween October 4 and 15.

The church’s new procedure for calcu-
lating the date of Easter assigned each
year a number called the Epact, an integer
between 0 and 29. This number reveals
the phase of the moon on January 1 of
each year, with 0 indicating a new moon
and 15 a full moon. Every so often the cy-
cle of Epacts must be revised to account
for the fact that 235 lunar months do not
exactly equal 19 solar years. The last such
correction occurred in 1900, and the next
will be needed in 2200.

Using the Golden Number and Epact for
any given year, one can calculate the date
of the first full moon of spring. To deter-
mine the date of Easter—the first Sunday
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Easter Is a Quasicrystal
Ian Stewart reveals the divine mathematics of a holiday

A L G O R I T H M S _ C A L E N D A R  C A LC U L AT I O N S

April 25

April 20

April 15

April 10

April 5

March 31

March 26

March 21
1950 1955 1960 1965 1970 1975 1980 1985 1990 1995 2000

EASTER QUASICRYSTAL is created by graphing the dates of the holiday for the years 1950

to 2000. The graph resembles a regular lattice (green), although the plot points (orange)

vary slightly from the lattice intersections, like the arrangement of atoms in a quasicrystal. 
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after the full moon—the church assigned
each year a dominical letter, from A to G,
indicating the date of that year’s first Sun-
day: A for January 1, B for January 2, and
so on. Every leap year has two dominical
letters, one for January and February and
the other for the remaining months.

The system has its flaws. The church
considers March 21 to be the perennial
date of the vernal equinox, but the real
astronomical equinox can occur as early
as March 19 (as will happen in 2096).
Also, the moon does not slavishly follow
ecclesiastical conventions. In 1845 and
1923 the first full moon of spring oc-
curred after Easter Sunday in the world’s
easterly longitudes.

In 1800 German mathematician Carl
Friedrich Gauss invented a simple algo-
rithm that incorporated the church’s rules
for calculating Easter’s date. Unfortunate-
ly, Gauss’s work contained a minor over-
sight: it gives April 13 for the year 4200
when the correct date should be April 20.
He corrected this error by hand in his
own copy of the published paper. The
first flawless algorithm was presented in
1876 in the journal Nature by an anony-
mous American. In 1965 Thomas H.
O’Beirne of Glasgow University published
two such procedures in his book Puzzles

Mathematical Recreations82 Scientific American March 2001

Calculating Easter

Choose any year of the Gregorian calendar and call it x. To determine the date of
Easter, carry out the following 10 calculations (it’s easy to program them on a

computer):

1. Divide x by 19 to get a quotient (which we ignore) and a remainder A. This is the
year’s position in the 19-year lunar cycle. (A + 1 is the year’s Golden Number.)

2. Divide x by 100 to get a quotient B and a remainder C.
3. Divide B by 4 to get a quotient D and a remainder E.
4. Divide 8B + 13 by 25 to get a quotient G and a remainder (which we ignore).
5. Divide 19A + B – D – G + 15 by 30 to get a quotient (which we ignore) and a 

remainder H. (The year’s Epact is 23 – H when H is less than 24 and 53 – H 
otherwise.)

6. Divide A + 11H by 319 to get a quotient M and a remainder (which we ignore).
7. Divide C by 4 to get a quotient J and a remainder K.
8. Divide 2E + 2J – K – H + M + 32 by 7 to get a quotient (which we ignore) and 

a remainder L.
9. Divide H – M + L + 90 by 25 to get a quotient N and a remainder (which we 

ignore).
10. Divide H – M + L + N + 19 by 32 to get a quotient (which we ignore) and a 

remainder P.

Easter Sunday is the Pth day of the Nth month (N can be either 3 for March or 4
for April). The year’s dominical letter can be found by dividing 2E + 2J – K by 7 and tak-
ing the remainder (a remainder of 0 is equivalent to the letter A, 1 is equivalent to B,
and so on).

Let’s try this method for x = 2001: (1) A = 6; (2) B = 20, C = 1; (3) D = 5, E = 0; 
(4) G = 6; (5) H = 18; (6) M = 0; (7) J = 0, K = 1; (8) L = 6; (9) N = 4; (10) P = 15. 
So Easter 2001 is April 15.
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and Paradoxes (Oxford University Press).
O’Beirne’s method puts the various cy-
cles and adjustments into an arithmeti-
cal scheme [see box on opposite page].

In general terms, the date of Easter slips
back by about eight days each year until it
hops forward again. The pattern looks ir-
regular but actually follows the arithmeti-
cal procedure just described. In 1990 Alan
Mackay, a crystallographer at the Univer-
sity of London, realized that this near-reg-
ular slippage ought to show up in a graph
that compared the date of Easter with the
number of the year [see illustration on page
80]. The result is approximately a regular
lattice, like the arrangement of atoms in
a crystal.

The peculiarities of the calendar, how-
ever, make the dates vary slightly as com-
pared with the lattice. The graph more
closely resembles a quasicrystal, a molecu-
lar structure built for the first time in the
early 1980s. Quasicrystals are not as regu-
lar as crystals, but their arrangement of
atoms is by no means random. The struc-
ture is similar to a curious class of tilings
discovered by University of Oxford physi-
cist Roger Penrose; these tilings cover the
plane without repeating the same pattern
periodically. The atoms of quasicrystals
have the same near regularity, as do the
dates of Easter. The holiday is a quasicrys-
tal in time rather than space.

Under the rules of the Gregorian calen-
dar, the cycle of Easter dates repeats exactly
after 5,700,000 years. Long before the first
repeat, though, the rules will have slipped
relative to astronomical realities: the
lengths of the month and day are slowly
changing, mainly because of tidal friction.
Just for the fun of it, though, try to calcu-
late Easter’s date for the year 1000000.

(ANSWER: April 16)

SA

Readers continue to comment on the solid known as the sphericon [“Cone 
with a Twist,” October 1999]. John D. Determan of Alhambra, Calif., and
Cecil Deisch of Warrenville, Ill., suggested using a cone with a 60-degree

vertex. When sliced in half, this figure has a cross section that is an equilateral tri-
angle, and two such half-cones can be glued together with a 120-degree twist.
The resulting object rolls, but not very far, unfortunately. 

David Racusen of Shelburne, Vt., suggested starting with a cylinder with a
square cross section and joining two halves with a 90-degree twist. And Don Ban-
croft of Brookfield, Ill., sent me a copy of his U.S. patent (number 4,257,605, dat-
ed March 24,1981) describing a rolling device made from two semicircles that are
joined at the middle of their straight sides with a 90-degree twist (left). —I.S.
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It seems that scientists have been
struggling forever to make a me-
chanical heart that really works.
Or a trouble-free hearing aid. Or a

prosthetic hand that’s half as good as
the real thing. From wooden legs to sili-
cone breasts, the history of human cor-
poreal reengineering has largely been
one of clumsiness and frustration, de-
spite relentless innovation.

But what if we could take a tip from
nature and grow the things we cannot
build? Imagine little slabs of cardiac
muscle cultivated in a dish, ready to be
sewn over your aging heart. Home-
grown blood vessels that naturally by-
pass clogged arteries. Medicines that
work perfectly because they are made
by your own cells. Imagine hair that
sprouts in skeins from once withered
follicles. Or being able to grow, as ad-
vertised, those perfect pecs and abs.

The dream of harnessing biology’s re-
generative powers for curative, life-ex-
tending and even cosmetic purposes
has begun to become a reality, write
Lori Andrews and Dorothy Nelkin in
Body Bazaar: The Market for Human Tis-
sue in the Biotechnology Age. But, the au-
thors warn, this new and promising era
has a dark side. People’s tissues, cells and
genes are increasingly being perceived as
natural resources to be harvested and
transformed into value-added commodi-
ties. And the economy that has evolved
around this burgeoning industry threat-
ens to wreak ethical havoc.

“The body is more than a utilitarian
object: it is also a social, ritual, and meta-
phorical entity, and the only thing many
people can really call their own,” the au-
thors write in this fascinating if some-
what polemical overview of the new mil-
lennium’s hottest biological frontier.
“When commercial interests and the
quest for profits are a driving force, ques-
tions of human safety and respect for the
human sources of tissue—the person in
the body—take second place.”

Let’s set aside for a moment the oft-
overlooked truth about biotech medi-
cine: that despite all the hoopla sur-

rounding recent advances, including the
sequencing of the human genome, it’s
probably not going to be all that easy to
wrest control of Mother Nature’s biomo-
lecular operating system to cure inherited
diseases and grow replacement parts.
Still, vaccines and pharmaceuticals are
increasingly being produced with the
help of human cells and genes. And DNA
is making itself more and more at home
in law-enforcement, employment and
insurance decisions. As Andrews and
Nelkin convincingly point out, even
these first steps have already led to some
worrisome legal and ethical precedents.

Consider the case of John Moore, who
in the 1980s was being treated by a Los
Angeles specialist for hairy-cell leukemia.
Unbeknownst to Moore, his doctor had
discovered in the businessman’s spleen
cells a natural compound that appeared
to have great therapeutic potential. When
Moore learned that his doctor had taken

out a patent on his cells and had sold
the commercial rights to a biotechnolo-
gy company for millions of dollars, he
sued for property theft. But in a land-
mark 1990 decision, the California Su-
preme Court ruled 5 to 4 that Moore
did not have a property interest in his
body parts. Thus, the stage was set for
what the biotechnology industry now
sees as a crucial right of access to hu-
man tissues and what critics like An-
drews and Nelkin see as an invitation
to wholesale biocolonialism and hu-
man exploitation.

Andrews, a legal scholar and bioeth-
icist at the Illinois Institute of Technol-
ogy, and Nelkin, a New York Universi-
ty professor of law, offer a rogues’
gallery of other examples in which
people’s rights appear to have been
trampled or the sanctity of life dimin-
ished by gene-hunting bioprospectors
and profiteers.

Meet Daniel and Debbie Greenberg,
who transformed the deaths of their
son and daughter from Canavan dis-
ease into a biomedical blessing. They
initiated a research program that led to
the discovery of that disease’s causa-

tive gene—only to learn that the universi-
ty that co-sponsored the research had
quickly patented the gene and made it
unavailable or unaffordable to researchers
who wanted to use it to help parents and
patients.

Meet the helpful but perhaps naive cit-
izens of the South Atlantic island of Tris-
tan da Cunha, who, after giving “in-
formed consent” that may have been
tainted by language barriers and cultural
differences, donated their blood to scien-
tists developing gene-based medicines
that the poor volunteers were unlikely
ever to afford.

Then there is the sad story of Susan
Sutton, whose parents tried to make
sense of her suicide by granting permis-
sion for her heart, liver, cornea, bones
and skin to be used for transplantation.
Only later did they discover that al-
though they could not even afford a
headstone for their daughter’s grave, oth-

Who Owns Your Body?
Lori Andrews and Dorothy Nelkin uncover some disturbing answers
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Body Bazaar: The Market
for Human Tissue 

in the Biotechnology Age
by Lori Andrews and Dorothy Nelkin

Crown Publishers, New York, 2001 ($24)
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s ers had made tens of thousands of dollars
brokering the distribution of her body
parts.

What are we to make, Andrews and
Nelkin ask, of a legal system that stores
people’s DNA profiles in huge databases
without adequate assurance that the in-
formation will not be abused? A national
transplantation system that precludes
buying and selling organs yet allows mid-
dlemen to skim profits from their price-
less trade? A medical system that (in
many states) rules out payments for sur-
rogate mothers but allows women to sell
their gene-screened eggs to fertility clin-
ics for thousands of dollars?

Body Bazaar offers compelling evidence
that federal regulators and the courts are
lagging in their patchwork efforts to deal
with biotechnology’s entrepreneurial push.
Yet although the authors thoroughly doc-
ument the scope of the problem, they
lose some credibility through their un-
willingness to acknowledge that many of
these quandaries have two sides and by
failing to offer more creative solutions.

They seem unwilling to concede, for
example, that patents on at least some

living things are most assuredly here to
stay. The biotechnology industry has lit-
tle incentive to create the cures that peo-
ple want if it has no hope of profiting
from its efforts. And the authors are right
to raise an eyebrow about a company

that, instead of cleaning up the work-
place, turns away applicants whose genes
put them at risk of toxic chemicals. But
they ignore the more difficult underlying
question of whether it’s preferable to set
environmental protection standards so
high as to protect even those whose rare
genetic makeups leave them unusually
sensitive to certain substances.

One wishes that the last chapter, which
seeks to answer the question of how to
sequester our warm bodies from the cold-
hearted bazaar, were longer than seven
pages. Nevertheless, at a time when even

science-savvy readers may be only vaguely
aware of the biological gold rush now un-
der way around the world, Body Bazaar
does a great service by collecting in very
readable form a comprehensive overview
of the trend. It offers a prescient look at
how our culture is likely to struggle and
change as our craving for better and
longer lives and more effective law en-
forcement comes up against long-stand-
ing economic, scientific, cultural and even
spiritual traditions regarding the body.

Today, 10,000 years after human be-
ings learned to farm the land for food, we
are learning how to farm our own bodies
for biological products. For the first time
ever, our very bodies may be worth more
in the marketplace than the products
produced by those bodies in a lifetime of
agricultural or factory work.

As Body Bazaar makes so frighteningly
clear, it may be a long time before we—
the farmers and the farmed—adjust to
that peculiar economic reality.

RICK WEISS, a science and medicine re-
porter at the Washington Post, has written
extensively about genetics and biotechnology.

Pat S h i pm a n ’ s The Man Who Found the Missing Link: Eu-
gene Dubois and His Thirty-Year Struggle to Prove Darwin Right.
Simon & Schuster, New York, 2001 ($27).

Shipman presents a biography written in the present tense,
a technique that gives the reader
the sense of accompanying the
subject through life. Her subject,
Eugene Dubois (1858–1940), was
a Dutch physician and anatomist
who gave up a promising post at
the University of Amsterdam to go
to the Dutch East Indies with the
aim of finding a fossil of a prehu-
man that would be demonstrably
the “missing link” in the evolu-
tionary trail from ape to human.
In 1892, at Trinil in Java, he found
what he believed to be such a
fossil. Shipman portrays him as he writes his report: “There is
only one name that can be given to this creature. . . . He will call
it erectus, Pithecanthropus erectus, a name that will honor
both the marvelously manlike femur and the capacious but
strangely apelike skull. His missing link will be known as the
ape-man who walks erect, Pithecanthropus erectus.”

It was a time of uncertainty and confusion in paleontology,
and Dubois had to spend years defending his claim. Shipman,
adjunct professor of anthropology at Pennsylvania State Uni-
versity, relates that struggle as carefully as she describes his
work in Sumatra. “Dubois,” she writes, “has been an underes-
timated man.”

J u d i th  S h a p i r o ’ s Mao’s War against Nature: Politics and
the Environment in Revolutionary China. Cambridge University
Press, Cambridge, England, 2001 ($18.95). 

In China during the Mao years, Shapiro writes, “coercive
state behavior such as forcible relocations and suppression of
intellectual and political freedoms contributed directly to a
wide range of environmental problems ranging from deforesta-
tion and desertification to ill-conceived engineering projects
that degraded major river courses.” Indeed, “few cases of en-
vironmental degradation so clearly reveal the human and envi-
ronmental costs incurred when human beings, particularly
those who determine policy, view themselves as living in an
oppositional relationship to nature.” 

Shapiro, who teaches environmental politics at American
University in Washington, D.C., examines closely such disas-
trous Mao projects as the Three Gate Gorge Dam on the Yellow
River and the devastation of agriculture through campaigns
that imposed a uniform agricultural model on the entire coun-
try regardless of local conditions. China’s environmental prob-
lems continue today, 25 years after Mao’s death, although
Shapiro sees some “apparently serious efforts” by the central
government to deal with them. She also sees the possibility
that “a government may yet evolve that is environmentally re-
sponsible and responsive.”

Richard Fortey’s Trilobite! Eyewitness to Evolution. Alfred A.
Knopf, New York, 2000 ($26).

Fortey found his first trilobite fossil on the coast of South
Wales when he was 14. “The long thin eyes of the trilobite re-
garded me and I returned the gaze.” He found the eyes “com-

T H E E D I T O R S _ R E CO M M E N D

Even science-savvy readers
may be only vaguely aware 
of the biological gold rush 

now under way.
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pelling” and felt “a shiver of recognition
across 500 million years.” He fell in love
with trilobites on the spot and now, as a
senior paleontologist at the Natural Histo-
ry Museum in London, is one of the world’s
experts on these ancient, extinct marine
arthropods. He is also an engaging writer,
making not only the story of trilobites but
also his view of “the seductions of the
scientific method” a splendid read. The

drawings and photographs
that accompany his tale
illuminate the complex,
transfixing architecture
of the trilobites. 

“I want to invest the
trilobite with all the glam-

our of the dinosaur and
twice its endurance,” Fortey

writes. “I want you to see the world
through the eyes of trilobites, to help you
make a journey back through hundreds of
millions of years.”

Dav i d  L i n d l e y ’ s Boltzmann’s Atom:
The Great Debate That Launched a Revo-
lution in Physics. Free Press, New York,
2001 ($24). 

“I don’t believe that atoms exist,” physi-
cist Ernst Mach declared after hearing fel-
low physicist Ludwig Boltzmann talk about
them at a meeting in Vienna of the Imper-
ial Academy of Sciences in 1897. Mach
was not alone in that opinion, for it was a
time when the only evidence for the exis-
tence of atoms was circumstantial. But
Boltzmann believed in them and had
done groundbreaking work on the distri-
bution of atomic velocities in a gas. His
paper of 1872 on that subject “signified
the arrival of a true genius of physics,”
Lindley writes.

Lindley, who has worked as a theoreti-
cal physicist and is now an editor at Sci-
ence News, is superb at describing Boltz-
mann’s work, which focused on kinetic
theory and thermodynamics and fruitfully
applied statistics and probability to
physics. He is also a talented biographer,
painting a vivid picture of Boltzmann the
man. Boltzmann, he writes, “left a legacy
of scientific achievement that laid the
groundwork for quantum theory and held
clues to chaotic dynamics.”

J o n  K a l b ’ s Adventures in the Bone
Trade: The Race to Discover Human Ances-
tors in Ethiopia’s Afar Depression. Coper-
nicus Books, New York, 2001 ($29).

The inhospitable Afar Depression in
Ethiopia has produced one of the longest
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records of human habitation. Kalb, a geologist and paleontologist who is now a re-
search fellow at the University of Texas at Austin, compiled much of that record with
his fossil and tool discoveries in the Afar during many years of work there. But he also
found that all was not sweetness and light in the relations of paleontological workers in
the area. “Intense competition developed among scientists and scientific teams, which
resulted in treachery and bloodletting reminiscent of the exploration duels of the nine-
teenth century.” Kalb tells the story of his work, the scientific infighting, and the politi-
cal turmoil in Ethiopia during his years there with verve and thoroughness.

S h e r w i n  B .  N u l a n d ’ s Leonardo da Vinci. Viking Penguin,
New York, 2000 ($19.95).

Artist, anatomist, architect, mathematician, military engi-
neer—few have been as protean as Leonardo. Sir Kenneth Clark
called him “the most relentlessly curious man in history.” To Nu-
land, “he is also the historical figure about whom we are most re-
lentlessly curious.” In this brief life, Nuland summarizes Leonar-
do’s achievements skillfully. Being a physician (clinical professor of
surgery at Yale University), he is particularly interested in Leonardo’s
pioneering anatomical dissections and drawings. But to him as to other
biographers, Leonardo remains essentially elusive. As the English critic Walter Pater
said, “he seemed to those about him as one listening to a voice, silent for other men.”

Th om a s  F i n k a n d  Yo n g  M ao ’ s The 85 Ways to Tie a Tie: The Science and
Aesthetics of Tie Knots. Broadway Books, New York, 2000 ($14.95).

New ways of tying a necktie appear rarely. Some 50
years passed between the introduction of the Windsor
knot and the arrival of the Pratt knot in 1989. “Rather
than wait another half-century for the next knot,” Fink and
Mao write, “we considered a more formal approach.” And
so they present 85 tie-tying techniques, each one shown
in a drawing with instructions on how to achieve the de-
sired result. They also offer a brief history of neckwear and
photographs of famous figures wearing ties, among them
Fred Astaire in a four-in-hand, Frank Sinatra in a Windsor
knot and the Duke of Windsor not wearing a Windsor.

But, being research physicists at the University of
Cambridge, the authors are interested in more than sar-
torial versatility. They deal also with knot theory and
topology. For the reader who wishes to probe tie-tying

that deeply, they represent “knot sequences as random walks on a triangular lattice.”

Th e  C a m b r i d ge  Wor l d  H istory of  Food. Edited by Kenneth F. Kiple and
Kriemhild Coneè Ornelas. Cambridge University Press, 2000 ($175).

Take chocolate, for example. Twenty-five entries detail the history of “the drink of
the gods” from its use as an aphrodisiac to witchbroom disease on cacao plants.
The two hefty volumes offer a cornucopia of scholarly information on lots more than
our favorite food. Of particular interest is the exploration of the Paleolithic hunter-
gatherer diet that opens the work. The editors then
shift to domesticated plants and animals, turn
next to beverages, and address vitamins, miner-
als and nutritional requirements, before setting
out on a global tour of food and drink that in-
cludes the role food has played in the rise and
fall of civilizations. They end with contemporary
food-related policy issues.

Edited by historian Kenneth Kiple and his wife,
Kriemhild Coneè Ornelas, with scholarly contri-
butions from 224 experts from 15 countries, the
volumes are not as sumptuous-looking inside as
out, but they are nonetheless chock-full of fasci-
nating, easy-to-find lore.
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Nuggets glitter. Each of the
close-bound atoms of any bit
of the coinage metals pools
an outer electron or two to

form a sea of mobile electrons, the physi-
cal origin of metallic properties (see our
December 2000 column). Here we con-
trast those rare and showy elements with
two other metals, sodium and potassium,
both more abundant and more impor-
tant—yet seen in their pure state primarily
in the chemical industry. 

Today sodium is, like aluminum, an in-
expensive metal. A fresh-cut silvery sur-
face of sodium, soft as wax, covers itself at
once with an ugly, rough rind, like some
mineral cheese. Toss a small piece into
water and watch it float as it dissolves,
“dancing frenetically and developing hy-
drogen” (Primo Levi). Potassium, its heav-
ier sister element in that family tree of ele-
ments we call the periodic table, could be
described with the same words. But a pea-
size dollop of potassium not only reacts
vividly in water to release hydrogen but
then ignites the hot outpouring gas!

Lustrous metals are not for the human
organism. Modified atoms of sodium and
potassium are both requisite for human
life, but no tiny nugget will be found

within your body. There they reside
mostly in aqueous solution; a reacting
atom of either one loses its outermost
electron in water, to drift as a now
charged atomic core, called an ion, amid
the throng of water molecules, its posi-
tive charge balancing some far-wander-
ing electron. Compounds such as sodi-
um chloride (table salt) and its counter-
part, potassium chloride, are familiar as
stable, colorless crystals, precipitating,
among many others, from evaporating
saltwater. Typically relics of evaporation
over geologic time, such natural deposits
exist worldwide, wherever any body of

water has been cut off from its sources.
Sodium and potassium each make up

between 2 and 3 percent by weight of av-
erage crustal rocks, weathering out of the
rock mainly under the draw of a harsh
reagent—liquid water. The ever cycling
rains wash these ions down to well-mixed
salt seas, sodium about 1 percent of sea-
water by weight, where it exceeds potassi-
um more than 20-fold. Our sense of taste
picks up salty ions in solution as distinct-
ly as vision registers the lus-
ter of gold. For many of us,
the nutritional intake of so-
dium runs 10-fold above
need—the cultural legacy
of savory food processing
since earliest times. An ar-
guable minimum is half of a
gram a day for sodium but
five or more times as much
for potassium. We share the
craving with land mammals
from elephant to mouse.

In most of the wooded ar-
eas of this continent, from
the Canadian Arctic tree
line to Mexico, there dwells
one unusual good-size ro-
dent species, a slow, strong, patient gnaw-
er. A 15-pound prickly male porcupine is
safe from almost all predators of the
woods, except for humans with guns and
cars. Its celebrated quills form a final de-
fense preceded by its threefold warning:
first a visible pattern, then often loud
teeth clacking, finally a goaty scent. Ig-
nore all three, and you dare fierce and
lasting contact with barbed quills able,
once set, to ratchet their way inward. (Be-
cause the sharp quills often penetrate
their tree-climbing owner itself after an
accidental fall, adaptation has coated the
quills with antibiotic, so that they rarely
engender infection.)

Our North American porcupine, hum-
ble but certainly no pushover, lives

under direst need of sodium. These vege-
tarians find an ample supply of staple
calories from plants. Protein comes their

way in the bursting buds of spring. Some
fats they synthesize; some they find in
seeds. Why are these modest creatures,
amply fed on wild bush and tree, regarded
as pests? Simply because they now gnaw
and damage much human property near
or in the woods. Whatever salty hands
have touched, from ax handles to discard-
ed wrappings, becomes the target of their
needful gnawing. Nowadays the most
common attractor for the porcupine is

plywood in unattended outbuildings. The
curing compound used in plywood is sodi-
um nitrate, so porcupines chew doggedly
at wooden walls for that scant, unseen
prize. Control experiments have shown
that they seek the sodium ion only, not
potassium or other ions. Their sodium
need opens a window onto the inner na-
ture of animals and plants.

Two intrinsic systems set animal and
plant life apart: the muscles that power lo-
comotion, and the intricate nerve net-
work that controls the organism, includ-
ing the muscle fibers themselves. Sodium
is an indispensable part of nerve and mus-
cle function. But green plants have nei-
ther nerves nor muscles. Lacking these,
most have little use for sodium, over the
long or short term.

Plants must have sodium’s sister atom,
potassium. It is the dominant ion of the
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The Needy Porcupine
Philip and Phylis Morrison explore the salty chemistry and

nutrition of sodium and potassium

For many, the nutritional
intake of sodium runs 

10-fold above need.

Continued on page 91
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Some time ago, while rambling
on about the virtues of pho-
netic spelling, I mentioned
the fact that the very rare

name pronounced in England “Fan-
shaw” is actually spelled “Feather-
stonhaugh.” Yesterday I came across
George William Featherstonhaugh,
scientist and diplomat. English-born,
married in 1808 the daughter of a for-
mer New York City mayor, settled in
Duanesburg, N.Y. Went into rail-
roads, then back to England to talk to
rail maven George “Rocket” Stephen-
son. Returned Stateside, took up
rocks, became the first U.S. govern-
ment geologist. Was sent to survey
bits of Arkansas, Wisconsin, Illinois,
Georgia and the Carolinas. Finally
came to rest in 1844 as British consul
in Le Havre, France. And who says we
never traveled before package tours.

G.W.’s stone-chipping proclivities
were stimulated during the trip to Jol-
ly Olde. While visiting his folks in
Scarborough, Yorkshire, he had met
the famous William Smith, humble-
beginnings canal surveyor who first
noticed that the same fossils turned
up in the same strata, making it easier
to identify the strata (which matters
when you’re cutting cuttings). In
1815, after noting the lay of the land
up and down the entire country,
Smith produced his prizewinner:
“Delineation of the Strata of England
and Wales.” Replete with illustrations
of 21 sedimentary beds in glorious
Technicolor, it was the first proper ge-
ology map and earned him the sobri-
quet “Strata” Smith.

Careerwise, early on his way down
(so to speak), Smith was employed at
the Woburn estate of Francis, the
duke of Bedford. He spoke geological-
ly at His Grace’s annual agricultural
get-together with various landed aris-
tos, where the other kind of good
breeding was also discussed, since
Duke Francis ran a model farm where
he did a bit of sheep-rearing genetic

manipulation before genetic manipu-
lation. All written up by Arthur
Young, a nifty dancer turned novelist
turned agricultural writer and secre-
tary of the first Board of Agriculture
(of which the duke was a member).
Young had an early go at farming but
hit the bright lights of London in
1766 and then traveled nonstop for
kind of the rest of his active life, only
returning home from time to time to
produce yet another “Travels in…”
(His most famous is a rare and vivid
firsthand account of the French Revo-
lution as it affected life out in the un-
til-recently-feudal sticks.)

In all this scribble-scribble, Young
was encouraged by his lifelong pal
Walter Harte, a now forgotten poet.
Harte spent years writing
a biography (of King Gus-
tavus Adolphus of Swe-
den) only to have its style
described in the Dictionary
of National Biography as “execrable.”
Not much else to say, except he knew
a clergyman named Joseph Warton.
Another loser. Despite knowing Dr.
Johnson, Garrick, Reynolds, Pope
and any number of bigwigs (literally),
Warton managed to sink without a
trace. Apart, that is, from penning
The Enthusiast; or, The Lover of Nature,
said by some to have been the real lit-
erary precursor of the Romantic move-
ment (another one!).

In 1751 Warton was taken on a tour
of France by his patron the duke of
Bolton so that if his ailing duchess
died along the way, Warton could im-
mediately marry the duke off to his
other traveling companion (and
doxy), the lovely Lavinia Fenton. By
Aix-en-Provence the duchess hadn’t
croaked, so Warton went home.
Whereupon she did. And after 23
years (and three children) as ducal
mistress, Lavinia became Her Grace.
Lavinia’s affair with Bolton had start-
ed in 1728 when she was the Madon-
na of the day, playing Polly Peachum

in the boffo Beggar’s Opera, box-office
smash of the entire 18th century:
London run of 62 performances and
then sellouts in theaters as far away
as Malta.

Just as well for the play’s author.
Everything else John Gay wrote was

instantly forgettable, and he spent
most of his life whingeing about hav-
ing been passed over for preferment
and being permanently out of money.
On one occasion, flushed with recent
success and hanging out on the fringes
of high society, he partook of the cura-
tive waters at Bath with the duchess of
Marlborough and her pal, theatrical
biggie and playwright William Con-
greve, not long before Congreve’s car-

riage went over and the old boy died
from his injuries.

Less than a century later, Congreve’s
descendant Sir William was close to
death in a different way: with his new-
ly invented timed-airburst Congreve
rockets. Fired to no avail at Fort Mc-
Henry during that little 1812 Anglo-
American dustup, they had proved
themselves earlier, in 1807, by practi-
cally razing the city of Copenhagen
to the ground. So you win some, you
lose some. 

Around 1820 William became in-
volved in an attempt to develop a
method of printing two-color stamps,
using compound plates to prevent
forgery. His partner in this effort was
one Bryan Donkin, engineer and in-
ventor, who in 1812 had first put pre-
served food in cans and in 1804 had
built the first continuous-process pa-
permaking machine in England. It
was cranked by hand, and a chain of
small buckets lifted paper pulp out of
a vat and dumped it onto a moving,
shaking wire-mesh belt, where the
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In his final column, James Burke discusses matters bucolic, 

adulterous, explosive, decorative, passionate and (fittingly) fugitive
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the sobriquet “Strata” Smith.
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stuff drained, then was squeezed between
rollers and dried to become (among other
things) the first endless wallpaper. Which
may have been why the machine’s origi-
nal (1798) inventor, Nicholas-Louis Rob-
ert, was a citizen of France, where wallpa-
per was the latest rave, because it gave
the fleeting impression that you could af-
ford the tapestries you couldn’t afford.

Alas, Robert’s license to print money
never earned him a sou. His only lift in
life came from knowing Jacques-Alexan-
dre-César Charles, who ended up profes-
sor of “experimental physics” at the Paris
Conservatory of Arts and Crafts. In De-
cember 1783, 10 days after the world-fa-
mous first manned flight by a Montgolfi-
er hot-air balloon burning straw and pa-
per fuel, Charles and Robert went five
times longer and five times farther in
their hydrogen-filled Charlière and pretty
much set the design for balloons from
then on. 

But who remembers that? And who re-
members that it was also Charles who
got the gas-pressure-to-temperature-rela-
tionship law before Gay-Lussac reworked
it and got the credit? But as a French-
man, perhaps the worst of all for poor
old Charles was that his young trophy
wife, Julie, started a passionate affair with
a poet she met while taking the waters at
the Aix-les-Bains health resort in 1816
and then carried it on very publicly back
in Paris.

The tall, handsome Alphonse de La-
martine soon became the darling of the
salons and the Romantics’ romantic.
Making love, he said, calmed his nerves.
Judging by the number of affairs he had,
he must have ended catatonic. By 1833
Lamartine’s writing had made him so
well known, he was a paid-up member of
the chattering classes both in lit crit and,
in his new role as elected member of the
Chamber of Deputies, politics. Ten years
into this new career, he lurched to the
Left, took up the workers’ cause, and
helped bring about the now ill-remem-
bered 1848 revolution that got rid of Cit-
izen-King Louis-Philippe and made La-
martine (ironically, given his propensi-
ties) French minister for foreign affairs in
the new Republic.

Meanwhile the unfortunate Louis-Phil-
ippe and his wife slipped away to safety,
smuggled across to England as Mr. and
Mrs. Smith, “uncle and aunt” of the
British consul at Le Havre: the unphonet-
ic George William Featherstonhaugh.

And now it’s time for me, too, to slip
away. Adieu. SA

intracellular water of most plants (as it is
in animals). Plant growth and what there
is of movement depend on the inner wa-
ter pressure that swells and stiffens plant
cells—without it, plants wilt. A typical
plant is about 0.5 percent potassium by
weight, but sodium is often too low to re-
port. Farmers have long known what
plants require, and houseplant gardeners
recognize the recipe on a fertilizer label
that reads N4-P10-K6—nitrogen, phos-
phorus and potassium—all elements uni-
versal in life.

The electrical-pulse trains that travel
down the nerves of animals are made by
protein “valves.” Specific molecular chan-
nels that penetrate the enclosing mem-
brane are each able to open or to bar pas-
sage of a particular ion. Once transient
charge flows are set up between sodium-
rich exterior and potassium-rich interior,
millisecond voltage pulses follow. Two
distinct ions are essential. What passes
down the length of the neuron is a quick
but local current flow across the nerve
wall, as the right valves open and close se-
quentially in response to the voltage
change. (The energy is provided by the
high-energy molecules that fuel most bio-

chemical reactions.) The neural signal is
not a passive electron flow pushed down
a lossy wire. It is much more like a long
string of tiny switchable batteries, set
crosswise side by side down the long
path. This remarkable process, whose sig-
nal speed can reach 100 meters a second
and faster, has no real counterpart in the
plant kingdom.

Potassium has a little secret. Its minor
isotope of atomic weight 40 is weakly ra-
dioactive. A fair fraction of the ionizing
radiation we receive from all sources—
cosmic, local or man-made—is from the
slow decay of essential internal potassi-
um. Every minute a ripe tomato emits
dozens of potassium gamma rays, and an
average person about 25,000 of the rays.
K40 has been decaying since the birth of
the planet. On the young earth, potassi-
um decays were up 10-fold. It may well
be that the coming of multicellular life
on earth—porcupines included—waited
on the decline of potassium’s intrinsic
activity. Perhaps active potassium has al-
ways imposed some waiting period be-
tween the birth of a new sun out of recy-
cled star debris and the rise of complex
planetary life. Or are other soluble ions
good enough to live by, out there?

Wonders, continued from page 89

D
A

RR
EL

L
G

U
LI

N
 C

or
bi

s

SA

Copyright 2001 Scientific American, Inc.



Anti Gravity92 Scientific American March 2001

A
s Professor Henry Higgins, the
fictional patrician phonetician,
proved in the case of Eliza
Doolittle, how one speaks can

be as important as what one
says. Therefore, recent research involving
Queen Elizabeth II must have hit like a
hurricane in Hartford, Hereford, Hamp-
shire and the rest of the scepter’d isle: the
queen no longer speaks the Queen’s Eng-
lish. Well, not the Queen’s English of half
a century ago, anyway.

The changing nature of the queen’s pro-
nunciations was investigated by members
of the Macquarie Center for Cognitive Sci-
ence and the Speech Hearing and Lan-
guage Research Center of Macquarie Uni-
versity. (Those institutions are in Australia,
where some residents speak the Queens-
land English.) The researchers, who pub-
lished the study in Nature, analyzed the
vowel sounds made by the queen in
Christmas messages from the 1950s and
the 1980s. The authors note that they re-
ceived permission from Buckingham Pal-
ace to perform the research, which proves
that the Beatles were right and then wrong
when they said, “Her Majesty’s a pretty
nice girl, but she doesn’t have a lot to say.”

Also scrutinized was the so-called stan-
dard southern British (SSB) accent, more
likely to come from the mouths of the
young and middle class. The researchers
looked to 1980s recordings of female an-
nouncers on the BBC to compare the SSB
to QE II. The inescapable conclusion: from
the 1950s to the 1980s, the queen did in-
deed move her vowels. Although she still
sounds distinct from the commoners on
television and radio, the queen’s accent by
the 1980s was closer to regular folk than it
had been three decades previous. Which
proves that the Beatles were right and
then right again when they continued,
“Her Majesty’s a pretty nice girl, but she
changes from day to day.”

The subtle move toward more common-
denominator vocalizations may be the
price of doing business in societies less and
less dominated by adherence to traditional
social castes. I am often reminded of the
importance of similar speech patterns in
engendering a sense of community. In my
own Bronx neighborhood, for example,
visitors can expect to be ritually greeted
upon entering any of the local dining es-
tablishments with the welcoming words,
“Youse wanna cuppuh cawfee?” The cor-

rect response to this query is, “Shaw,
tanks.” The incorrect response, “Why, yes,
a splash of your most mellow Arabican
would indeed be in order,” can arouse sus-
picious glances that may in the fullness of
time lead to beatings upon the capacious
upside of one’s head.

My example, of course, involves both
pronunciation and the separate issue of
actual word usage. The choice of words is
also an important indicator of one’s rela-
tionship with the rest of society. Keith
Greiner took this idea to heart recently
when he broke down every single presi-
dential inaugural address and counted
the number of self-related words, such as
I, me, my and mine, as well as inclusive
words, like we, us, our and ours.

Greiner, who deals professionally with
higher education data for an Iowa state
agency, did the study to satisfy his per-
sonal curiosity and because the winters
are very long in Iowa. He found that
“since James Garfield’s address in 1881,
the percentage of words describing the
inclusive ‘we’ relationship has grown dra-
matically.” According to a Greiner graph,
inclusive words account for about 2 per-
cent of most speeches before Garfield but
rise thereafter to an average of approxi-
mately 6 percent and hit a high of 10 per-
cent for Ronald Reagan a century later. 

Restricting the study to inaugural ad-
dresses successfully avoided potential
confusion concerning presidential utter-
ances that sound like we. These include
the Francophone Thomas Jefferson’s “oui,”
the diminutive James Madison’s self-dep-
recating self-description, “wee,” and the
rotund William Howard Taft’s jubilant
exclamation upon successfully extricat-
ing himself from the White House bath-
tub, “Weeeee.” 

So the queen sounds more like everyone
else, and our presidents talk more like they
are everyone else. Of course, the queen’s
speech no doubt changed naturally over
time. Presidential communications alter-
ations, on the other hand, may in part be
conscious and manipulative, an attempt to
appear in tune with the masses. Another
wee thing to consider for us da people.

Sound Proof
Old speech habits are on the lam for a resident of Buckingham,

notes Steve Mirsky
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