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How to Kill Synthetic Biology

Thir ty-three year s af ter the invention of gene-
splicing, the reality of biotechnology is still far short 
of what many once dreamed it would be, partly be-
cause the tools for manipulating genes have been 
crude. That is about to change. As nine scientists 
explain in “Engineering Life,” beginning on page 
44, new “bio fab” approaches to assembling com-
plete genetic circuits promise to advance biotechnol-

ogy in much the same way that 
the invention of integrated cir-
cuits transfi gured electronics. 
They should enable workers to 
reengineer cells more ambi-
tiously, to create organisms pro-
grammed at the genetic level to 
behave as desired. Colossal pay-
offs could accrue to medicine, 
agriculture, manufacturing, en-
ergy production and other 
fi elds. It is the birth of synthetic 
biology.

But like every newborn, syn-
thetic biology is still intensely 

vulnerable. There are many ways to kill this young 
science; here are just two:

Underestimate safety concerns. Around the 
globe, people continue to worry that unnatural or-
ganisms containing recombinant DNA will become 
environmental headaches, if not pathogenic blights. 
For them, the news that scientists could soon genet-
ically tinker more easily and more extensively is any-
thing but good. 

Fortunately, the research community is already 
undertaking activities, including the Synthetic Biol-
ogy 2.0 meeting in May and an Alfred P. Sloan Foun-
dation–funded study to be completed this summer, 
aimed at ensuring safety and instilling confi dence. 

Following through on those recommendations and 
continuing the discussion will be imperative. But the 
burden of making synthetic biology secure does not 
fall just on the scientists; policymakers and opinion 
leaders need to endorse those plans, too, for the pub-
lic to believe in the governance.

Patent indiscriminately. As the “Engineering 
Life” authors explain, underpinning the synthetic 
biology endeavor is a willingness for researchers to 
share their new genetic “devices” through a com-
munal repository, the Registry of Standard Biologi-
cal Parts. Investigators working on new systems 
could then simply look up the designs of any avail-
able needed components rather than reinventing ev-
erything from scratch. 

That cooperative spirit is regrettably out of sync 
with biotechnology’s modus operandi these days. As 
Gary Stix reviewed in “Owning the Stuff of Life,” in 
the February issue, companies and universities have 
been on a spree of patenting not only whole genes but 
also genetic fragments of unknown utility. Some of 
those DNA patents seem overly broad or otherwise 
fail to meet the traditional standards for awarding 
intellectual property, and critics fret that their abu-
sive exercise could hamper biomedical research. Stix 
concluded that few problems had emerged so far but 
that confl icts could intensify as more discoveries were 
put to work. To be clear: the problem is not patents 
as such but bad patents. Overly restrictive licensing 
and smotheringly broad patent interpretations could 
make a shambles of synthetic biology.

Half a century ago if recklessness, greed and un-
reasonable fear had somehow handicapped the de-
velopment of integrated circuits, then the comput-
ing and communications revolutions would have 
been snuffed out. Now is an equally pivotal moment 
for the future of biotechnology. 
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CATCHING A PL ASMA WAVE
In “Plasma Accelerators,” Chandrashe-
khar Joshi creates the erroneous impres-
sion that in 1993 his group was the fi rst 
to unambiguously demonstrate accel-
eration by plasma waves. In fact, in 
1986 then University of Wisconsin–
Madison graduate student Jamie Rosen-
zweig showed the acceleration of elec-
trons by plasma waves using a facility at 
Argonne National Laboratory that was 
constructed by my group specifi cally for 
wakefi eld experiments. Those proof-of-
concept experiments, whose results 
were published in 1988, were the sub-
ject of his Ph.D. thesis. Rosenzweig and 
his collaborators have continued to 
make important contributions to plas-
ma-based accelerator physics and tech-
nology since then. 

I should also point out that the equip-
ment required to power a useful “table-
top” wakefi eld accelerator most likely 
would not fi t on a table. It might require 
much more room: perhaps the whole 
kitchen, dining room and a good-size 
backyard combined.

James Simpson
Fountain Hills, Ariz.

In a laser wakefield accelerator, could 
one fi re the laser several times in sequence 
to create many wave fi elds and accelerate 
the target particles faster with each wave? 

Wouldn’t the fi rst wave accelerate them 
a little and then the next wave a little 
more until the particles are in sync (at the 
same speed as the wave)? Just a thought.

Paul Turner
Allen, Tex.

JOSHI REPLIES: Simpson is correct that the 
Argonne National Laboratory researchers 
carried out a plasma wakefi eld experiment. 
That experiment showed acceleration gradi-
ents of 1.6 MeV (million electron volts) per 
meter. The history of electron acceleration 
by plasma waves, of course, begins even 
earlier. In 1981 my group demonstrated 
gains of 1.4-MeV energy in less than one mil-
limeter by a process known today as self-
modulated laser wakefi eld acceleration.

Turner’s suggestion amounts to “stag-
ing” many laser accelerators to gain very 
high energy particles. Demonstrating such 
staging is one of the principal goals of the 
laser-accelerator community.

ENDING PAP FEARS
Thank you for highlighting in “To Ban-
ish a Cancer” [SA Perspectives] the 
achieve ments in the fi ght against hu-
man papillomavirus (HPV), which 
causes all the cervical cancers. I must 
point out, however, a few facts that 
your editorial overlooked, because un-
derstanding the virus’s biology removes 
the sexual connotation.

TOPICS RANGING FROM tabletop reactors to forensic inves-
tigations of the first president helped to pep up the humdrum 
month of February for readers. Two articles that caught letter 
writers’ attention were about rethinking established technol-
ogy: In “Plasma Accelerators,” Chandrashekhar Joshi showed 
how small, inexpensive particle accelerators promise a wealth 
of data in lower-energy research. “Protecting New Orleans,” 
by Mark Fischetti, assessed various flood-control system de-
signs for the Mississippi Delta able to withstand major storms 
and rising sea levels.

In “Putting a Face on the First President,” forensic anthro-
pologist Jeffrey H. Schwartz intriguingly chronicled how he 
solved the mystery of what George Washington looked like as a young man. A number of read-
ers noticed a curious resemblance. Harry Melkonian wrote via e-mail, “From what I can see 
from the digital reconstruction, the 19-year-old Washington looked like a young Jack Benny. 
Well! Now cut that out!”

COPYRIGHT 2006 SCIENTIFIC AMERICAN, INC.
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Letters
HPV can live only in the squamous 

skin layer, which is about 400 nanome-
ters deep. No other sexually transmit-
ted infection (STI) lives in the skin. 
HPV is rapidly transmitted from squa-
mous skin to squamous skin cells but is 
not transmitted by bodily fl uids, as are 
all other STIs. Most important is that 
penetrative intercourse, though the 
most effi cient method for transmission, 
is not necessary for this rapid transfer 
from skin to skin. Fingernails and the 
skin around them contain the same 
types of cervical cancer–causing HPV 
as the anogenital skin does, allowing 
autoinoculation from simple habits 
such as toilet hygiene or tampon inser-
tion. This virus is ancient and omni-
present in all environments, and 80 per-
cent of women (and probably more 
men, but this has not been well docu-
mented yet) develop at least one HPV 
infection in their lifetime.

Thus, all references, surveys and 
propagation of “educational” materials 
that assert cervical cancer is transmit-
ted solely through sexual contact are 
deceiving and do the public a disservice. 
The potential for improved health with 
the new vaccine in both men and wom-
en is tremendous—and it is the biggest 
health care advance in 50 years for 
women. Therefore, it is important to 
emphasize the truth.

Diane M. Harper
Director, Gynecologic Cancer 

Prevention Research Group
Dartmouth Medical School

SYNAPTIC SMARTS
In “Intrigue at the Immune Synapse,” 
Daniel M. Davis shows that much of 
the information needed for immune cell 
communication is stored or transmitted 
by the spatial arrangement of the pro-
teins and other molecular units of the 
cells. This seems to be a very effi cient 
system for encoding data at a high den-
sity. It would suggest that computer ar-
chitectures should be developed that 
also use spatial arrangement among in-
teracting units to encode more informa-

tion than just the bit that each unit 
alone can encode. Perhaps this is one of 
the reasons why organic brains are 
more compact and effi cient than the 
best computers.

Will Kastens
Madang, Papua New Guinea

GOING DUTCH
When I saw the pictures of the broken 
levees in New Orleans, as an immigrant 
from the Netherlands, I could not be-
lieve my eyes: How could you have 
hoped to hold back water with those 
little walls of cement? I wondered if 
Katrina’s devastation and media expo-
sure would have one positive effect: to 
make government offi cials look for a 

better solution. Glancing at the com-
prehensive plan in “Protecting New Or-
leans,” by Mark Fischetti, I was disap-
pointed. How can a design that seems 
like it was devised by 19th-century 
planners be considered? If Dutch engi-
neers had designed the proposed line of 
more substantial levees, the lines would 
be much less zigzaggy. Building delta 
works with slightly curved lines, which 
would result in levees half the length of 

those in the plan, would provide enor-
mous cost savings. It would also avoid 
corners, which create weak spots along 
the defense line.

The U.S. is an enormous nation where 
one can expect to fi nd the best profes-
sionals in any fi eld. Although New Or-
leans is neither Venice nor London, for 
the sake of the people the plan must pro-
tect, you should seek advice from those 
who know how to protect their own 
lands. How about running a contest for 
all the engineers in the world to tap their 
knowledge about what to do in Louisi-
ana and then picking the plan that is 
best for its price?

Fredrick Schermer
San Francisco

THE GOOD OLD HA ZE
The article excerpt from 1856 in “50, 
100 & 150 Years Ago” caught my eye: 
“The fuel required to cook dinner in 
Paris costs nearly as much as the dinner 
itself.” For the price of cooking fuel to 
reach equivalent levels today in the 
U.S., natural gas would have to be 
about $944 per MCF (1,000 cubic feet). 
Compare that with the U.S. Energy In-
formation Agency’s estimate of retail 
price of natural gas of about $16 per 
MCF for the winter of 2005–2006. So 
an American family today is paying less 
than 2 percent of what a Parisian fam-
ily was paying in 1856 for cooking fuel. 
(Did I mention what all that burning of 
wood and coal in the homes of Parisians 
meant for their indoor and outdoor air 
quality?) While we have all felt the bite 
of recent increases in the price of fuel, 
the 1856 article demonstrates we may 
still be better off than in times past.

Branko Terzic
Energy & Resources Department 

Deloitte Services, 
McLean, Va.

ERRATUM Ask the Experts stated that add-
ing salt to ice creates a hydration process 
that gives off heat. Rather it absorbs heat. 
For a complete explanation of how salt melts 
ice, see www.sciam.com/ontheweb

BE-FOREFATHER: Digital forensic 
reconstruction of George Washington 
at age 19 might also recall comedian 
Jack Benny at “age 39.”
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50, 100 & 150 Years Ago
 FROM SCIENTIFIC AMERICAN 

JUNE 1956
THE ANTIPROTON—“Since it was appar-
ent that creation of the antiproton re-
quired tremendous energy, the most 
likely place to look for it was in cosmic 
rays. On a few occasions investigators 
found events which seemed to signal the 
generation of an antiproton, but there 
was never suffi cient information to iden-
tify it with certainty. When the Bevatron 
at the University of California began to 
bombard a target made of copper with 
six-Bev (billion electron volts) protons, 
the next problem was to detect and iden-
tify any antiprotons created. A plan for 
the search was devised by Owen Cham-
berlain, Thomas Ypsilantis and the au-
thors of this article. Tracks of about 20 
antiprotons have now been detected in 
emulsions by observers in Berkeley. 
—Emilio Segrè and Clyde E. Wiegand” 
[Editors’ note: Emilio Segrè won a No-
bel Prize in Physics in 1959.]

POLITICALLY CORRECT CORN—“Trofim 
Lysenko’s personal rule over U.S.S.R. 
genetics came to an end in April with his 
resignation as head of the All-Union 
Academy of Agricultural Sciences. The 
event is interpreted to mean that after 
15 years during which ‘Mendelian’ ge-
netics was a politically discredited 
branch of science in the Soviet Union, it 
is once again acceptable. Hybrid corn, 
which is incompatible with Lysenko’s 
theories of acquired characteristics, is 
now being planted on Soviet farms. The 
week before Lysenko retired from prom-
inence there was an announcement from 
Moscow that the scientific works of 
Nikolai Vavilov were about to be pub-
lished. Vavilov, a world-famous geneti-
cist, opposed Lysenko’s rise, and in 
1942 died in exile in Siberia.”

JUNE 1906
PURE FOOD AGENDA —“The disclosures 
of the unsanitary methods in use at 
Western packing houses, recently 

brought to the attention of the President 
[Theodore Roosevelt] and now sought 
to be controlled and remedied by special 
governmental inspection, as provided in 
the Beveridge amendment to the Agri-
cultural Appropriation bill, will bring 
about a wholesome check on the prepa-
ration of improper products for human 
consumption. The fact that the pro-
posed law covers the preparation of only 
a small part of our foods seems to have 
been wholly lost sight of. What is true of 
such meat foods as are derived from 
cattle, sheep, goats, and swine (chiefl y 
canned and prepared meats or lard) is 
equally true of a great range of other 
foods, such as fowls, game, fi sh, and 
eggs.” [Editors’ note: This effort was 
greatly infl uenced by Upton Sinclair’s 
book The Jungle, published in 1906.]

ENGINE NO. 7—“The accompanying il-
lustration is of the latest of the Union 
Pacifi c gasoline motor cars, constructed 
for suburban passenger traffi c and in-
spection service on the lines of that road. 
Number 7 was built in the Omaha, Neb., 
shops of the Union Pacifi c Railroad, and 
has recently undergone a series of suc-
cessful tests between that city and Grand 
Island. Among the conspicuous features 
of the design are the round, porthole-
like windows, the sharp forward end 
tapered to a knife-like edge, and the con-

venient side entrances. The engine is a 
six-cylinder, Standard gasoline motor 
located over the forward trucks.”

JUNE 1856
FIRST UNDERWATER PHOTOGR APH—“In 
the Journal of the Society of Arts, W. 
Thompson, of Weymouth, England, 
gives an account of the means he ad-
opted for taking a photograph of the 
bottom of the sea, in Weymouth Bay, at 
a depth of three fathoms. It appears that 
the camera was placed in a box, with a 
plate-glass front, and a movable shutter 
to be drawn up when the camera was 
sunk to the bottom. When at the bottom 
the plate was exposed for about ten min-
utes. The box was then drawn into the 
boat, and the image developed in the 
usual manner. A view was thus taken of 

the rocks and weeds lying at the bottom 
of the bay. Mr. Thompson anticipates 
that it will be a ready and inexpensive 
means of arriving at a knowledge of the 
condition of piers, bridges, piles, struc-
tures, and rocks under water.”

TE X A S C AMEL S —“The Arabian camels 
for which a government expedition was 
sent out to the Mediterranean arrived in 
the Bay of Matagorda, Texas. They are 
to be employed as transports on the 
western deserts of our country.”

Lysenko Retreats ■ Consumers Benefi t ■ Neptune’s Realm Photographed

MOTOR C AR NO. 7, Union Pacifi c Railroad, 1906
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SCAN
news

 O n February 21, his fi rst day on the job, 
Justice Samuel Alito settled into one of 
the nine high-backed chairs at the Su-

preme Court to hear Rapanos v. United 
States and Carabell v. the U.S. Army Corps 
of Engineers—a pair of cases that, though 
not as well publicized as Jose Padilla’s anti-
government petition nor as high profi le as 
federal wiretapping, will probably eclipse 
their importance. Bundled together, the cas-
es ask the justices (and Alito in particular, a 

projected swing vote) to declare whether na-
tional agencies can patrol the soggy patches 
of earth between dry, developable land and 
federally protected wetlands. A decision in 
favor of the plaintiffs could put most of the 
nation’s watery habitats at risk.

“The tension,” summarizes Margaret 
Strand, a wetlands lawyer in Washington, 
D.C., “is that protecting biodiversity trans-
lates into regulating private property”—pit-
ting two American precepts, federalism and 
environmentalism, against each other. That 
tension originated with the 1972 Clean Wa-
ter Act, which tasked the Environmental Pro-
tection Agency with preserving all “naviga-
ble waters,” later defi ned as “waters of the 
U.S.,” against unpermitted discharges. At 
the time, wetlands protection was just an ap-
pendage to the broader water safety effort, 
but recognition of the biome’s ecological val-
ue inspired courts to uphold broad-based 
government power over the next 20 years. 
They could do so because “almost anything 
a little bit squishy might count as waters of 
the U.S.,” says Don Carr, another lawyer in 
Washington.

Enter John Rapanos and June Carabell, 
two Michigan landowners who were denied 
development permits despite a 20-mile dis-
tance from the nearest navigable water and 
a berm blocking drainage, respectively. Over 
decades of court battles, the petitioners have 

AT RISK : U.S. wetlands, such as this one in Medfi eld, Mass., could lose federal protection if the 
Supreme Court rules in favor of plaintiffs who say that the Clean Water Act goes too far.
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The End of the Everglades?
SUPREME COURT CASE JEOPARDIZES 90 PERCENT OF U.S. WETLANDS    BY SAR A BEARDSLE Y
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Disruptive Threats
THE PENTAGON TRIES TO KNOW THE UNKNOWN    BY DANIEL G. DUPONT

 In the seventh century, during the Arab 
siege of Constantinople, the Byzantines 
introduced “Greek fi re.” Consisting of a 

thick, fl aming substance launched from can-
nons, it proved devastating during naval bat-
tles because the fi re could not be extinguished 
and was said to burn Arab ships even below 
the water line.

In today’s Pentagon parlance, that weap-
on would be known as a “disruptive threat”—

something that comes out of left fi eld to tilt 
the balance of power. Ryan Henry, the prin-

cipal deputy undersecretary of defense for 
policy, says that this kind of capability “puts 
at risk military power as a key instrument of 
the broader U.S. national power.”

Henry was a key architect of the Penta-
gon’s Quadrennial Defense Review, com-
pleted in February. In it, defense offi cials 
analyzed the military and categorized threats 
into four groups: traditional, large militaries 
such as China’s; “irregular” forces such as 
those fighting U.S. troops in Iraq; cata-
strophic weapons; and disruptive threats.

marshaled a crusade against EPA jurisdiction 
they claim goes too far. One brief on their 
behalf traces government power to “remote 
desert washes hundreds of miles from the 
nearest navigable waters”—far beyond what 
they think Congress intended with the act. 
Instead Rapanos lobbies for federal jurisdic-
tion limited to “navigable-in-fact” waters 
(commercial channels) and their adjacent 
wetlands. But such an interpretation would 
leave 90 percent of protected wetlands up for 
grabs, according to Richard Lazarus, a 
Georgetown University law professor.

States are unlikely to replace federal en-
forcement because only half have wetlands 
programs, explains Jon Kusler, president of 
the Association for State Wetland Manag-
ers. And “there are pressures in local com-
munities for land development” that keep 
district guidelines from being as rigorous, 
Strand adds. Carabell’s experience is a good 
example: whereas Michigan authorized a 
permit for condominiums on the land in 
question, the federal government asserted 
jurisdiction and denied one. 

Relying on state laws becomes an even 
bigger problem with downstream pollution: 
discharge between differently regulated 
states presages a domino effect on the en-
tire watershed. “All [polluters] have to do 
is [dump] far enough upstream,” reasoned 
Justice David Souter during oral arguments; 
“it will eventually get in the navigable 
water.”

The petitioners, however, claim that their 
lands are just too detached to cause that kind 
of trouble. And a 2001 Supreme Court deci-
sion offers precedent for their case, fi nding 
that “hydrologically isolated” wetlands be-
long under state jurisdiction. Federalists such 
as Robert Pierce, a former Army Corps of 
Engineers offi cial who once enforced the 
EPA’s laws, believe that the government’s per-
mit denials are often off target. According to 
Pierce, states may be able to take up the slack, 
but perpetuating government programs is “a 
major economic drain” and a “waste” of 
money that could be used elsewhere.

Yet with natural wetlands in constant de-
cline, government ineffi ciencies may be a 
price worth paying. “You can’t protect the 
nation’s biological integrity without protect-
ing these waters,” notes Sandra Postel, di-
rector of the Global Water Policy Project. 
And one only has to recall Hurricane Ka-
trina—gathering strength where wetlands 
once buffered the levee system—to measure 
the costs to society.

Nevertheless, federalist watchdogs cling 
to Rapanos (which may be decided this 
month) as an opportunity to curb Washing-
ton’s power. “This case isn’t about losing 
wetlands or saving wetlands,” says Pierce, 
who has conceded that a government roll-
back might cause environmental harm. 

“This is about putting the federal govern-
ment where the Constitution says it should 
be. In my mind, that’s more important.”

 FOR WETLANDS,
 BAD ACCOUNTING

Although wetlands are “the 
richest areas on earth in terms 
of biodiversity,” according to 
Jon Kusler of the Association for 
State Wetland Managers, about 
half have been lost over the past 
century. Land developers are 
supposed to compensate 
by creating wetlands elsewhere, 
but these replacements are often 
far from the original site, 
both breaking up the natural 
ecosystem and sacrifi cing 
original habitat conditions.

Many of the seeming advances in 
wetlands protection over the past 
few years—such as a 2006 Fish & 
Wildlife Services report 
trumpeting “no net loss” of 
wetlands for the fi rst time—have 
relied on these nascent wetlands 
for their accounting. In fact, 
12 percent of the freshwater 
wetlands increase noted in that 
report (a margin that tipped the 
balance of gain and loss) came 
from new freshwater ponds that 

“would not be expected to provide 
the same range of wetland values,” 
according to its authors. As 
Kusler puts it: “Digging a farm 
pond is not restoring a wetland.” 
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 E ven as population geneticists battle 
over the meaning of race, cline and 

“biogeographical ancestry,” a small in-
dustry has emerged out of the quest to un-
derstand human migration and identity. At 
least 11 companies offer individuals the abil-

ity to trace their African, Native American, 
Asian or European roots through DNA 
markers. One, Oxford Ancestors, will even 
help men learn if they carry the “heroic Y 
chromosome that fl owed through the veins 
of the High Kings of Ireland” or inherited it 

Trace Elements
RECONNECTING AFRICAN-AMERICANS TO AN ANCESTRAL PAST  BY SALLY LEHRMAN
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Past disruptive actions include the Soviet 
detonation of an atomic bomb in 1949 (ear-
lier than expected) and the launch of Sputnik 

1. But today, what could offer 
an adversary the shock-and-
awe equivalent of Greek fi re? 
Henry offers one scenario: the 
ability to “counter ballistic ef-
fects”—to shoot down U.S. 
missiles and other projectiles. 

Beyond broad outlines, 
though, offi cials cannot offer 
much that is concrete. In its 
2006 National Security Strat-
egy report, the White House 
said that such threats could 
take the form of “biotechnol-
ogy, cyber and space opera-
tions, or directed energy 
weapons” used in new ways. 
Other policy statements em-

phasize “unanticipated” challenges, noting 
the diffi culties of planning for the unknown.

Some experts argue that the military au-
thorities do not have a good, systematic way 
to recognize disruptive threats. The Defense 
Science Board, an infl uential group of out-
side advisers to the Pentagon, said in a March 
report that, although the military has under-
taken “extensive activity in the area of dis-
ruptive challenges,” it lacks “a comprehen-
sive, coherent effort to identify and address 
these challenges.” Instead the science board 
said that “much of the current effort address-
es excursions to traditional challenges or ap-
proaches that the U.S. can use to disrupt ad-
versary operations rather than the reverse.”

The science board and others note that 
recent operations in Iraq and the larger war 
on terrorism should give the U.S. pause in 

trying to anticipate the unknown in the in-
formation age. According to an internal re-
port commissioned last year by the Offi ce of 
Force Transformation, a Pentagon think tank, 
today’s battlefi elds “extend into cyberspace” 
and involve ubiquitous modern products such 
as cell phones, the Internet and garage-door 
openers. Such technology means that disrup-
tive threats could be deployed quickly. As the 
analysis warns: “We no longer have the lux-
ury of years of warning” as in a previous era.

Henry acknowledges that the quadren-
nial review showed that the Pentagon’s bu-
reaucracy was too rooted in the industrial 
age; its modernization, he believes, will en-
able the armed forces to better predict and 
prevent unexpected challenges. He also adds 
that U.S. intelligence agencies are “scanning 
the science and technology horizon” for fu-
ture disruptive threats.

Perhaps the most effective answer is to 
push the technological envelope. Adversar-
ies might then be too busy playing catch-up. 
According to the Offi ce of Force Transforma-
tion report, “the new solutions to disruptive 
challenges lie less in trying to detect and 
catch them . . .  and more in making the U.S. 
military a more elusive target by increasing 
the rate at which it transforms” itself. As 
Ryan notes, during the cold war the U.S. en-
joyed decades of dominance in one crucial 
area: stealthy aircraft, its own disruptive ca-
pability. “If the other side would have had it, 
and we didn’t,” he remarks, “we don’t know 
what the outcome would have been, but we 
would have expended a signifi cant amount 
of blood and treasure trying to defeat it.”

Daniel G. Dupont edits InsideDefense.
com, an online news service. 

TO RUSSIA,
 WITH SUSPICION

So which countries are likeliest to 
develop weapons that can surprise 
and shake up the U.S. military? The 

Pentagon makes no secret of its 
concern over North Korea, Iran and, 
to a lesser extent, China. But in the 
Quadrennial Defense Review, only 

one country is linked directly to 
disruptive threats: Russia. 

“Internationally,” the report states, 
“the United States welcomes Russia 
as a constructive partner but views 
with increasing concern its sales of 

disruptive weapons technologies 
abroad.” The Pentagon will not 

publicly say more about Russia and 
disruptive threats.

ORBITAL FE AR: Sputnik 1 upset 
the balance of power.
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“directly from Gen-
ghis Khan.”

H y p e r b o l i c 
promises aside, 
many population 
geneticists urge 
caution in interpret-
ing these ancestry 
tests. Detractors say these compa-
nies rarely clarify that they are trac-
ing just a tiny fraction of ancestry or 
that many lineages might share the 
same markers. And taken together, 
critics emphasize, the claims made for 
this technology misleadingly convey the 
sense of race and family as a matter of 
biological precision.

Rick Kittles, a geneticist at Ohio State 
University, acknowledges these pitfalls but 
has pressed forward with his fi rm, African 
Ancestry, because of what he considers a 
critical social need. The Washington, D.C.–
based company compares a client’s DNA 
with that of ethnic groups now living  mainly 
in West and Central Africa, aiming to re-
cover the family ties destroyed by the slave 
trade. Like the other fi rms, its technicians 
examine either a section of mitochondrial 
DNA or markers on the Y chromosome and 
then try to match them up with databases of 
maternal and paternal lineages.

With 13,690 maternal and 11,747 pater-
nal lineages, African Ancestry offers unusu-
ally rich detail. Even so, Kittles acknowledg-
es that each of the tests follows only a single 
ancestral line out of as many as 1,024 over 
250 to 300 years (10 generations). The anal-
ysis cannot detect all the historical groups 
that may have contributed to a person’s an-
cestry or even trace a single line beyond the 
populations Kittles has sampled so far.

But unlike other fi rms, Kittles is careful 
to say he is helping his clients connect to mod-
ern Africans, not historical fi gures or tribes, 
and he is not trying to categorize ethnicity or 
race. Instead of boiling identity down to ge-
netics, he aims to highlight the interweaving 
of biology, history and culture. One concrete 
link to a part of Africa can be deeply healing, 
he says. Otherwise, most African-Ameri-
cans can follow their history back only to 
enslavement. “It creates this void in the 
psyche of African-Americans, this missing 
piece of their identity,” Kittles explains.

African Ancestry is also adding 200 lin-

eages every few 
months, broaden-

ing out geographi-
cally from the origi-

nal population 
samples. Kittles 
hopes that this ex-

panding database 
may illuminate mi-

gration patterns from 
east and south African regions 

into the west and central areas, which 
had been the heart of the transatlantic slave 
trade. By tapping into the continent’s high 
genetic diversity, this approach might over-
come the difficulty of interpreting DNA 
markers shared across populations on the 
continent.

Besides technical improvements, with 
anthropologist Mark Shriver, Kittles has 
called for a code of conduct that would re-
quire companies offering personalized ge-
netic histories to explain both the promises 
and limitations of their science. “He’s care-
ful and responsive to the ethical concerns,” 
says Duana Fullwiley, a medical anthropol-
ogist at Harvard University. Still, Fullwiley 
and others remain cautious. For one thing, 
they see Kittles’s desire to bridge the injury 
of slavery as overly idealistic. Ancestry trac-
ing “may heal certain wounds,” she ac-
knowledges. But “it doesn’t give us lost his-
tory back.” Moreover, rather than resolving 
questions about identity, the test may open 
up new questions about genetic pedigree.

With his extensive database, Kittles has 
pinpointed African-American ancestry in 
more detail than other scientists thought 
possible, according to Joanna Mountain, a 
Stanford University population geneticist. 
Africa “is not just one homogeneous pot of 
people,” Mountain says. Furthermore, indi-
vidual African-Americans, who have a very 
mixed ancestry in their genomes, may be 
more similar to one another than to any 
group within Africa. “It’s a neat story that’s 
arising,” she observes.

Sally Lehrman wrote this month’s Insights. 

SHARED GENES: A fi rm called 
African Ancestry can match DNA 

to 189 ethnic groups. The dots 
represent sampling areas; 

colors indicate broad 
geographic regions.

RACE, GENES 
 AND MEDICINE

Rick Kittles of Ohio State 
University has used statistical 

estimates of biogeographic 
ancestry to show the 

shortcomings of hunting for 
disease susceptibility genes 

assumed to be shared by all 
African-Americans. On a genetic 

level, he fi nds, “there’s no 
defi nitive line between black and 
white.” One gene variant believed 

to be associated with prostate 
cancer risk in African-Americans, 

CYP3A4-V, was no more frequent in 
that group when he controlled for 

patients’ ancestries. “Race is a 
bad proxy for shared ancestry and 

environment,” Kittles concludes.

Consumers and physicians seem 
to agree, judging by the market 

failure of the fi rst race-based 
medicine, BiDil, used for heart 
failure. Its maker, NitroMed in 

Lexington, Mass., has had trouble 
with insurance reimbursement 

and has been criticized for testing 
its drug only in black patients for 

no purpose other than patent 
technicalities. (Many cardi-

ologists think the drug works just 
as well in white people.) Sales 

never took off—perhaps more for 
social reasons than scientifi c 

ones. In March, NitroMed’s chief 
executive and chief fi nancial 

offi cer called it quits. M
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 C osmology was always going to be 
trouble for particle physics. Tradition-
al quantum theory predicts that the 

vacuum of space should bubble over with 
short-lived “virtual” particles, whose com-
bined energy, represented by the so-called 
cosmological constant, would have long ago 
blown galaxies far and wide like grease on 
water at the touch of detergent. Lately, try-
ing to make sense of why the cosmological 
constant is tiny, physicists have toyed with 

a concept based on string theory. Called the 
landscape model, it supposes that many uni-
verses with different cosmological constants 
are realized in a larger multiverse. Despite 
long-standing hopes to the contrary, land-
scapers now have found that singling out a 
universe from this array is mathematically 
nigh impossible.

In 1998 astronomers discovered that the 
universe’s expansion is accelerating at a rate 
consistent with a cosmological constant 

Hard Landscape
FINDING OUR UNIVERSE IN STRING THEORY APPEARS IMPOSSIBLE    BY JR MINKEL
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 Seeking to assess the effect of third-
party prayer on patient outcomes, in-
vestigators found no evidence for  divine 

intervention. They did, however, detect a 
possible proof for the pow-
er of negative thinking.

The three-year Study of 
the Therapeutic Effects of 
Intercessory Prayer (STEP), 
published in the April 4 
American Heart Journal, 
was the largest-ever at-
tempt to apply scientific 
methods to measure the in-
fluence of prayer on the 
well-being of another. It 
examined 1,800 patients 
undergoing heart-bypass 
surgery. On the eve of the 
operations, church groups 
began two weeks of pray-
ing for one set of patients. 
Each recipient had a pray-
ing contingent of about 70, 
none of whom knew the 

patient personally. The study found no dif-
ferences in survival or complication rates 
compared with those who did not receive 
prayers. The only statistically signifi cant 

blip appeared in a subgroup of patients who 
were prayed for and knew it. They experi-
enced a higher rate of postsurgical heart ar-
rhythmias (59 versus 52 percent of unaware 
subjects). 

The research team—a psychologist, cler-
gy and doctors from six institutions, includ-
ing Harvard Medical School and the Mayo 
Clinic—speculated that nerves might have 
been to blame. “We know that high levels of 
adrenaline from the anxiety response can 
make fibrillation worse,” said Charles 
Bethea, a physician at Integris Baptist Heart 
Hospital, a study site in Oklahoma City, in 
an April press conference. “The patient 
might think, ‘Am I so sick that they have to 
call in the prayer team?’” Dean Marek, 
chief chaplain at the Mayo Clinic, saw the 
problem as a possible fl aw in the study de-
sign: “The sense of community was not 
there. You could call it impersonal prayer 
rather than intercessory prayer.”

Stopping short of suggesting that the 
healing power of prayers by friends and fam-
ily might reside in the personal connections 
rather than in the prayers, the authors stated 
that they have no plans for a follow-up study. 
This one, sponsored largely by the John 
Templeton Foundation, cost $2.4 million. 

No Prayer Prescription
SEND GOOD VIBRATIONS, BUT KEEP IT TO YOURSELF    BY CHRISTINE SOARES
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PR AYER showed no therapeutic 
effect in a large trial.
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10–120 times the value predicted by 
quantum theory. String theory, which 
unites gravity with quantum mechanics, 
offered the hope of explaining the at-
tenuated cosmological constant. It re-
casts particles as one-dimensional 
strings, or fi laments of energy, which 
play around in tiny tangles of extra spa-
tial dimensions. The shape of the tangles 
infl uences the properties of strings and 
therefore the vacuum’s energy. But no 
mathematical principle forces the extra 
dimensions to fold in a unique way.

One approach is to assume that 
many universes exist and that we neces-
sarily fi nd ourselves in one where the 
constant is hospitable to life. In 2000 

Joseph Polchinski of the University of 
California, Santa Barbara, and Raphael 
Bousso, now at U.C. Berkeley, proposed 
that in the string picture, magnetic fi eld–
like quantities called fl uxes, when coiled 
in various combinations inside the extra 
dimensions, could generate enough dif-
ferent cosmological constants to include 
the one we observe. This set of vacuum 
energies (or vacua, as physicists like to 
refer to universes) has been dubbed the 
anthropic landscape of string theory.

In principle, physicists might like to 
examine one or a few vacua having the 
right cosmological constant to see if 
they offer testable predictions. The 
huge number of choices—at least 10120 
vacua—seemed to demand vast compu-
tational power, perhaps even a quan-
tum computer.

Unfortunately, the latest analysis 
suggests that no advanced machine or 
clever programming will cut much into 
the search time, according to Michael 
R. Douglas of Rutgers University and 
Frederik Denef, now at Catholic Uni-
versity in Louvain, Belgium. They have 
discovered that the task falls into a no-
torious category of problems called NP-
complete. An example is the “subset 
sum” problem, which asks, given some 
group of integers (1, –17, 6,435, and so 
on), fi nd a subset that adds up to 0. In 
these problems, the time needed to 
check the answer grows relatively slow-
ly with the size of the subset, whereas 
the time typically needed to identify 
that subset grows exponentially—the 
twin hallmarks of NP-completeness.

Analogously, the problem in the 
landscape model is to add the energies 
of fl uxes up to the desired value for the 
whole vacuum, 10–120. The individual 
fl ux energies are represented by arrows, 
or vectors, all one inch in length and 
pointing in random directions. The 
game is to find a set of arrows that, 
when linked up end to end, leaves a gap 
between head and tail (the two ends) of 
10–120 inch. A group of vectors very 
near to the desired result is enormously 
likely to be thrown off by the next ran-
domly pointing vector. “The old ambi-
tion of exactly fi nding the precise vacu-
um in which we live may be intractable,” 
Denef sums up. “The Douglas-Denef 
paper is surely a problem for drawing 
conclusions about what the landscape 
predicts,” asserts Thomas Banks of 
U.C. Santa Cruz.

But perhaps scrutinizing all those 
vacua is unnecessary; Bousso notes that 
the vacua confi gurations may be imma-
terial—like atoms in a lump of iron. “It 
wouldn’t really occur to you to attempt 
to fi gure out precisely where every atom 
is,” he says. In that case, statistics de-
rived from many vacua, rather than 
trying to make predictions from a sin-
gle one, might be more useful. So for 
landsca pers, getting around the intract-
able may all depend on asking the right 
ques tions.

JR Minkel is a frequent contributor. 

10–120

Final arrow

. . . .

L ANDSC APE MODEL ANALOGY connects up 
inch-long arrows to create a loop with a gap 
of 10–120 inch at the end. The fi nal arrow, 
picked at random from an infi nite collection, 
is unlikely to close the loop properly.
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 When President George W. Bush un-
veiled his plan for a new moon shot 
two years ago, a lot of people wor-

ried that it was long on rhetoric and short on 
cash—ultimately forcing NASA to raid its sci-
ence budget to pay for it. On close examina-
tion, though, the trajectory seemed reason-
able. The money freed up by phasing out the 
space shuttle and the International Space Sta-
tion was not an implausible amount to build 
a postshuttle spacecraft (known as the Crew 
Exploration Vehicle, or CEV) and send it 
moonward by 2020. A “go as you can pay” 
strategy would extend the deadlines if money 
got tight, rather than pickpocketing other 
programs. A modest dollop of extra funds 
would help cover the transitional costs. NASA 
administrator Michael Griffi n said at a press 
conference last September: “In our forward 
planning, we do not take one thin dime out 
of the science program in order to execute 
this architecture.”

Now it looks like the skeptics were right. 
The NASA budget announced in February 
mows down a scarily long list of science mis-
sions, from a Europa orbiter to a space-based 
gravitational-wave observatory. Research 
grants to individual scientists, traditionally 

kept safe from high-level budget machina-
tions, have taken a 15 percent hit, retroac-
tive to last fall; hundreds have already re-
ceived “termination letters” canceling their 
projects. Griffi n went before Congress in 
February as the bearer of bad news: “Fulfi ll-
ing our commitments on the International 
Space Station and bringing the Crew Explo-
ration Vehicle online in a timely manner, not 
later than 2014 and possibly much sooner, is 
a higher priority than these science missions 
during this period.”

The countdown to the crisis actually be-
gan a year ago, when the Bush administra-
tion lopped off the dollop of bridging funds 
it had promised. Then came Hurricane Ka-
trina, which damaged shuttle facilities in 
Mississippi and Louisiana, and an across-
the-board federal budget cut, largely to 
raise money for the Iraq War. Worst of all, 
a new analysis of the shuttle and space sta-
tion found them at least $2 billion in the 
hole. Griffi n went cap in hand to the admin-
istration but was told to make up the differ-
ence from the agency’s own wherewithal.

Compared with the plan of two years 
ago, science gives up a total of $6.4 billion 
(in 2005 dollars) over the fi ve years from 

2007 through 2011—a 
20 percent cut. Planetary 
exploration is the worst-
hit area— 40 percent. 
Human spacefl ight gains 
$5.2 billion, but its situ-
ation is hardly to be en-
vied either. The shuttle 
fl eet will make 16 rather 
than 28 trips to the space 
station before retiring in 
2010, and from then un-
til the CEV debuts, the 
country will have no ca-
pability to launch astro-
nauts into orbit at all.

Griffi n has described 
the shift of money as a 

“speed bump,” a tempo-
rary measure to get hu-
man spacefl ight back on 
course. Veteran observ-

“DEFERRED INDEFINITELY ”: Terrestrial Planet Finder, one part of which 
might consist of heat-shielded orbiting telescopes (shown here collecting 
beams of light), is one of many science missions that NASA’s new budget 
zeroes out. Designed to look for life-related chemistry on Earth-like planets, 
the $1.7-billion project had been planned for launch in the next decade.

NASA’s Reverse Thrust
CUTS MAY BE MORE THAN A MERE MONETARY SPEED BUMP     BY GEORGE MUSSER
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NASA’s redirection of funds to the 
space shuttle and space station 

will eliminate or postpone many of 
its science programs.

Eliminated:
Deep Space Climate Observatory

Geosynchronous Imaging Fourier 
Transform Spectrometer (GIFTS)

Hydros

Jupiter Icy Moons Orbiter (JIMO)

Keck Outrigger Telescopes

Mars Scout series (after 2011)

Mars Telecommunications Orbiter

Nuclear Spectroscopic 
Telescope Array (NuSTAR)

Delayed “indefinitely”:
Constellation-X

Laser Interferometer 
Space Antenna (LISA)

Mars Sample Return

Stratospheric Observatory for 
Infrared Astronomy (SOFIA)

Terrestrial Planet Finder (TPF)

Delayed one to three years:
Global Precipitation 

Measurement Mission (GPM)

Landsat Data Continuity Mission

National Polar-Orbiting 
Operational Environmental 
Satellite System (NPOESS)

Space Interferometry 
Mission (SIM)

Wide Field Survey
Explorer (WISE) N
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ers express sympathy for his dilemma. 
“It’s a knotty problem,” says John M. 
Logsdon, director of the Space Policy 
Institute at George Washington Uni-
versity. “There’s no clear answer.”

Nevertheless, many complain that 
he has been heavy-handed. Multiyear 
projects require some consistency in 
their funding. By making such an 
abrupt budget change, NASA will moth-
ball or abandon half-built (in some 
cases, fully built) hardware, lose exper-
tise developed at great effort, and leave 
gaps in data coverage, notably of the 
earth’s climate. NASA has had budget 
crunches before, but seldom have they 
been so wasteful. 

“It’s the sudden change in slope: 
that’s why this is more diffi cult than it 
was in previous years,” says Lennard 
Fisk, chair of the National Research 
Council’s Space Studies Board and 
himself a former NASA offi cial. The 
unprecedented targeting of research 
grants strikes scientists as particularly 
gratuitous: for a small savings, only 
about $80 million, NASA is causing a 
huge disruption. 

The Space Studies Board is investi-
gating how to hold on to the grants and 
smaller missions by delaying or down-
grading the bigger fry. Several fl agship 
missions, such as the James Webb Space 
Telescope, have run over budget and 
need housecleaning anyway. Wesley 
Hunt ress, director of the Geophysical 
Laboratory of the Carnegie Institution 
of Washington and another past NASA 
offi cial, says scientists need to take re-
sponsibility for making the necessary 
trade-offs, rather than leaving it up to 
NASA headquarters and Capitol Hill.

Some hope the crisis may finally 
force some out-of-the-capsule thinking. 
Should NASA jettison the shuttle and 
station right away? Should it do the op-
posite and stretch out the station’s con-
struction to reduce its annual cost? 
Should NASA be split into separate sci-
ence and astronautics agencies? If it 
were, would that really be good for sci-
ence? Unless some helpful reform can 
be salvaged from the situation, what 
seemed like such a grand vision two 
years ago may fail in the execution. 

COPYRIGHT 2006 SCIENTIFIC AMERICAN, INC.

http://www.sciam.com/index.cfm?ref=digitalpdf


SCAN
news

24 S C I E N T I F I C  A M E R I C A N  J U N E  2 0 0 6

 N icotine has undergone an image 
overhaul, at least biomedically. In the 
past few years researchers have found 

that the substance can alleviate symptoms of 
ailments such as Alzheimer’s disease and ul-
cerative colitis. Just how nicotine battles 
these foes, however, has remained unclear. 

Now, by studying sepsis, Luis 
Ulloa of North Shore University 
Hospital in Manhasset, N.Y., 
has evidence elucidating nico-
tine’s biochemical pathways that 
could lead to more potent anti-
infl ammatory drugs.

Sepsis, the most lethal of in-
fl ammatory conditions, is a bac-
terial invasion of the bloodstream. 
The third leading cause of death 
in the developed world, it ac-
counts for nearly 10 percent of 
overall deaths in the U.S. every 
year. Infection causes part of the 
damage, but what makes patients 
critically ill is their own fi ercely 
aggressive immune response. 

Macrophages churn out huge quantities of 
proinfl ammatory cytokines. This exagger-
ated immune response leads to tissue dam-
age, and eventually the patient dies of cardio-
vascular dysfunction and multiorgan failure.

Ulloa and his collaborators have found 
something remarkable: nicotine can shut 
down this overshooting inflammatory re-
sponse, to the point of reversing sepsis in 
mice. As far as anti-infl ammatory treatments 
go, this is powerful stuff. “Nicotine taps into 
the body’s own potent anti-infl ammatory 
mechanisms,” Ulloa explained in February 
at a Novartis Foundation meeting in London. 

“That is the beauty of our approach. By using 
nicotine, we are copying physiological mech-
anisms that have been selected by evolution 
to modulate the immune system.” 

Specifi cally, nicotine mimics acetylcholine, 
the Cinderella of neurotransmitters. Largely 
ignored over the years, acetylcholine has been 
catapulted into a starring role, linking the ner-
vous and the immune systems. Through ace-
tylcholine the nervous system controls the in-
fl ammatory fi res that constantly crop up in 

our bodies. Receptors for acetylcholine reside 
not only on nerve cell endings but also on im-
mune cells. Nicotine binds and activates these 
receptors, allowing cross talk between the 
brain and immune system.

“This is something quite phenomenal,” 
comments Wouter de Jonge of the Academic 
Medical Center Amsterdam, who studies 
how macrophages respond to acetylcholine. 

“Smokers suffering from ulcerative colitis 
seemed to benefi t from their habit, so there 
were hints that nicotine could ameliorate in-
fl ammatory diseases, but nobody could get 
a handle on it,” he notes.

Now Ulloa’s group may have provided an 
explanation for the positive effects that nico-
tine has on illnesses as diverse as schizophre-
nia, Alzheimer’s, Parkinson’s disease, Tou-
rette’s syndrome and ulcerative colitis. In 
laboratory experiments, Ulloa demonstrated 
that nicotine latches onto the nicotinic recep-
tors on macrophages and stops them from 
spewing out infl ammatory cytokines. This 
clampdown is brutally effective. The re-
searchers also identifi ed the specifi c receptor 
subtype, the alpha-7 acetylcholine receptor, 
that nicotine binds in macrophages to stop 
cytokine production. 

But as a drug, nicotine is fraught with 
toxicity issues. Apart from its addictive na-
ture, it can lead to cardiovascular problems 
and contribute to cancer. “No one is looking 
to use nicotine to treat infl ammation,” Ulloa 
says. “We want to design specifi c compounds 
that will target this receptor to take advan-
tage of nicotine’s anti-infl ammatory effects 
while eluding its collateral toxicity.” 

“This is one of the great stories in immu-
nology in the past few years—no question 
about it,” remarks Mitchell Fink, an expert 
in critical care medicine at the University of 
Pittsburgh. A selective nicotinelike com-
pound may be a promising therapy not only 
for sepsis but for a whole slew of chronic con-
ditions, including heart disease, cancer and 
diabetes. The task at hand is to fi nd the best 
surrogate for nicotine. Ulloa’s petri dishes 
are the ones to watch.

Lisa Melton is based in London.

NICOTINE is a powerful anti-infl ammatory but too 
dangerous to use as a therapeutic.

Body Blazes
HOW NICOTINE STOPS INFLAMMATION COULD LEAD TO NEW DRUGS    BY LISA MELTON 
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 OF NICOTINE

As a potent anti-infl ammatory, 
nicotine can damp down a 

dangerous immune response. But 
it is too risky as a treatment. 

Fortunately, substitutes may 
exist. Pharmaceutical fi rms have 

developed nicotinelike drugs, 
such as GTS-21, that were 

designed to stimulate the alpha-7 
acetylcholine receptors in the 

brains of patients with 
Alzheimer’s disease. But the 

clinical trials failed to show a 
clear benefi t, and the drugs were 

dropped. The compounds may 
have been unable to cross the 

blood-brain barrier—which would 
actually be a plus for an anti-

infl ammatory, because then it 
could target the periphery and 

avoid the brain. Researchers have 
begun testing such substitutes 

to combat infl ammation. T 
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B I O E N G I N E E R I N G

Viral Wire

For the health-conscious, confl icting studies reporting 
the supposed benefi ts of different foods must create con-
fusion, if not hypertension. Now researchers have taken 
a second look at 54 studies that seemingly document the 
role of moderate drinking in staving off death from 
heart disease. They found that most of the investiga-
tions lumped nondrinkers with former drinkers, who 
might have stopped drinking for health reasons and 
pulled down the average health of that group. Of seven 
studies that split the two categories, none found a pro-
tective effect for alcohol. More telling, when the team 
regrouped the other published data, combining drinkers 
and former drinkers, the positive effects evaporated. 
Paradoxically, physiological data suggest drinking is 
probably still somewhat helpful, remarks Kaye Fillmore 
of the University of California, San Francisco, co-author 
of the May Addiction Research and Theory report. To 
bear that out, future analyses would have to disentangle 
drinking history, she says.  —JR Minkel

H E A LT H

Bottoms Up—or Maybe Down

MODER ATE DRINKING may not protect 
the cardiovascular system. 

B E H AV I O R

The Lure of Punishment
Penalizing others for their selfi shness might 
not be fun, but it wins out against the alter-
native, suggesting how social sanctions and 
the cooperation they entail might have 
emerged over time. German researchers in-
structed volunteers to play a game in which 
they could contribute to a pot of cash-re-
deemable tokens, which paid dividends to 
everyone regardless of who contributed. In 
one group, subjects could pay a token to pun-

ish free riders who did not ante up, making 
the freeloaders lose tokens; the other group 
forbade punishment. Before each round, ev-
eryone saw each group’s dividends and chose 
one to participate in. Although most players 
started out in the nonpunishment crowd, al-
most all ended up with the punishers, who 
saw their dividends grow because free riding 
was less common. Check out the April 7 Sci-
ence for more—or else.  —JR Minkel

Traditional lithium-ion batteries have car-
bon electrodes, which are relatively bulky 
for the energy they provide. To slim elec-
trodes down, researchers have turned to 
that paragon of self-assembly, the virus. A 
team at the Massachusetts Institute of Tech-
nology engineered a long tubular virus 
called M13 to sheathe itself in proteins that 
glom onto cobalt and gold atoms. The sci-
entists dipped a polymer electrolyte fi lm 

into a solution containing the virus, then 
into a solution of metal atoms, yielding a 
thin, transparent sheet coated in cobalt ox-
ide and gold. The result, an electrode, stores 
almost three times as much energy as the 
carbon-based kind, the researchers reported 
online April 6 in Science. Next, the goal is 
to build a counter electrode and, ultimately, 
a self-assembling battery.
  —JR Minkel

DATA POINTS:
  GIRDLED BY 

GARBAGE
Discarded rockets, exploded 

satellites, paint fl ecks and even 
human waste contribute to the 

earth’s orbital litter. The U.S. 
Space Surveillance Network 

tracks all man-made objects down 
to baseball-size fragments (10 
centimeters wide). They pose a 

risk of serious collision with 
future space missions. According 

to a NASA analysis, even if 
humans stopped launching 

satellites now, debris will 
increase after 2055. That is when 

the formation of new pieces, 
resulting when larger ones break 

up, will exceed the rate of 
destruction by reentry burn-up.

Percent of orbital objects 
that are debris: 93

Number of fragments at least 
10 centimeters wide: 9,000

Combined mass, in kilograms: 
5 million

Number of known orbital 
collisions, 1991–2005: 3

Number of collisions expected 
in the next 200 years: 18

Number of collisions expected 
to be catastrophic: 11

S O U R C E S :  U . S .  S t r a t e g i c  C o m m a n d ;  
S c i e n c e ,  J a n u a r y  2 0 ,  2 0 0 6 P
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 BRIEF
 POINTS

■  The world’s fi rst optical 
telescope dedicated to fi nding 
extraterrestrial intelligence 
opened April 11 in Harvard, 
Mass. The 72-inch-wide mirror 
is designed to glimpse any 
otherworldly laser fl ash lasting 
at least one nanosecond.

The Planetary Society 
announcement, April 11

■  Flower power: 
the diversifi cation of ants 
100 million years ago depended 
on the coincidental emergence 
of fl owering plants, which 
presented ants with new 
ecological opportunities.

Science, April 7

■  Jesus may well have walked on 
water—in its frozen state. The 
Sea of Galilee (Lake Kinneret in 
modern Israel) could have 
chilled enough for parts of it to 
ice over during protracted cold 
spells 1,500 to 2,500 years ago. 

Journal of Paleolimnology, April

■  When hit with the right laser 
frequency, gold particles 
50 nanometers wide can heat up 
enough to melt ice over an area 
1,000 times as big. The 
technology may offer 
a precise way to burn targets 
such as tumor cells.

Nano Letters, April 12

E V O L U T I O N

Fish Out of Water
New fossils of fi sh with limblike fi ns ex-
cavated from arctic Canada now serve as 
a missing link in the evolution of animals 
from water onto land. Three nearly com-
plete specimens of a fl attened, alligator-
like fi sh species dubbed Tiktaalik roseae 
possess the scales, fi ns, snout and lower jaw of a fi sh, but they have the ribs, neck, skull, 
wrists and fi ngerlike bones of a land animal. Scientists had to dig the up to three-meter-long 
fossils out from icy rock in polar bear country, but they say the tundra resembled a sub-
tropical version of today’s Mississippi River delta when the fi sh was alive some 375 million 
years ago. The sharp-toothed predator’s overlapping ribs would have produced a stiff trunk 
not required by fi sh buoyed up by water, suggesting it lived in the shallows, perhaps with 
excursions onto land, the researchers write in the April 6 Nature.  —Charles Q. Choi

N E U R O B I O L O G Y

Peaking Intelligence

T R A N S G E N I C S

The Other, Other White Meat
People talk about waiting until pigs fl y, but those less patient may only have to wait until 
swine swim with the fi shes: scientists have now made them more piscine. Omega-3 fatty 

acids can reduce the risk of heart attack and stroke. 
Fish oil is the best-known source for these fats, but sea-
food may also contain high levels of mercury. To grow 
their fi shy pigs, a team of scientists inserted a gene into 
fetal pig cells that gives rise to connective tissue. These 
cells were cloned to generate piglets with omega-3 lev-
els that are three times higher than normal. Future tests 
must assess whether the levels remain high into adult-
hood. Not only could these pigs lead to healthier bacon, 
but such oinkers could themselves have healthier hearts 
and therefore live longer, which would limit the loss of 
livestock for farmers. Digest the fi ndings in the April 
Nature Biotechnology.  —Charles Q. Choi

MIS SING LINK : Reconstruction of Tiktaalik, which 
bridges the gap between water and land animals.

Braininess in kids may not depend on the 
amount of gray matter so much as how fast 
it both thickens and thins as they grow up. 
Researchers at the National Institute of Men-
tal Health and at McGill University used 
magnetic resonance imaging to scan the 
brains of 307 children from ages fi ve to 19. 
They focused on the cerebral cortex, or gray 
matter, which is responsible for higher think-
ing. In kids who scored highest on the most 
commonly used IQ tests, the cortex was ac-

tually relatively thinner in early childhood, 
thickening rapidly between ages seven to 11, 
and peaking later than in their average-IQ 
peers. The delayed growth perhaps refl ects a 
longer developmental window for high-level 
thinking circuitry. The cortex of the smart 
children also thins faster during the late 
teens, which could refl ect withering of un-
used neural connections as the brain stream-
lines its operations. Scan the March 30 Na-
ture for more details.  —Charles Q. Choi

HE ALTHY BACON coming soon?
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Skeptic

In 2001 Cambridge University Press published Bjørn Lom-
borg’s book The Skeptical Environmentalist, which I thought 
was a perfect debate topic for the Skeptics Society public lec-
ture series at the California Institute of Technology. The prob-
lem was that all the top environmental organizations refused 
to participate. “There is no debate,” one spokesperson told me. 
“We don’t want to dignify that book,” another said. One lead-
ing environmentalist warned me that my reputation would be 
irreparably harmed if I went through with it. 
So of course I did.

My experience is symptomatic of deep prob-
lems that have long plagued the environmental 
movement. Activists who vandalize Hummer 
dealerships and destroy logging equipment are 
criminal ecoterrorists. Environmental groups 
who cry doom and gloom to keep donations fl owing only hurt 
their credibility. As an undergraduate in the 1970s, I learned 
(and believed) that by the 1990s overpopulation would lead to 
worldwide starvation and the exhaustion of key minerals, met-
als and oil, predictions that failed utterly. Politics polluted the 
science and made me an environmental skeptic.

Nevertheless, data trump politics, and a convergence of 
evidence from numerous sources has led me to make a cogni-
tive switch on the subject of anthropogenic global warming. 
My attention was piqued on February 8 when 86 leading evan-
gelical Christians—the last cohort I expected to get on the 
environmental bandwagon—issued the Evangelical Climate 
Initiative calling for “national legislation requiring suffi cient 
economy-wide reductions” in carbon emissions. 

Then I attended the TED (Technology, Entertainment, De-
sign) conference in Monterey, Calif., where former vice presi-
dent Al Gore delivered the single fi nest summation of the evi-
dence for global warming I have ever heard, based on the re-
cent documentary film about his work in this area, An 
Inconvenient Truth. The striking before-and-after photo-
graphs showing the disappearance of glaciers around the 
world shocked me out of my doubting stance.

Four books eventually brought me to the fl ipping point. 
Archaeologist Brian Fagan’s The Long Summer (Basic, 2004) 

explicates how civilization is the gift of a temporary period of 
mild climate. Geographer Jared Diamond’s Collapse (Penguin 
Group, 2005) demonstrates how natural and human-caused 
environmental catastrophes led to the collapse of civilizations. 
Journalist Elizabeth Kolbert’s Field Notes from a Catastrophe 
(Bloomsbury Publishing, 2006) is a page-turning account of 
her journeys around the world with environmental scientists 
who are documenting species extinction and climate change 

unmistakably linked to human action. And bi-
ologist Tim Flannery’s The Weather Makers 
(Atlantic Monthly Press, 2006) reveals how he 
went from being a skeptical environmentalist 
to a believing activist as incontrovertible data 
linking the increase of carbon dioxide to glob-
al warming accumulated in the past decade.

It is a matter of the Goldilocks phenomenon. In the last ice 
age, CO2 levels were 180 parts per million (ppm)—too cold. 
Between the agricultural revolution and the industrial revolu-
tion, levels rose to 280 ppm—just right. Today levels are at 380 
ppm and are projected to reach 450 to 550 by the end of the 
century—too warm. Like a kettle of water that transforms from 
liquid to steam when it changes from 99 to 100 degrees Celsius, 
the environment itself is about to make a CO2–driven fl ip.

According to Flannery, even if we reduce our carbon diox-
ide emissions by 70 percent by 2050, average global tempera-
tures will increase between two and nine degrees by 2100. This 
rise could lead to the melting of the Greenland Ice Sheet, which 
the March 24 issue of Science reports is already shrinking at 
a rate of 224 ±41 cubic kilometers a year, double the rate mea-
sured in 1996 (Los Angeles uses one cubic kilometer of water 
a year). If it and the West Antarctic Ice Sheet melt, sea levels 
will rise fi ve to 10 meters, displacing half a billion inhabitants.

Because of the complexity of the problem, environmental 
skepticism was once tenable. No longer. It is time to fl ip from 
skepticism to activism.  

Reducing our 
CO2 emissions 
by 70 percent 
by 2050 will 

not be enough. 

The Flipping Point
How the evidence for anthropogenic global warming has converged to cause this 
environmental skeptic to make a cognitive flip    By MICHAEL SHERMER

Michael Shermer is hosting an international conference 
on the science and politics of the environment at Caltech 
from June 2 to 4 (www.environmentalwars.org). 

COPYRIGHT 2006 SCIENTIFIC AMERICAN, INC.



30 S C I E N T I F I C  A M E R I C A N  J U N E  2 0 0 6

A
R

N
O

L
D

 A
D

L
E

R

Sustainable Developments

Jeffrey Sachs is director of the Earth Institute at Columbia 
University and of the U.N. Millennium Project.

Each era has its own dominating themes of global politics. 
The 19th century had the politics of industrialization and 
empire. The fi rst half of the 20th century bowed to world 
wars and economic depression. The second half was over-
shadowed by the cold war. Our era, I believe, will be domi-
nated by the geopolitics of sustainability. 

Economic development has become a generalized global 
phenomenon, except in sub-Saharan Africa and a few other 
poverty hot spots. Even those impoverished areas will prob-
ably achieve economic takeoff with a little international help 
and the application of “best option” technologies. The world’s 
total economic throughput every year, adjusted for dif-
ferences in countries’ purchasing power and mea-
sured as the gross world product (GWP), now 
stands at approximately $60 trillion. Over the past 
century, the GWP has grown roughly 18-fold in 
price-adjusted terms. 

With that increase in economic output have 
come some phenomenal benefi ts, such as rising life 
expectancy and improved overall public health, and some 
planet-threatening adverse effects, such as massive tropical 
deforestation, ocean fi sheries depletion, man-made climate 
change, violent competition over limited hydrocarbon re-
sources, and newly emerging diseases such as SARS and avian 
fl u (H5N1). Until now, the favorable outcomes have out-
weighed the bad. Yet because many of the environmental con-
sequences are hidden from view and from our national in-
come accounts, we sit atop ticking ecological time bombs. 

Every major ecosystem, whether marine or terrestrial, is 
under stress. The world economy is depleting the earth’s bio-
diversity, ocean fi sheries, grasslands, tropical forests, and oil 
and gas reserves. We are massively and quickly changing the 
climate. These trends are occurring on a planet of 6.5 billion 
people and with economic activities that are already unsus-
tainable as practiced. Yet with the economic successes now 
propelling India and China and the momentum of global pop-
ulation growth, we are on a trajectory to some nine billion 
people and a GWP of perhaps $275 trillion by mid-century.

Without new technologies and a new kind of geopolitics, 

we won’t get there. Hydrocarbon scarcities can easily lead to 
war unless we develop energy alternatives, including much 
safer ways to use the vast remaining coal reserves. The mis-
guided Iraq War, in my view, counts as just such an oil war, 
and its disastrous results demonstrate the urgency of new glob-
al approaches to energy. Irreplaceable marine ecosystems will 
be destroyed unless we learn to develop environmentally sound 
aquaculture and slow the man-made acidification of the 
oceans. More hurricanes like Katrina will ravage our coastal-
based economies as extreme weather events continue to mount 
in frequency, intensity and human impact. More humanitar-

ian disasters such as in Darfur, Sudan, will result from 
inadequate water in arid regions. More global de-

mands on food production will lead to massive de-
forestation in the Amazon and beyond unless diets 
and agricultural processes change markedly.

Our global politics is not yet adapted to the 
challenges of sustainability. The superpowers spend 

far more time angling for short-term military and eco-
nomic advantage than they do honoring international 

agreements on biodiversity, climate, oceans, desertifi cation 
and other fundamental issues that will count much more for 
our well-being in the decades to come. Indeed, unless we face 
these problems honestly, terrorism and war are likely to be 
more frequent outcomes.

This new monthly column will be about the emerging geo-
politics of sustainability and the search for genuine solutions. 
It will show that topics usually treated through a political 
lens—war, terror, corruption—more and more frequently have 
an ecological underpinning. Global market forces can be “re-
engineered” to channel economic activity in a sustainable 
manner. Better technologies can square the circle of econom-
ic growth with sustainability. And perhaps most important, 
new approaches to global politics and governance itself, based 
fi rmly on the budding science of sustainability, can provide a 
vital bridge to future prosperity and peace. Stay tuned.  

We 
sit atop 
ticking 

ecological 
time 

bombs.

The New Geopolitics
Preventing wars and other strife will increasingly depend on facing the ecological 
consequences of our economic activities    By JEFFREY SACHS
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Mahzarin Banaji wrestled with a slide projector while 
senior executives fi led grumpily into the screening 
room at New Line Cinema studios in Los Angeles. 
They anticipated a pointless November afternoon in 
which they would be lectured on diversity, including 
their shortcomings in portraying characters on-screen. 

“My expectations were of total boredom,” admitted 
Camela Galano, president of New Line International.

By the break, though, executives for New Line and 
its fellow Time Warner subsidiary HBO were crowd-
ing around Banaji, eager for more. The 50-year-old 

experimental social psychologist from Harvard Uni-
versity had started with a series of images that showed 
the tricks our minds play. In one video clip, a team 
passed around a basketball. Of the 45 executives 
watching, just one noticed the woman who walked  
slowly right through the game, carrying an open white 
umbrella. After a few more examples, Banaji had con-
vinced the audience that these kinds of mistakes in per-
ception, or “mind bugs,” operate all the time, espe-
cially in our unconscious responses to other people.

“It’s reasonable and rational,” Banaji told them. 
“And it’s an error.” We may intend to be fair, she ex -
plain  ed, but underneath our awareness, our minds 
automatically make connections and ignore contra-
dictory information. Sure enough, in a paper quiz, the 
executives readily associated positive words with their 
parent fi rm, Time Warner, but they found it harder to 
link them to their top competitor, the Walt Disney 
Company. To their chagrin, they discovered the same 
tenden cy to pair positive terms with faces that have 
European features and negative ones with faces that 
have African features.

Banaji has been studying these implicit attitudes 
and their unintended social consequences since the 
late 1980s, when she fi rst teamed up with Anthony 
Greenwald of the University of Washington. Green-
wald created the very fi rst implicit association test 
(IAT). He measured how quickly people tapped keys 
on a computer keyboard in response to prompts on the 
screen. Would they more easily associate positive 
words such as “happy” or “peace” with pictures of 
fl owers and negative words such as “rotten” or “ugly” 
with insects? Predictably, they did. Then he began 
testing responses to words and images associated with 
ethnicity and race. Participants’ automatic reactions 
did not match the attitudes they said they held. Among 
social psychologists seeking investigative instruments, 

“the IAT just took off in a fl ash,” Greenwald recalls.
In the decades since, Banaji, Greenwald and a third 

MAHZARIN BANAJI: TESTING BIAS
■  As a young Zoroastrian in southern India, Banaji says she had “greater 

latitude than other Indian girls in seeking the life of the mind.” The 
religion’s central notion now resonates in the “good-bad” distinctions 
she asks study participants to make.

■  Battles her own implicit bias with screensaver images, such as of black 
intellectuals and women athletes, that counter social stereotypes.

The Implicit Prejudice
Mahzarin Banaji can show how we connect “good” and “bad” with biased attitudes we hold, 
even if we say we don’t. Especially when we say we don’t    By SALLY LEHR MAN
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collaborator, Brian Nosek of the Univer-
sity of Virginia, have continued to fi nd 
fresh ways to use the IAT and other tools 
to probe bias: its nature, where it comes 
from and how it works. With neuroscien-
tists, for instance, Banaji combined clas-
sical fear conditioning, implicit attitude 
measures and people’s own descriptions 
of interracial dating to study how social 
groups come to fear one another. Banaji 
hopes next to work with primatologists 
to learn about our predisposition as a spe-
cies to build bias into our perceptions.

Even in people with genuinely egali-
tarian views, Banaji and her colleagues 
fi nd that bias is ordinary and ingrained 
and remains active outside our aware-
ness. When the team realized the power 
of unconscious attitudes in everyday de-
cision making, she says, “we knew the 
right thing was to take this to the public.” On an IAT Web site 
(implicit.harvard.edu/implicit/), users can try 14 measures—to 
fi nd out whether they automatically favor young over old, for 
instance, or prefer thin to overweight. Ten new sections include 
country-specifi c IATs, such as Muslim-Hindu and Pakistan-
India associations.

At least two million people have tried the tests online so far, 
and many have offered suggestions. “Once you put it out there, 
you have to listen to what people are saying—and their ideas 
are brilliant,” Banaji fi nds. She has begun venturing from the 
lab to teach people about prejudice, employing humor, intellect 
and kindness as she alerts investment bankers, media execu-
tives and lawyers to the buried biases that lead to mistakes.

As a research tool, the IAT has fed close to 300 papers in 
fi elds ranging from neuroscience to marketing. It has also fu-
eled academic challenge and debate, with a few social psychol-
ogists accusing the team of liberal bias and overinterpretation 
of the results. Some critics insist that the test does not really 
measure unconscious prejudice, only harmless cultural knowl-
edge that differs from true racism. Psychologists argue over the 
underlying cognitive mechanism. One project found that some 
people will show bias just because they fear they will.

After fi nishing a meta-analysis across 61 studies, however, 
Greenwald and Banaji decided that the validity of the IAT holds. 
The test predicted judgments, behavior, and physiological reac-
tions linked to stereotyping and prejudice better than expressed 
attitudes could. “In my own fi eld, subtle prejudice, the IAT has 
helped crystallize ideas that we’ve been talking about for years,” 
observes Jack Dovidio of the University of Connecticut. And it 
is an excellent teaching tool, he adds. When users experience 
their own discomfort and slowness in making associations, it 

is hard to ignore the message, agrees 
Princeton University social psychologist 
Susan Fiske. “Part of Mahzarin’s genius 
was to see the IAT’s potential impact on 
real-world issues,” she points out.

Most recently, Banaji has been trying 
to discern when race attitudes fi rst form 
and when conscious beliefs begin to di-
verge from those below the surface. In 
child-friendly tests, Banaji discovered 
that Japanese and white New England 
children as young as six both openly and 
implicitly preferred people like them-
selves. By age 10, their unconscious and 
conscious attitudes started to split. De-
spite expressing more egalitarian views 
as they grew older, people in the two so-
cieties continued to show automatic bias 
against black faces. For Japanese par-
ticipants, both implicit and explicit at-

titudes toward European faces became more positive.
Banaji now suspects that if she could test for prejudice in 

babies, she would fi nd it. But that does not mean that we are 
born with bias. Certainly we have the mental machinery to 
generalize and rank across social categories, she says, but cul-
ture fi lls in the necessary information. And humans absorb 
ideas about racial status early. In a study of 234 Hispanic-
Americans, for instance, children compared themselves favor-
ably with African-Americans. But when they used the IAT to 
compare themselves with white children, the natural prefer-
ence for their own group fell away. “This work suggests that 
what we value, what we think is good, is in the air,” Banaji 
remarks. It might develop through things like the warnings 
that a parent conveys to a child, in a tightening grip on a little 
hand. As adults, we continue to observe our environment and 
unintentionally adapt the stereotypes we hold to match.

Fortunately, our brains do not seem permanently stuck on 
bias. Powerful cultural signals push in one direction, but 
awareness, close relationships and experience can push back. 
Banaji, Greenwald and Nosek are starting a nonprofi t to help 
people apply their research. They envision seminars and lec-
tures, followed by “booster shots” of online exercises.

By weaving awareness into our day, Banaji states, we can 
help our conscious attitudes take charge. It is like exercising 
regularly and eating healthfully, she explained to the  fi lmmakers. 
And she suggested that they could build protective measures 
into their lives and work, much like fl uoride in drinking water. 

“In every movie where you can do things counter to stereotype,” 
she told them, “you are likely to produce change.”  

Sally Lehrman writes from the San Francisco Bay Area. 

IMPLICIT AT TITUDE TES T means rapidly putting 
images (here, of black and white faces) and 
words in green in the correct columns.
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RING OF FIRE: Mountain-size vents 
exploding around the outer edge of 
an active supervolcano smother the 
landscape in clouds of hot gas and ash.
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Supervolcanoes
The Secrets of 

Microscopic crystals of volcanic ash are revealing 
surprising clues about the world’s most devastating eruptions

By Ilya N. Bindeman
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A supervolcano eruption packs the 
devastating force of a small asteroid col-
liding with the earth and occurs 10 
times more often—making such an ex-
plosion one of the most dramatic natu-
ral catastrophes humanity should ex-
pect to undergo. Beyond causing imme-
diate destruction from scalding ash 
fl ows, active supervolcanoes spew gases 
that severely disrupt global climate for 
years afterward.

Needless to say, researchers are eager 
to understand what causes these giants 
to erupt, how to predict when they might 
wreak havoc again, and exactly what 
challenges their aftermath might entail. 
Recent analysis of the microscopic crys-
tals in ash deposits from old eruptions 
has pointed to some answers. These in-
sights, along with improved technolo-
gies for monitoring potential disaster 
sites, are making scientists more confi -
dent that it will be possible to spot warn-
ing signs well before the next big one 
blows. Ongoing work hints, however, 
that supervolcano emissions could trig-
ger alarming chemical reactions in the 
atmosphere, making the months follow-
ing such an event more hazardous than 
previously suspected.

Almost all volcano experts agree 
that those of us living on the earth today 
are exceedingly unlikely to experience 
an active supervolcano. Catastrophic 
eruptions tend to occur only once every 
few hundred thousand years. Yet the 
sheer size and global effects of such epi-
sodes have commanded scientifi c atten-
tion since the 1950s.

Early Awe
one of geologists’ fi rst discover-
ies was the existence of enormous circu-
lar valleys—some 30 to 60 kilometers 
across and several kilometers deep—that 
looked remarkably similar to the bowl-
shaped calderas located atop many of 
the planet’s most well-known volcanoes. 
Calderas typically form when the cham-
ber of molten rock, or magma, lying un-
der a volcanic vent empties out, causing 
the ground above it to collapse. Noting 
that these calderalike valleys sit close to 
some of the earth’s largest deposits of 
volcanic rocks laid down during a single 
event, those early investigators realized 
they were seeing the remnants of volca-
noes hundreds or even thousands of 
times larger than the familiar Mount St. 
Helens in Washington State. From the 

extreme scale of the calderas and the es-
timated volume of erupted material, re-
searchers knew that the magma cham-
bers below them had to be similarly 
monstrous. 

Because the thick continental crust 
and heat sources needed to create such 
massive magma chambers are rare, su-
pervolcanoes themselves are also uncom-
mon. In the past two million years, a 
minimum of 750 cubic kilometers of 
magma has exploded all at once in only 
four regions: Yellowstone National Park 
in Wyoming, Long Valley in California, 
Toba in Sumatra and Taupo in New Zea-
land. The search for similarly large erup-
tions continues in other areas of thick 
continental crust, including in western 
South America and far eastern Russia.

By the mid-1970s, investigations of 
past events revealed some ways that the 
chambers can form and become danger-
ous. Under the surface of Yellowstone, 
the North American tectonic plate is 
moving over a buoyant plume of warm, 
viscous rock rising through the mantle, 
the 2,900-kilometer-thick layer of the 
earth’s interior that is sandwiched be-
tween the molten core and the relatively 
thin veneer of outer crust. Functioning 
like a colossal Bunsen burner, this so-
called hot spot has melted enough over-
lying crust to fuel catastrophic eruptions 
for the past 16 million years. In Toba, 
the source of the chamber is different. 
That region lies above a subduction zone, 
an area where one tectonic plate is slip-
ping under another; the convergence 
produces widespread heating, mainly 
through partial melting of the mantle 
above the sinking plate. 

No matter the heat source, pressure 

■   Recent analysis of the composition of tiny crystals inside ash deposits 
from prehistoric eruptions is overturning old beliefs about supervolcano 
behavior—and revealing new surprises about the aftermath.

■   The inner workings of the magma chambers that fuel supervolcanoes can 
evolve in ways that strongly infl uence the style of future eruptions. 

■   The volcanic winter that grips the planet in the wake of a supereruption is 
probably shorter than once suspected, although chemical reactions in the 
atmosphere may be much more dangerous. 

Overview/Mighty Eruptions 

 Lurking deep below the surface in California and Wyoming are two 
hibernating volcanoes of almost unimaginable fury. Were they to 
go critical, they would blanket the western U.S. with many centimeters 

of ash in a matter of hours. Between them, they have done so at least four 
times in the past two million years. Similar supervolcanoes smolder 
underneath Indonesia and New Zealand. 
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in the magma chambers builds over time 
as more magma collects under the enor-
mous weight of overlying rock. A super-
eruption occurs after the pressurized 
magma raises overlying crust enough to 
create vertical fractures that extend to 
the planet’s surface. Magma surges up-
ward along these new cracks one by one, 
eventually forming a ring of erupting 
vents. When the vents merge with one 
another, the massive cylinder of land in-
side the ring has nothing to support it. 
This “roof” of solid rock plunges down—

either as a single piston or as piecemeal 
blocks—into the remaining magma be-
low, like the roof of a house falling down 
when the walls give way. This collapse 
forces additional lava and gas out vio-
lently around the edges of the ring [see 
box on next two pages].

Fingerprinting Eruptions
y et myst er ies r em a ined. Nota-
bly, as researchers soon realized, not 
every large magma chamber will neces-
sarily erupt catastrophically. Yellow-
stone, for example, is home to three of 
the world’s youngest supervolcano cal-
deras—they formed 2.1 million, 1.3 
million and 640,000 years ago, one 
nearly on top of the other—but in the 
gaps between these explosive events, 
the underlying chamber released similar 
volumes of magma slowly and quietly. 

Why magma sometimes oozes slowly 
to the surface is still uncertain.

A look at the composition of tiny 
crystals trapped inside erupted lava and 
ash at Yellowstone has suggested a par-
tial answer, by providing new insight 
into how magma forms. For decades, ge-
ologists assumed that magma sits as a 
pool of liquefi ed rock for millions of 
years at a time and that each time some 
of it pours out onto the earth’s surface, 
new liquid rises up from below to refi ll 
the chamber immediately. If that con-
ception were correct, one would expect 
many more catastrophic, voluminous 
eruptions, because it is mechanically 
and thermally infeasible to keep monster 
magma bodies in the crust without emp-
tying them frequently.

The old idea was based largely on so-
called whole-rock analyses in which re-
searchers would obtain a single set of 
chemical measurements for each fi st-size 
piece of volcanic rock they collected. 
Those data provided important general 

patterns of magma evolution, but they 
were insuffi cient for determining the age 
of the ejected magma and the depth at 
which it formed. 

Every chunk of rock is actually made 
up of thousands of tiny crystals, each 
with its own unique age, composition 
and history. So when technological ad-
vances made it possible in the late 1980s 
to analyze individual crystals with good 
precision, it was like being able to read 
individual chapters in a book rather than 
relying on the jacket blurb to explain the 
story. Investigators began to see that 
some crystals—and thus the magmas in 
which they originally formed—arose 
much earlier than others, for instance, 
and that some formed deep under-
ground, whereas others formed near the 
earth’s surface. 

During the past 10 years, geochem-
ists have been paying particular atten-
tion to an especially durable type of vol-
canic crystal called zircon. Knowing that 
zircons can withstand extreme changes 

ILYA N. BINDEMAN is a geochemist and assistant professor in the department of geo-
logical sciences at the University of Oregon. Born in Moscow, Bindeman fi rst became 
interested in volcanology while studying the remote volcanoes of Kamchatka in far east-
ern Russia. After completing his Ph.D. at the University of Chicago in 1998, he began 
investigating nearly microscopic crystals of ash for clues about the origin and effects 
of the world’s largest eruptions. He worked at the University of Wisconsin–Madison and 
at the California Institute of Technology before joining the Oregon faculty in December 
2004 and setting up his own geochemistry laboratory.
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BIG, BIGGER, BIGGEST

Long Valley: 
Bishop tuff eruption 

750 cubic kilometers of debris 
760,000 years ago

Crater Lake National Park:
Mount Mazama eruption 

50 cubic kilometers of debris
7,600 years ago

Mount St. Helens:
1980 eruption 

< 0.5 cubic kilometer of debris

Yellowstone National Park:
Lava Creek tuff eruption
1,000 cubic kilometers of debris
640,000 years ago

Supervolcanoes (orange and blue) spread ash much farther 
than even large versions of what most people think of as “normal” 

volcanoes (yellow and purple), because the behemoths, with 
their massive magma chambers, eject so much more material.
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in heat and pressure without compro-
mising their original composition, a few 
researchers—among them John W. Val-
ley of the University of Wisconsin–Mad-
ison—have been using them to study the 
early evolution of the earth’s crust [see 

“A Cool Early Earth?” by John W. Val-
ley; Scientific American, October 
2005]. When I joined Valley’s team as a 
postdoctoral fellow in 1998, we used 
Yellowstone zircons to trace the history 
of their parent magma—which in turn 
revealed important clues about how the 
volcano may behave in the future.

The fi rst step was to measure the ra-
tios of different forms of oxygen in zir-
cons from the youngest Yellowstone su-
pereruption—which after exploding 
640,000 years ago gave rise to the Lava 
Creek tuff, a fossilized ash deposit 400 
meters thick in some places—as well as 
younger deposits that were expelled 
during milder eruptions since then. 
When I fi nished my initial analyses, Val-
ley and I were both surprised to see that 
oxygen composition of those zircons 
did not match that of deep, hot mantle, 
as would be expected if drained cham-
bers always fi lled from below. Zircons 
born of mantle-derived magmas would 
have had a distinctive signature: as ele-
ments that are dissolved in magmas 
come together to form a zircon, that 
crystal takes on a notably high propor-
tion of oxygen 18, a heavy isotope of 
oxygen that has 10 neutrons in its nucle-
us instead of the usual eight. 

Valley and I saw immediately that 
the magma must have originated in rock 

once near the earth’s surface. The zir-
cons we studied were depleted in oxygen 
18 relative to the mantle, and such de-
pletion occurs only if the crystals formed 
from rocks that interacted with rain or 
snow. We thus suspected that the col-
lapsed roof rock from one of the two 
oldest Yellowstone supereruptions must 
have melted to form the bulk of the 
magma that was ejected during the 
younger Lava Creek catastrophe and 
smaller eruptions since. This hypothesis 
gained strength when we learned that 
the ages of the zircons from post–Lava 
Creek eruptions span the entire two-
million-year duration of Yellowstone 
volcanism. Such old zircons could exist 
in the youngest ash only if they origi-
nated in material that was ejected dur-
ing the oldest eruptions and if that ma-
terial later collapsed back into the mag-
ma chamber and remelted to help fuel 
the youngest eruptions.

Our fi ndings mean that scientists 
can now expect to make certain predic-
tions about how the Yellowstone super-
volcano, and possibly those elsewhere, 
will behave in the future. If a new round 
of small, precursor eruptions begins in 
Yellowstone—and they usually do so 
weeks to hundreds of years before a cat-
astrophic explosion—testing the oxygen 
fi ngerprint of those lavas and the ages of 
their zircons should reveal what type of 
magma is abundant in the chamber be-
low. If the next eruption is depleted in 
oxygen 18, then it is most likely still be-
ing fed by stagnant remnants of the 
original magma, which by now is prob-

ably more of a thick crystal mush than 
an explosive liquid. On the other hand, 
if the new lava carries the fi ngerprint of 
fresh magma from the mantle and does 
not contain old zircons, then it very like-
ly came from a large volume of new 
magma that has fi lled the chamber from 
below. Such fi ndings would imply that a 
new cycle of volcanism had com-
menced—and that the newly engorged 

SLEEPING SUPERVOLC ANOES, such as that in Long Valley in California 
(left), are not obvious cone-shaped peaks like Washington State’s Mount 
St. Helens (above). Instead they are marked by enormous calderas, 
depressions in the earth’s surface that formed when the land collapsed 
into the magma chambers that fed the most recent supereruptions.
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The vast chambers of molten magma that feed 
supervolcanoes form above hot spots 
(buoyant plumes of rock rising from deep 

SUPERCYCLES 

1 Partial melting of the mantle rock above the 
sinking plate of oceanic crust produces 

magma that works its way up toward the base 
of the continental crust and pools there. This 
lower magma chamber acts as a colossal 
Bunsen burner that eventually melts parts of 
the continental crust, which has a lower melting 
point than the rock below. Some magma also 
rises via small vertical conduits between 
the two chambers. 

Sinking plate

Upper magma 
chamber

Lower magma 
chamber 

Rising 
magma 

Continental 
crust
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magma chamber had more potential to 
explode catastrophically.

Immediate Aftermath
t in y crystals and their isotopic sig-
natures have also revealed surprises—

good and bad—about the aftermath of 
supereruptions. One of the best-studied 
examples of supervolcano aftermath is 
the Bishop tuff, a volcanic layer tens to 
hundreds of meters thick that is exposed 
at the earth’s surface as the Volcanic Ta-
blelands in eastern California. This mas-
sive deposit represents what is left of the 
estimated 750 cubic kilometers of mag-
ma ejected during the formation of the 
Long Valley supervolcano caldera some 
760,000 years ago.

For decades, many geologists as-
sumed that a series of distinct eruptions 
over millions of years must have oc-
curred to produce the extensive Bishop 
tuff. But careful studies of microscopic, 
magma-filled bubbles trapped inside 
tiny crystals of quartz tell a different 
story. The rate at which magma leaves a 

chamber depends primarily on two fac-
tors: the magma’s viscosity, or ability to 
flow, and the pressure difference be-
tween the chamber and the earth’s sur-
face. Because the pressure inside a bub-
ble matches that of the chamber where 
the magma formed, the bubble acts like 
a mini version of the chamber itself.

Aware of this correspondence, Alfred 
Anderson of the University of Chicago 
and his colleagues studied the size of the 
bubbles under a microscope to estimate 
how long it took the magma to leak out. 
Based on these and other experiments 
and fi eld observations from the 1990s, 
geologists now think that the Bishop 
tuff—and probably most other super-
erupted debris—was expelled in a single 
event lasting a mere 10 to 100 hours. 

Since that discovery, investigators 
have had to modify their reconstructions 
of supervolcano eruptions. Here is what 
they now generally expect from an event 
the scale of those that struck Long Valley 
and Yellowstone: Instead of a slow leak 
of red-hot lava as is seen creeping down 

the sides of Kilauea Volcano in Hawaii, 
these eruptions feature supersonic blasts 
of superheated, foamlike gas and ash 
that rise buoyantly all the way into the 
earth’s stratosphere, 50 kilometers high.
As the land above the magma chamber 
collapses, immense gray clouds called 
pyroclastic fl ows burst out horizontally 
all around the caldera. These fl ows are 
an intermediate stage between lava and 
ash, so they move extremely rapidly—up 
to 400 kilometers an hour, some sources 
say; cars and even small airplanes would 
have no chance of outrunning them. 
These fl ows are also intensely hot—600 
to 700 degrees Celsius—so they burn 
and bury everything for tens of kilome-
ters in every direction.

As bad as the pyroclastic fl ows are, 
the ash injected into the atmosphere can 
have even more far-reaching conse-
quences. For hundreds of kilometers 
around the eruption and for perhaps 
days or weeks, pale-gray ash would fall 
like clumps of snow. Within 200 kilome-
ters of the caldera, most sunlight would JE
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within the earth) and subduction zones (regions where one 
tectonic plate is slipping underneath another). In both cases, the 
giant volcanoes tend to follow an eruption cycle that is now far 

better understood than it once was. Here are the four basic steps, 
beginning with initial formation of the magma chamber, depicted 
for a subduction zone:

2 As the upper magma chamber grows, the 
land above bulges and cracks. The silica-

rich composition and low temperature of this 
magma relative to those that form in the 
mantle make it particularly fl ow-resistant, so 
water and gas have trouble rising through it. 
Thus, when a plug of the sticky magma 
suddenly works its way to the surface along a 
vertical crack, the high-pressure material 
underneath tends to explode violently rather 
than oozing slowly.

3 The earth’s strained surface eventually 
shatters as new explosive vents form a 

ring as wide across as the magma chamber. 
The fractured pieces of rock plunge down into 
the chamber, forcing additional magma up the 
outside edges of the ring. The sudden release 
of this magma transforms it into vast, 
scalding clouds of ash, gas and rock known 
as pyroclastic fl ows, which destroy 
the landscape for tens of kilometers 
in all directions. 

4 After the volcano's eruption, a craterlike 
depression known as a caldera sits above 

the partially drained magma chamber. Over 
time, the collapsed land that is within the 
chamber begins to melt from the inside, 
thereby creating a smaller batch of magma that, 
along with other forces, forms a dome in the 
center of the caldera. Slow-moving lava may 
leak from this region many times before 
enough magma accumulates to fuel a 
new supereruption. 

Caldera rim

New ash layer

Pyroclastic fl ows

Collapsing rock

Explosive vent New fracture

High-pressure 
magma

Lava fl ow
Dome
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be blocked out, so the sky at noon would 
look like that at dusk. Homes, people 
and animals would be buried, some-
times crushed. Even 300 kilometers 
away, the ash could be half a meter thick; 
mixed with rain, the weight would be 
plenty suffi cient to collapse roofs. Less 
ash than that would knock out electrical 
power and relay stations. As little as a 
millimeter, which could well dust the 
ground halfway around the globe, would 
shut down airports and dramatically re-
duce agricultural production.

Only gradually would rain (made 
acidic by volcanic gases) wash away the 
thick blanket of ash. And because volca-

nic rock and ash fl oat, it would clog ma-
jor waterways. Transportation along big 
rivers could grind to a halt. Indeed, re-
cent oil drilling in the Gulf of Mexico 
struck a surprisingly thick layer of su-
pervolcanic debris near the Mississippi 
Delta—more than 1,000 miles from its 
source in Yellowstone. Only by fl oating 
downriver and then sticking to sediment 
that sank to the ocean bottom could that 
amount of debris have accumulated 
from a volcano so far away. 

The Long Haul
in v est igators h av e reason to be-
lieve that other consequences, arising 

from the great volumes of problematic 
gas expelled into the upper atmosphere, 
would also transpire and could persist 
for many years. New work suggests that 
some of these outcomes may not be as 
bad as once feared but that others may 
be worse. Once again, looking at the 
composition of small by-products from 
past eruptions has been illuminating.

Of the varied gases that make up any 
volcanic eruption, sulfur dioxide (SO2) 
causes the strongest effect on the envi-
ronment; it reacts with oxygen and water 
to produce tiny droplets of sulfuric acid 
(H2SO4). These droplets are the main 
sun-blocking source of the dramatic cli-
matic cooling that would grip the planet 
in the wake of a supereruption. Knowing 
that the planet’s hydrological cycle takes 
months or years to fully wash away the 
acid droplets, many researchers made 
apocalyptic estimates of “volcanic win-
ters” lasting decades, if not centuries. 
But in recent years other investigators 
have uncovered evidence that drastically 
reduces that calculation.

Almost always, traces of the sulfuric 
acid produced after large volcanic erup-
tions are trapped in snow and ice as the 
acid precipitates out of the contaminat-
ed atmosphere. In 1996 investigators 
studying ice cores from Greenland and 
Antarctica found the sulfuric acid peak 
that followed the supereruption of Toba 
74,000 years ago. That eruption ejected 
2,800 cubic kilometers of lava and ash 
and reduced average global tempera-
tures by fi ve to 15 degrees C. The conse-

E X TENSIVE VOLC ANIC DEPOSITS make up a steep slope of Yucca Mountain in 
Nevada. They are the remains of scalding ash fl ows resulting from 
supereruptions that struck nearby approximately 12.8 million (lower layer) 
and 12.7 (upper layer) million years ago. 

SKELETONS OF ANIMAL S buried in ash from a catastrophic eruption in Idaho 12 million years ago are 
now exposed in northeastern Nebraska’s Ashfall Fossil Beds State Historical Park. Most of the ani-
mals probably died slowly as the falling ash—which is essentially powdered glass—fi lled their lungs 
and abraded their teeth. Toxic chemicals in the ash may have poisoned their drinking water as well.

MASSIVE WALL of gray rock in western Nebraska originated as 
a suffocating pile of ash left by a supereruption at an unknown site 
28 million years ago. Elements in the ash imply that such explosions 
can alter the chemistry of the stratosphere. 
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quences of such a chill were undoubt-
edly severe but did not last as long as 
once thought: sulfuric acid in the ice rec-
ord disappeared after only six years; 
some researchers suggest that it vanished 
even earlier.

That volcanic winters are probably 
shorter than expected is the good news. 
But a new method developed in the past 
fi ve years for studying the composition of 
the oxygen atoms in the volcanic acid 
rain is revealing an entirely different, 
alarming sign about the long-term ef-
fects of sulfur dioxide in the atmosphere. 
For SO2 to become H2SO4, it must be 
oxidized—in other words, it must ac-
quire two oxygen atoms from other com-
pounds already existing in the atmo-
sphere. Exactly which compounds play 
the key role is a hotly debated topic of 
current research, so when I started work-
ing with John M. Eiler as a staff scientist 
at the California Institute of Technology 
in 2003, he and I looked for evidence in 
my samples of ashes from the prehistoric 
Yellowstone and Long Valley eruptions.

We began our analyses with a focus 
on a particularly effi cient oxidant, ozone. 
Ozone is a gas molecule made up of three 
oxygen atoms best known for shielding 
the earth from the sun’s dangerous ultra-
violet rays. Because of rare chemical 
transformations that certain gases un-
dergo in the presence of that intense so-
lar radiation, ozone is characterized by 
an anomaly in its so-called mass-inde-
pendent oxygen isotope signature, which 
in simple terms can be thought of as an 
excess of oxygen 17. 

When ozone or any other oxygen-
rich molecule in the stratosphere inter-
acts with SO2, it transfers its oxygen iso-
tope signature to the resulting acid—that 
is, the oxygen 17 anomaly persists in the 
new acid. In 2003 geochemists at the 
University of California, San Diego, 
found the fi rst evidence that this signa-
ture is also preserved in the oxygen at-
oms of the acid that later falls as rain and 
in the sulfate compounds that form as the 
acid rain reacts with ash on the ground. 

The oxygen 17 excess and other 
chemical patterns that we found in sul-
fate from the Yellowstone and Long Val-
ley ash samples thus implied that signifi -

cant amounts of stratospheric ozone 
were used up in reactions with gas from 
the supereruptions in those regions. 
Other researchers studying the acid lay-
ers in Antarctica have demonstrated that 
those events, too, probably eroded 
stratospheric ozone. It begins to look as 
if supervolcano emissions eat holes in 
the ozone layer for an even longer period 
than they take to cool the climate. 

This loss of protective ozone would be 
expected to result in an increased amount 
of dangerous ultraviolet radiation reach-
ing the earth’s surface and thus in a rise 
in genetic damage caused by rays. The 
magnitude and length of the potential 
ozone destruction are still being debated. 
Space observations have revealed a 3 to 
8 percent depletion of the ozone layer 

following the 1991 eruption of Mount 
Pinatubo in the Philippines. But what 
would happen after an event 100 times 
larger? Simple arithmetic does not solve 
the problem, because the details of atmo-
spheric oxidation reactions are extreme-
ly complex and not fully understood. 

Scientifi c techniques for studying and 
monitoring volcanoes of all sizes are de-
veloping with all deliberate speed. But no 
matter how much we learn, we cannot 
prevent an eruption. And what can be 
said about the aftermath of the most cat-
astrophic occurrences is still speculative 
at best. The good news, though, is that 
researchers now know enough about the 
sites of possible eruptions to predict with 
reasonable assurance that no such catas-
trophe will happen anytime soon.  

M O R E  T O  E X P L O R E
Low-�180 Rhyolites from Yellowstone: Magmatic Evolution Based on Analyses of Zircons and 
Individual Phenocrysts. Ilya N. Bindeman and John W. Valley in Journal of Petrology, Vol. 42, 
pages 1491–1517; 2001.

Sulfate Oxygen-17 Anomaly in an Oligocene Ash Bed in Mid-North America: Was It the Dry 
Fogs? Bao Huiming, Mark H. Thiemens, David B. Loope and Xun-Lai Yuan in Geophysical Research 
Letters, Vol. 30, pages 1843–1848; 2003.

Rare Sulfur and Triple-Oxygen Isotope Geochemistry of Volcanogenic Sulfate Aerosols. 
Ilya N. Bindeman, John M. Eiler, Boswell Wing and James Farquhar in Earth and Planetary Science 
Letters (in preparation, 2006).

OZONE DESTRUCTION

Dangerous gases spewed from Mount Pinatubo in the Philippines in 1991 appeared 
as colors in satellite images of the earth’s upper atmosphere (background). New 
evidence suggests that such gases emitted from 
future supervolcanoes may signifi cantly deplete 
the planet’s protective ozone layer before falling 
as acid rain and mixing with ash to form sulfate. 
Sulfate samples from four super volcano deposits 
carry an unusual excess of oxygen 17 (irregular 
colored areas in graph represent collections of 
measurements); such abundance occurs only in 
compounds that have acquired the rare atoms 
during reactions with special gases, very likely 
ozone, in the earth’s upper atmosphere. 
Materials that originate on the ground and stay 
there, such as the products of most small 
eruptions, show no such anomaly (blue line).
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 A
lthough the term “genetic engineering” has been in 
use for at least three decades, and recombinant 
DNA methods are now mainstays of modern re-
search, most biotechnologists’ work with living 
things has little in common with engineering. One 

reason is that the tools available for building with biological 
“parts” have yet to reach a level of standardization and utility 
equal to that in other engineering fi elds. Another has to do 
with methods and mind-sets in biology, although these, too, 
can be powerfully infl uenced by technology.

Electronic engineering, for example, was transformed be-
ginning in 1957, when Jean Hoerni of Fairchild Semiconduc-
tor, a small company in what would later be known as Silicon 
Valley, invented planar technology. It was a system for layer-
ing and etching metals and chemicals within silicon wafers 
using templates called photomasks. This new approach al-
lowed engineers to produce integrated circuits cleanly and 
consistently and to create a wide variety of circuit types just 
by changing the pattern on the photomask. Soon engineers 
could draw from libraries of simple circuits made by others 

BY THE BIO FAB GROUP *
*  David Baker, George Church, Jim Collins, 

Drew Endy, Joseph Jacobson, Jay Keasling, 
Paul Modrich, Christina Smolke and Ron Weiss  

BIOLOGIC AL COMPONENTS 
are the basis of an approach 

to biotechnology modeled on 
electronics engineering.

Principles and practices learned 
from engineering successes can 
help transform biotechnology 
from a specialized craft into 
a mature industry 
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and combine them in increasingly complex designs with a 
widening range of applications.

Until then, standard practice for manufacturing an elec-
tronic circuit had been to wire together its individual transis-
tors one by one. It was an artisanal process, with uneven re-
sults, and a recognized bottleneck in the fl edgling electronics 
industry. In contrast, planar technology kept steadily improv-
ing, enabling amazing advances at a rate famously commem-
orated by Moore’s Law.

This combination of technology and methodology for de-
signing and fabricating semiconductor chips—the “chip 
fab”—constitutes one of the most successful engineering par-
adigms of all time, and it is a valuable model for another na-
scent technology sector: fabrication of biological systems.

In effect, today’s genetic engineers are still hand-wiring 
every circuit. As our colleague Tom Knight of the Massachu-

setts Institute of Technology artifi cial intelligence laboratory 
has observed, “The lack of standardization in assembly tech-
niques for DNA sequences forces each DNA assembly reac-
tion to be both an experimental tool for addressing the cur-
rent research topic, and an experiment in and of itself.” 

Standardization of methods and components in biological 
engineering could give rise to design libraries of compatible 
parts and make outsourcing of fabrication possible. That un-
coupling of concept and manufacture would free biological 
engineers to imagine increasingly complex devices and to use 
powerful engineering tools, such as computer-aided design, 
to manage that complexity. Toward these ends, members of 
our group have begun to identify and develop the equipment 
and techniques that could become the basis of a “bio fab.” We 
are also trying to encourage a community that applies the best 
principles and practices of engineering to biotechnology. 

 Quality Parts
if indiv idual tr a nsistors are the basic components 
of electronic circuits, then their biological equivalents are 
genes: long, carefully ordered stretches of DNA. To construct 
genetic circuits for advanced biological devices, therefore, we 
need a way to manufacture long pieces of DNA quickly, reli-
ably and at a reasonable price. 

Twenty years ago Marvin H. Caruthers of the University 
of Colorado at Boulder built on earlier work by others to de-
velop a system for synthesizing single DNA strands by ex-
ploiting their natural chemistry. DNA is composed of nucleo-
tides, which are distinguished by the type of subunit, called a 
base, they contain: adenine (A), cytosine (C), guanine (G) or 
thymine (T). Affi nities between the bases cause them to pair 
with one another—A with T and C with G—to form the rungs 
of the ladderlike double-stranded DNA molecule. Chemical 

groups create the bonds between base pairs as well as between 
adjoining nucleotides along either strand.

Caruthers’s method, known as solid phase phosphorami-
dite chemistry, is still the basis of most commercial DNA syn-
thesis. It begins with a single nucleotide attached to a solid 
support, such as a polystyrene bead, suspended in liquid. 
When exposed to an acid, the nucleotide’s base becomes open 
to forming a bond with a new nucleotide added to the solu-
tion. That second nucleotide is then exposed to acid, and an-
other nucleotide is joined to it, contributing to the growing 
chain. Repeating this cycle makes it possible to synthesize any 
desired nucleotide sequence with an error rate of approxi-
mately one base in 100. 

Unfortunately, many of the genetic constructs that bio-
logical engineers wish to build are far longer than that. A 
simple network of genes may be several thousand bases long; 
the genome of even a small organism such as a bacterium can 
run to several million bases. Several of us working on fi nding 
synthesis methods with higher yields and lower error rates 
have therefore looked to nature for clues. 

In living organisms, biological machinery composed of 
enzymes such as polymerase is able to manufacture and repair 
DNA molecules at speeds of up to 500 bases a second, with 
error rates of about one base in a billion. That represents a 
trillionfold performance improvement in yield throughput 
(output divided by error rate) over the best DNA synthesis 
machines, which add a base every 300 seconds. Moreover, 
multiple polymerases work in parallel when copying a long 
piece of DNA, such as a bacterial genome, so they are able to 
churn out about fi ve million bases in 20 minutes.

One of us (Church) set out to emulate that parallelism by 
adapting the existing technology of microarrays. These are 

■   Flexible, reliable fabrication technology along with 
standardized methods and design libraries gave rise to 
the semiconductor chip “fab” system. It enabled 
engineers to create extraordinarily complex and 
powerful electronic devices with broad applications.

■   A fab approach could similarly empower biological 
engineers to conceive and build sophisticated devices 
from biological parts.

■   Bio fab technologies and techniques are already being 
developed and used. Addressing safety issues and 
encouraging biologists to think more like engineers are 
ongoing efforts.

Overview/Fab for Life Science

It is a way of thinking about existing biological machines 
and of constructing new ones.
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large slides dotted with short, single DNA strands known as 
oligonucleotides, or oligos, about 50 to 70 bases in length. They 
are manufactured simultaneously right on the microarray sur-
face using phosphoramidite chemistry, anchored in a grid pat-
tern that approaches densities of one million dots per square 
centimeter. To the traditional technology, we added cuttable 
linkers that allow specifi c oligos to be released from the micro-
array. Each dot in our experimental microarray is about 30 
microns wide and contains some 10 million oligo molecules.

We call these strands construction oligos because they are 
designed to overlap with one another in sequence so that they 
can later be assembled to form longer DNA constructs, such 
as a whole gene. But any oligos containing sequence errors 
must be weeded out. For that purpose, we have pursued two 
different error-correction systems.

The fi rst uses the same microarray synthesis method to 
produce what we call selection oligos, with sequences comple-
mentary to the construction oligos. We then release the selec-
tion oligos from their slide and wash them across the con-
struction oligo array. The selection oligos will follow base-
pairing rules and bind, or hybridize, with their comp lementary 
construction oligos to form double DNA strands. We can 
then identify any unmatched construction oligo strands or 
gross imperfections in bound pairs as containing errors and 
release the bad oligos from the array. Interestingly, although 
the selection oligos are just as likely to bear some mistakes—

having been made in the same manner as the construction 
oligos—the probability that erroneous sequences in either set 
will fi nd a perfect complement is very low. Thus, using one set 
of oligos to proofread the other is an effective approach that 
allows us to create oligos with an average of only one error in 
every 1,300 bases.

As one might expect, biological systems have an interest in 
copying themselves accurately, and our second method of error 
correction is borrowed directly from nature. One of us (Mo-
drich) fi rst worked out the details of the process 10 years ago 
and dubbed it “MutS, L, H.” When two DNA strands hybrid-
ize but their A-T and C-G base pairing is not perfect, the dou-
ble-stranded molecule will not assume a helix shape at the loca-
tion of the mismatch. MutS is a naturally occurring protein 
that recognizes and binds to such imperfections and eventu-
ally recruits other proteins, MutL and MutH, to correct the 
error. One of us (Jacobson), with Peter Carr of M.I.T., has 
employed this system to achieve error rates of just one in 10,000 
bases of synthetic DNA, which is suffi cient fi delity to produce 
small networks of genes.

These technologies—releasable parallel synthesis and er-
ror correction—permit us to assemble long, relatively error-
free DNA constructs far more rapidly and inexpensively than 
has been possible to date. They can therefore constitute the 

GREE TINGS FROM BAC TERIA glow 
in this device entered in the 
2004 iGEM competition by 
a team from the University of 
Texas at Austin. The group 
incorporated multiple 
light-receiving and color-
producing genetic parts into 
Escherichia coli to turn a 
biofi lm into biological fi lm 
that displays images 
inscribed by light on its 
surface. In a nod to computer 
programming tradition, the 
machine’s fi rst message 
was “Hello World.” 

Living Devices

Programmed bacteria form ring patterns in response to signals 
from colonies of “sender” cells that appear red (left), yellow 
(center) or pink (right). Lawns of engineered Escherichia coli 
“receiver” cells detect chemicals emitted by senders placed in 
their midst. The receivers then produce different-colored 
fl uorescent proteins depending on their distance from the
 senders, which they judge by the chemicals’ concentration. 

Increasingly complex patterns can be created by varying the 
initial placement of sender colonies. This example of an artifi cial 
multicellular system can be used in research to understand 
signaling and pattern formation in natural cell systems, such as 
during an organism’s development. The same technology could 
also be applied in sensors, three-dimensional tissue engin eer-
ing, and biofabrication of materials by programmed organisms.
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basis of a bio fab, and much like semiconductor chip lithog-
raphy, these processes can be expected to keep steadily im-
proving over time. That frees us to think about what we will 
build in the fab.

Nature Revised and Improved
among our earliest object ives is using the bio fab 
platform to explore new ways of combating disease. Two of 
us (Keasling and Baker) run laboratories involved in creating 
cures for two of the most insidious diseases plaguing human-
ity: malaria and HIV. Although we are pursuing different 
types of therapeutics, the work of both our groups relies heav-
ily on the ability to synthesize long, accurate pieces of DNA. 

Our projects thus offer examples of how the fab approach will 
considerably change the way biomedical scientists can go 
about developing new cures.

In the case of malaria, a treatment already exists that can 
eradicate the causative parasite from the body of an infected 
person. It is the small molecule C-15 sesquiterpene, common-
ly known as artemisinin, a natural compound made by the 
sweet wormwood plant, found mostly in northern China. The 
trees produce too little of the substance for the drug to be 
widely deployed at an affordable cost, however. That is why 
Keasling’s group has been working for the past fi ve years to 
copy the collection of genes, known as a genetic pathway, re-
sponsible for manufacturing artemisinin in the tree and 

Biological engineers can benefi t from methods that made very 
large scale integrated (VLSI) electronics practical for the 
semiconductor industry. Standardization of technologies 
allowed chip engineers to specialize in circuit design or 
fabrication and to thereby manage complex problems at 
different levels of abstraction. Bio fab engineers can also 
cope with complexity by using abstraction hierarchies to hide 
unnecessary information. Thus, a bio fab designer working at 

the level of whole systems need worry only about which 
devices to include and how to connect them to perform the 
desired function without having to manufacture each device 
from scratch. Similarly, a device-level designer should know 
the functions and compatibility of individual parts within a 
device, whereas a parts-level engineer should understand 
how each part works internally but need not be able to 
synthesize its DNA raw material.

THE ABSTRACTION ADVANTAGE 

Systems
Combinations of biological devices that perform functions 
encoded by humans. A system of three inverters, for 
example, can operate as an oscillator.

Devices
Combinations of parts that perform discrete tasks. One inverter 
can take an input signal—for example, “HIGH”—and convert it to 
the opposite output signal, “LOW.” A common signal carrier 
standard, polymerase per second (PoPS), allows devices to 
more easily be combined into systems.

Parts
Genetic material encoding biological functions. A transcription 
operator such as part #R0051, for example, is a piece of DNA that 
works with a matching binding protein (#C0051 in this case) 
to regulate gene activity. Off-the-shelf parts with clear 
specifi cations can be combined in a variety of devices.

DNA
Sequences for genetic parts. These can be specifi ed by 
parts designers, manufactured off-site, then delivered. 
Fast synthesis technologies with low error rates make 
fabrication of custom DNA quick and reliable.

PoPS
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inserting them into yeast to mass-produce the compound.
Once inside the yeast, this pathway can also be modifi ed 

to operate much more effi ciently than it does in the native 
plant. So far we have been able to redesign key subsets of the 
genes, known collectively as the mevalonate pathway, to pro-
duce an artemisinin precursor called amorphadiene at yields 
100,000 times greater than the original pathway produces in 
bacteria. Increasing yields still further, to the point of making 
the drug widely available, will require us to reengineer the 
entire artemisinin pathway in an integrated way.

The full pathway consists of nine genes, each with an aver-
age length of about 1,500 DNA bases. Every new version of 
the pathway that we construct therefore contains approxi-
mately 13,000 bases. It would also be useful for us to be able 
to make variants of each gene in the pathway so that we could 

see which combinations worked most effectively. Manufac-
turing just two variants of each gene would mean synthesizing 
29, or 512, constructs, for a total of about six million nucleo-
tide bases. That is an extremely challenging goal using con-
ventional DNA synthesis techniques, but that amount of DNA 
can fi t on a single microarray chip. 

The same technology that makes wholesale synthesis of 
gene networks possible can also be employed to generate nov-
el proteins, such as new catalysts for synthetic chemistry reac-
tions or environmental waste remediation and highly specifi c 
enzymes for gene therapy or pathogen destruction. Baker’s 
group is developing computational methods for designing 
such new protein structures, including two that mimic essen-
tial features on the surface of HIV, which are already being 
tested as potential vaccines. 

The trouble is that computer models are not suffi ciently 
advanced to guarantee that each newly designed protein will 
have the desired function, but the computers can generate tens 
or hundreds of promising candidate structures to try. Turning 
all those into genetic sequences would require synthesis of 
hundreds of thousands of DNA bases—a diffi cult and expen-
sive proposition using current technology but one well within 
the reach of the fi rst generation of bio fab techniques.

These DNA and protein synthesis projects targeting ma-
laria and HIV illustrate an approach, enabled by bio fab tech-
nology, that could be applied to a wider range of diseases, 
including newly emerging threats. For example, by combining 
high-speed, low-cost DNA sequencing methods [see “Ge-
nomes for All,” by George M. Church; Scientifi c Ameri-
can, January] with the synthetic capabilities of the fab, a 
novel virus such as SARS or a new fl u strain could be charac-
terized, and protein-based vaccines against them could be 
readied far faster than is currently possible. 

Of course, a bio fab is more than a collection of speedier 
synthesis technologies. It is a way of thinking about existing 
biological machines and of constructing new ones, which bor-
rows both language and methodology from engineering.

BioBricks
in 2000 Michael Elowitz and Stanislas Leibler, then at Prince-
ton University, as well as one of us (Collins), with colleagues 
Tim Gardner and Charles Cantor of Boston University, built 
the fi rst basic circuit elements—a ring oscillator and a toggle 
switch—from biological parts. Scientists had known for some 
25 years that natural organisms employ this type of circuitry to 
regulate their own genes, but the separate efforts of our two 
teams represented the fi rst successes in manufacturing func-
tional artifi cial biological circuitry. 

What we mean by that term is well illustrated by Elowitz 
and Leibler’s ring oscillator, which they began as an attempt to 
build a synthetic biological clock, hoping that it would provide 
insight into the clocks that exist naturally in biological systems. 
Their basic circuit consisted of a DNA ring called a plasmid 
containing three genes: tetR, lacI and � cI, which encode the 
proteins TetR, LacI and � cI, respectively. For any gene to be 
translated into a protein, the enzyme polymerase must fi rst 
bind to a region of the DNA strand called a promoter that lies 
upstream of the gene. Polymerase then transcribes the gene into 
messenger RNA, which in turn is translated into a protein. If 
polymerase cannot bind the promoter, the gene is not trans-
lated and the protein is not made. 

Elowitz and Leibler arranged for the protein products of 
the three genes in their circuit to selectively bind to one an-

THE BIO FAB GROUP members are David Baker of the University 
of Washington, George Church of Harvard Medical School, Jim 
Collins of Boston University, Drew Endy and Joseph Jacobson 
of the Massachusetts Institute of Technology, Jay Keasling of 
the University of California, Berkeley, Paul Modrich of Duke Uni-
versity, Christina Smolke of the California Institute of Technol-
ogy and Ron Weiss of Princeton University. They are friends, 
colleagues and sometime collaborators who wrote this article 
as a group because the diversity of their expertise, and hence 
of their contributions to the bio fab effort, embodies the inter-
disciplinary nature of biological engineering. All the authors 
are also scientific advisers to Codon Devices in Cambridge, 
Mass., the first commercial enterprise launched to apply engi-
neering principles to synthetic biology. Church, Endy, Jacob-
son and Keasling are among its founders. Endy is also a found-
er of the not-for-profit BioBricks Foundation, and Keasling 
founded Amyris Biotechnologies. 
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Much of the future of biological technology will require many
different groups to contribute subsystems.
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other’s promoter regions. Thus, the LacI protein would bind 
the tetR promoter, whereas the � cI protein would bind the 
lacI gene’s promoter, and TetR would bind the promoter of 
the � cI gene. These interrelations enable the protein product 
of one gene to block polymerase from binding to the pro-
moter of another gene. Manufacture of the three proteins 
consequently happens in an oscillatory cycle: an abundance 
of LacI protein represses tetR gene activity; the absence of 
TetR protein then allows the � cI gene to be turned on, which 
has the effect of repressing LacI production, and so on. 

When one of the protein products in this cycle is also 
linked to a gene for making a green fl uorescent protein and 
the entire circuit is inserted into bacteria, the oscillation of 
this device can be observed as the bacteria blink on and off 
like holiday lights. Similarly, the latest version of the Collins 
group’s genetic toggle switch can be used to program bacteria 
to detect cellular DNA damage and then report their fi ndings 

by arranging themselves into a green fluorescent “lawn” 
known as a biofi lm.

Perhaps the most striking thing about these synthetic 
biological circuits is that they are identical in function to the 
fi rst types of circuits that electrical engineers build when 
they want to test a new process for manufacturing semicon-
ductor chips. Engineers know that basic components, such 
as an oscillator or a switch, are logically complete. Being 
able to build these simple parts reliably and accurately makes 
it possible to design and fabricate much more complex cir-
cuitry. Once biological engineers, too, can take such basic 
building blocks for granted, they can move on to more com-
plicated projects such as multicellular systems, two- and 
three-dimensional designs, and devices whose function is 
not biological. 

One of us (Weiss) recently produced a prototype for a 
multicellular system that could be used, for example, to detect 

Exploration of the many new opportunities a bio fab would 
offer for medicine, manufacture of new materials, sensors, 
waste remediation and energy production is just beginning. 
But like any worthwhile undertaking, it involves risk. A 
hallmark of biological systems is their ability to evolve and 
replicate, prompting understandable concerns that biological 
“devices” might cause unintentional or deliberate harm.

Thirty-one years ago a conference convened at Asilomar in 
California to address similar worries about the then new 
technology of recombinant DNA. For the fi rst time, scientists 
could extract an individual gene from one organism and insert 
it into another, producing genetic combinations that might not 
exist naturally. That ability is now an essential tool in virtually 
every molecular biology laboratory in the world, in part 
because the governance that came from Asilomar eased fears 
about the use of recombinant DNA. 

In a sense, then, the issues surrounding the new 
technologies that make up a fab for biology are not 
themselves new, but our community is committed to keep 
discussing them. A panel of scientists and ethicists tackled 
the implications of synthetic genomics at the Synthetic 
Biology 2.0 conference held in May. Its conclusions as well as 
results from a 15-month study of risks, benefi ts and 
potentially necessary safeguards, funded by the Alfred P. 
Sloan Foundation, will be available online at www.
syntheticbiology.org in the coming months.

Right now scientists can certainly take the same 
precautions, such as working in secure biosafety 
laboratories, and observe the same ethical codes that have 
served us well for 30 years. Of course, ensuring that 
responsible investigators behave responsibly is easy. But the 
possibility that one day widespread access to DNA synthesis 
capability could allow malefactors to create deadly new 
pathogens, for example, is also a concern. It has prompted one 
of us (Church) to propose a compliance monitoring system 
that might include registration of synthetic biology workers—

much as researchers working with so-called select agents are 
currently registered with the U.S. government—as well as 
surveillance of purchases of designer organisms, equipment 
and precursor materials for synthetic biology. 

Another intriguing prospect is that the bio fab itself could 
represent the ultimate safe system because of the exquisite 
control it will permit. Most of the applications we have 
described would not require synthetic organisms ever to be 
exposed to the environment, but, just in case, those organisms 
could be created with genetic encoding different from any in 
nature, making it impossible for them to exchange genes with 
other life-forms. A synthetic biological device might be 
designed to self-destruct after a certain number of cell 
divisions or to be dependent for life on chemicals not present in 
normal environments. Genetic watermarks could be inscribed 
in every BioBrick to identify and track fabricated organisms. In 
other engineering disciplines, the ability to construct devices 
with higher precision affords greater safety—for example, in 
triply redundant fl ight-control systems in aircraft. We think 
the same may prove true of synthetic biological systems built 
in the bio fab.  —The Bio Fab Group 

BIOBRICK VIAL S contain DNA parts for biological engineering. These 
are safe for use in the lowest-level biosafety laboratories. 

Better Safety through Synthesis
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explosives or other chemicals and then report them with a 
visible signal [see box on page 47]. This biological machine 
allows us to program millions of bacterial cells with instruc-
tions and protocols both for communicating with one an-
other while carrying out their orders and for outputting light 
signals in a variety of patterns. 

Inspired by these early examples, one of us (Endy), along 
with Knight and our M.I.T. colleague Randy Rettberg, is de-
veloping a library of biological components similar to the li-
braries available to chip designers. This Registry of Standard 
Biological Parts should facilitate a wide range of biological 
building projects, and our hope is that others will contribute 
new entries. So far the registry contains more than 1,000 in-
dividual BioBricks, as we call them, including many parts 
analogous to electronics, such as inverters, switches, counters, 
amplifi ers, and components that can receive input or output 
a display. We have also defi ned a standard signal carrier—

polymerase per second, or PoPS—akin to the current in a wire 
connecting two electronic components, so that bio fab engi-
neers can more easily combine and reuse genetic devices. 

To demonstrate the power of the fab approach and to seed 
this new fi eld, the M.I.T. group offered the fi rst course in fab-
style engineering with biological parts in 2003. That class 
quickly evolved into an annual competition, which will draw 
teams from more than 30 universities this summer. In its short 
existence, the International Genetically Engineered Machine 
(iGEM) contest has already generated a number of amazing 
cellular devices, including biofi lms that can record and dis-
play a photograph as well as programmed cells able to sense 
and respond like switches to small-molecule inputs, such as 
caffeine. 

Still another iGEM entry that three of us (Smolke, Col-
lins and Church) developed was a device capable of digital 
counting using a series of DNA segments. Twenty such DNA 
bits would be enough to count and report up to one million 
(220) cell states. This technology can be incorporated into 
sensors, which in turn might be connected to engineered 
metabolic pathways, such as the Keasling group’s optimized 
version for artemisinin production. That would allow in-
creased manufacture of the desired drug at literally the fl ip 
of a switch. 

Constructing Synthetic Biology
w h e n w e au t hors of this article began our efforts to 
build a bio fab, no clear approach existed to making long 
DNA constructs accurately, rapidly and inexpensively. Today 
that is one among several technologies in an expanding tool-
box for biological engineering. We are progressing toward 
fi rst designing and modeling biological devices in computers, 
then “cutting” them into biological form as the fi nal step—

much as silicon chips are planned, then etched. 
As with semiconductor circuitry, this approach has the 

added benefi t of allowing us to optimize interactions between 
parts and to anticipate bugs. This ability grows increasingly 
useful as the constructed systems become increasingly com-

plex. Yet another advantage of designing in the abstract is that 
a biological engineer does not need to actually build every 
part from scratch or even know how every one of them works 
internally—only that they do so reliably. 

The students participating in iGEM may represent the 
fi rst generation of biologist-engineers trained from the begin-
ning of their careers to think of themselves as both. An im-
portant challenge going forward, however, will be to get 
more biologists to think like silicon engineers (and lure more 
engineers into biology)—particularly when it comes to shar-
ing parts. Until now, biotechnology has been characterized 
by self-contained teams working to develop single-purpose 
applications, such as one drug compound. Much of the fu-
ture of biological technology will require many different 
groups to contribute subsystems. Our hope is that building 
a fab for biology will facilitate that progression and help to 
spur advances as revolutionary as those achieved in the semi-
conductor industry.  

M O R E  T O  E X P L O R E
Synthetic Life. W. Wayt Gibbs in Scientifi c American, Vol. 290, No. 5, 
pages 74–81; May 2004.

Foundations for Engineering Biology. Drew Endy in Nature, Vol. 438, 
pages 449–453; November 24, 2005.

Let Us Go Forth and Safely Multiply. George Church in Nature, Vol. 438, 
page 423; November 24, 2005. 

Adventures in Synthetic Biology. Drew Endy, Isadore Deese, the M.I.T. 
Synthetic Biology Working Group and Chuck Wadey. A comic book 
available online at http://openwetware.org/wiki/Adventures 

Registry of Standard Biological Parts: http://parts.mit.edu/

Bio Fab Beginnings
A handful of companies and organizations are already 
applying engineering principles and tools to commercial 
biological manufacturing, bringing the fab closer to reality. 

COMPANY FOCUS

BioBricks Foundation
Cambridge, Mass. 

Promoting open tools, standards and 
parts for biological engineering

Blue Heron Biotechnology
Bothell, Wash.

DNA synthesis

Amyris Biotechnologies 
Emeryville, Calif.

Engineering metabolic pathways for 
drug production in microbes 

Codon Devices 
Cambridge, Mass. 

Building biological devices 

Foundation for Applied 
Molecular Evolution
Gainesville, Fla.

Generating novel proteins and 
materials

Synthetic Genomics 
Rockville, Md.

Engineering microbes to produce fuels
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FEC AL BAC TERIA from animal and human wastes 
are threatening the health of beachgoers and 
shellfi shers in the U.S. Disease-causing microbes 
such as Escherichia coli are carried to coastal 
waters by storm water runoff from commercial 
and residential developments and by seepage 
from improperly sited septic systems.
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 America’s stunning, sinuous coast-
lines have long exerted an almost 
mystical pull on the imaginations 
of the country’s citizens. The ir-

resistible attraction is perhaps best de-
scribed by Herman Melville in the open-
ing pages of Moby Dick: “Nothing will 
content them but the extremest limit of 
the land. . . .  They must get just as nigh 
the water as they possibly can without 
falling in.” In recent years, millions of 
Americans have moved to coastal areas, 
particularly in the Southeast, to take ad-
vantage of their balmy climate, recre-
ational opportunities and natural beauty. 
Unfortunately, rapid and poorly planned 
development is spoiling this beauty in a 
shocking way: a growing number of 
beaches and shellfi sh beds along the coast 
have been contaminated by disease-caus-
ing microorganisms coming from animal 
and human wastes.

According to a recent report by the 
Natural Resources Defense Council, in 
2004 coastal states ordered 19,950 days 
of closures and pollution advisories af-
fecting 1,234 ocean and freshwater 
beaches, or about one third of all the 
beaches regularly monitored by health 
offi cials. The total number of beach days 
covered by the regulatory actions was 9 
percent higher than the total for 2003 
(which, in turn, was 50 percent higher 
than the 2002 total, although that jump 
was partly caused by changes in federal 
monitoring rules). The reason for 85 
percent of the closures and advisories 
was the detection of excessive counts of 
fecal bacteria in the beach waters.

Moving downstream with animal 
feces in storm water runoff or with hu-
man waste in sewage overfl ows and sep-
tic-tank leaks, the waterborne microbes 
can cause liver disease, respiratory in-

fections and potentially fatal gastroin-
testinal disorders. Such illnesses are 
common in Third World countries with 
poor sanitation, but in the U.S. the 
problem stems from unwise growth, not 
poverty. The construction of so many 
homes, roads, shopping centers and 
parking lots has disrupted the natural 
drainage systems in coastal areas, and 
wastes that were once fi ltered by forests 
or wetlands are now regularly fouling 
marinas and beaches.

How can coastal states and commu-
nities reduce microbial pollution? The 
issue has led to confl icts pitting develop-
ers and pro-growth politicians against 
regulatory authorities, commercial and 
recreational shellfi shers, surfers, swim-
mers, divers and conservationists. For-
tunately, some innovative solutions are 
available. “Smart growth” strategies 
can restore polluted coastlines and pro-

Thanks to unchecked development along America’s 
coasts, disease-causing microbes are increasingly 

fouling beaches and shellfi sh beds

By Michael A. Mallin
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vide economic benefi ts as well. Because 
frequent beach closures can dampen 
tourism and depress real estate values, 
the adoption of reasonable controls on 
coastal development would safeguard 
the shoreline economy as much as it 
would protect the public’s health.

The Coastal Boom
in i ts 20 04 Coastal Trends Report, 
the National Oceanic and Atmospheric 
Administration noted that 153 million 
Americans—or 53 percent of the coun-
try’s population—lived in the counties 

bordering the seacoasts and the Great 
Lakes, which make up only 17 percent 
of the continental U.S. land area [see 
box on page 57]. What is more, another 
seven million people are expected to 
join the coastal population by 2008, 
and the total is seasonally expanded by 
hordes of vacationers. Large areas that 
used to be forests or farmland are being 
turned into resorts, residential subdivi-
sions, strip malls, restaurants, offi ce 
complexes and industrial parks. In the 
process, construction companies are 
draining wetlands and covering former-
ly vegetated soils with asphalt, concrete 
and housing materials.

The resulting landscape is dominat-
ed by impervious surfaces—parking 
lots, roads, sidewalks, rooftops and 
construction sites compacted by heavy 

equipment—that do not let water soak 
through. When it rains, the water fl ows 
over these surfaces, picking up animal 
feces and other pollutants and washing 
them into drainage ditches or storm 
drains, many of which lead directly to 
urban lakes, coastal creeks or beach ar-
eas. Whereas sewage treatment plants 
remove harmful bacteria and other con-
taminants from their effluent, storm 
water runoff is usually untreated. Be-
cause this runoff emanates from a wide 
area rather than a single source, it is 
classifi ed as nonpoint source pollution. 

The Environmental Protection Agency 
has stated that this type of pollution is 
the leading remaining cause of water-
quality problems in the U.S.

Storm water runoff carries fertiliz-
ers, pesticides, heavy metals and petro-
chemicals, but it is the disease-causing 
microbes—the bacteria, viruses and 
protozoa derived from feces—that pose 
the principal threat to human health. A 
single gram of dog feces, for example, 
contains an estimated 23 million bacte-
ria. (And for certain particularly haz-
ardous bacteria, as few as 10 organisms 
can cause an infection.) Urban and sub-
urban watersheds receive a steady infl ux 
of manure from domestic animals such 
as dogs and cats and from wildlife such 
as raccoons and squirrels. In vegetated 
areas, rainwater and runoff trickle 

through the soil, which cleanses the wa-
ter of fecal bacteria and viruses, as well 
as many other pollutants. In contrast, 
impervious surfaces accumulate pollut-
ants during dry periods and funnel high 
concentrations of the contaminants 
downstream when it rains.

The problem is particularly worri-
some along the coast because the mi-
crobes pollute shellfi sh beds and areas 
used for recreation. Shellfish are pri-
marily fi lter feeders, meaning that they 
strain large volumes of seawater through 
their bodies to concentrate food mate-

rial such as microscopic algae. But they 
also concentrate the potentially harm-
ful organisms that are present in the wa-
ter. If humans consume raw or poorly 
cooked shellfi sh from waters contami-
nated with fecal microbes, they run the 
risk of contracting gastroenteritis (a dis-
ease characterized by vomiting, diar-
rhea and stomachache) as well as more 
severe, life-threatening illnesses.

To protect shellfi sh consumers, state 
agencies are required to post signs in 
polluted shellfish beds notifying the 
public that harvesting clams, mussels or 
oysters there is illegal. The U.S. Public 
Health Service has set a nationwide 
safety standard for shellfi sh beds using 
measurements of fecal coliform bacte-
ria, a broad category of microorganisms 
found in the intestines of humans and 
animals. Shellfi sh cannot be harvested 
from the area if the geometric mean of 
the bacterial counts in 30 sets of sam-
ples is higher than 14 colony-forming 
units (CFU) per 100 milliliters of seawa-
ter. (A geometric mean is a type of aver-
age that minimizes the effects of outly-
ing values.) In 1995, which was the last 
time NOAA compiled a national shellfi sh 
register, harvesting was restricted or 
prohibited in 31 percent of the country’s 
shellfi sh-growing areas. The agency re-
ported that urban runoff was the most 
commonly cited source of the pollution 
invading shellfi sh beds.

■   Because of booming growth in U.S. coastal regions, much of the area near the 
shoreline is covered with impervious surfaces such as parking lots, roads and 
sidewalks. When it rains, storm water runoff from these surfaces can carry 
animal feces and their accompanying microbes into drainage ditches that 
lead directly to lakes, streams and beaches.

■   Contamination by fecal bacteria is the leading cause of beach closures and 
advisories, which now affect one third of the country’s monitored beaches. 
Hazardous microbes also plague marinas, tidal creeks and shellfi sh beds.

■   To fi ght microbial pollution, coastal communities can encourage the 
preservation of green spaces, install fi lters in storm drains and prevent the 
placement of septic tanks in areas with porous soils. 

Overview/Microbial Pollution

The reason for 85 percent of BEACH CLOSURES and 
advisories is the detection of excessive fecal bacteria.
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More recently, my laboratory at the 
University of North Carolina, Wilming-
ton, analyzed data from five coastal 
North Carolina counties and found a 
strong correlation between human pop-
ulation growth and the closure of shell-
fi sh beds. In 1984, when 352,125 people 
lived in the fi ve counties, 35,275 acres of 
shellfi sh waters were closed; by 2003, 
the combined population had risen to 
501,596 and the closed acreage had 
grown to 42,304.

Microbial pollution also poses a se-
rious danger to people involved in com-
mon recreational activities such as 

swimming, surfing, wading, diving, 
snorkeling, waterskiing and boating. If 
fecal organisms contaminate a lake, 
stream or seashore, anyone in the water 
risks infection by microbes entering 
through the mouth, nose, eyes or open 
wounds. Some of the illnesses caused by 
water contact include gastroenteritis, 
conjunctivitis (eye infections), cellulitis 
(skin irritations such as swimmer’s itch), 
ear infections, respiratory infections 
and more serious diseases such as hepa-
titis and Guillain-Barré syndrome, an 
infl ammatory disorder of the peripheral 
nerves that can induce paralysis. Some 

of the waterborne bacteria that can 
cause these health problems are Esche-
richia coli, Clostridium perfringens and 
various species of Enterococcus, Aero-
monas, Campylobacter, Salmonella, 
Shigella and Yersinia. Among the many 
waterborne disease-causing viruses are 
hepatitis A and Norwalk; the pathogen-
ic protozoa include Cryptosporidium, 
Entamoeba and Giardia.

Don’t Drink the Water
in r ecen t y e a rs ,  several of these 
microbes have triggered severe disease 
outbreaks in the U.S. and Canada. In 

Poorly planned development is the primary cause of 
microbial pollution in coastal areas. Most shopping centers, 
for example, are surrounded by enormous parking lots that 
funnel waste-laden runoff to drainage ditches. In many 
coastal residential developments, the effl uent from septic 
tanks fl ows into fi ssured limestone or sandy soils that allow 

fecal microbes to seep into the groundwater. Industrial-style 
livestock operations typically spread their manure over 
fi elds or store it in lagoons; heavy rains can wash the wastes 
into nearby streams. And new construction often destroys 
the wetlands that fi lter disease-causing organisms from the 
water before they can reach beaches and shellfi sh beds.

FECAL MICROBES ON THE MOVE
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1993 Cryptosporidium protozoa infect-
ed the Milwaukee drinking water sys-
tem, leading to more than 100 deaths 
and 400,000 illnesses. In 1999 an out-
break of Escherichia coli and Campylo-
bacter resulted in two deaths and 116 
illnesses among fairgoers in New York’s 
Washington County after they drank 
water contaminated by runoff from a 
cattle barn. In 2000 residents of Walk-
erton, Ontario, fell victim to infections 
by E. coli and Campylobacter that 
caused 2,300 illnesses and seven deaths, 
mostly among the elderly and infants. 

Again, the contamination was traced to 
microbe-laden runoff from a cattle feed-
lot that entered the town’s water supply.

Health offi cials measure the concen-
trations of various indicator bacteria to 
assess the danger from waterborne 
pathogens, especially along beaches. 
When the bacterial counts get too high, 
the authorities issue polluted-water ad-
visories or close beaches to swimming 
and other recreational activities. The 
EPA recommends that states use Entero-
coccus bacteria as the safety indicator 
for ocean and bay water. Under the EPA’s 
standards, seawater is considered unsafe 
if the geometric mean of fi ve Enterococ-
cus samples collected within 30 days is 
greater than 35 CFU per 100 milliliters 
or if any individual sample is above 104 
CFU per 100 milliliters. In freshwater, 
the EPA limits on mean concentrations 
are 33 CFU per 100 milliliters for En-
terococcus and 126 CFU per 100 milli-
liters for E. coli. These standards, how-
ever, may be too lax. The EPA has esti-
mated that swimming in seawater with 
the maximum acceptable counts will 
cause 2 percent of bathers to fall ill.

Up the Creek
researchers have been studying 
the environmental damage caused by 
impervious surface coverage since the 
late 1980s, but my laboratory was the 
fi rst to examine the effects on fecal bac-
terial counts. We focused on New Han-
over County, a rapidly growing area in 
North Carolina. From 1990 to 2000 the 
county’s population increased by 25 
percent, and it is expected to rise anoth-
er 31 percent by 2020. My research team 
has studied the water quality of six ur-
banizing tidal creeks in the county for 

the past decade. We collected and ana-
lyzed more than 1,000 samples of fecal 
coliform bacteria and E. coli taken 
throughout the creeks and looked for 
correlations between the bacterial counts 
and various demographic and landscape 
attributes of the creek watersheds.

We found that the average fecal coli-
form counts were generally higher in the 
creeks with more people and with a larg-
er percentage of developed land in their 
watersheds. But the bacterial counts were 
most strongly correlated with the preva-
lence of impervious surfaces. In Futch 
Creek—where impervious surfaces cov-
ered only 7 percent of the surrounding 
land—the average coliform count was 12 
CFU per 100 milliliters, but in Bradley 
Creek—where asphalt and concrete blan-
keted 22 percent of the watershed—the 
count was more than seven times higher 
[see box on page 58]. The correlation be-
tween E. coli abundance and the per-
centage of impervious surface in the wa-
tershed was also very strong. Ours was 
not an isolated fi nding: A. Fred Holland, 
Denise M. Sanger and their colleagues at 
the South Carolina Department of Natu-

ral Resources later reported a signifi cant 
correlation between fecal coliform 
counts and impervious surface coverage 
in the watersheds of 22 tidal creeks in the 
Charleston metropolitan area.

The results suggest that storm water 
runoff from developed areas may have 
a multiplier effect on bacterial concen-
trations downstream. The abnormally 
high fl ows coming from large parking 
lots or subdivisions may erode the drain-
age ditches and stream banks, bringing 
suspended sediments into the water. 
These sediments are also readily washed 

off construction sites where the soils 
have been stripped of vegetation. The 
suspended sediments and other parti-
cles cloud the receiving waters. (The de-
gree of cloudiness is called turbidity.) 
What is more, the sediments, particu-
larly clays, can physically and chemi-
cally bind with pollutants such as am-
monium, phosphate, metals, and fecal 
bacteria and viruses.

Binding to soils protects bacteria 
from ultraviolet radiation that would 
normally kill the organisms. Bacteria 
can also obtain carbon, nitrogen and 
phosphorus nutrients from the soil par-
ticles, and the microbes can hitch long-
distance rides as they travel downstream 
with the sediments. In our study of the 
tidal creeks in New Hanover County, we 
found a highly signifi cant correlation be-
tween turbidity and the abundance of fe-
cal coliform bacteria. Other studies per-
formed in the Chesapeake Bay, western 
Florida, the Mediterranean coast and 
Australia have yielded similar fi ndings.

The sediments lying at the bottom of 
shallow coastal waters are also a reser-
voir for fecal bacteria and other mi-
crobes. A research team led by Law-
rence B. Cahoon, my collaborator at 
U.N.C. Wilmington, has found high 
concentrations of disease-causing or-
ganisms—including fecal coliform bac-
teria, enterococci and streptococci—in 
tidal creek sediments. The microbes can 

MICHAEL A. MALLIN is an aquatic ecologist who has extensively studied pollution in 
freshwater, estuarine and coastal marine systems. Currently a research professor at 
the Center for Marine Science at the University of North Carolina, Wilmington, Mallin 
received his Ph.D. in marine and estuarine biology from U.N.C. Chapel Hill. His research 
interests include analyzing the impact of land-use practices on water quality as well as 
studying the effects of nutrient loading and catastrophic weather events.TH
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Fecal microbes from SEPTIC SYSTEMS in the 
Florida Keys can enter coastal waters within hours.
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83.9 to 159.9

40 to 83.8

10 to 39.9

0 to 9.9

survive for extended periods in the sed-
iments because they are protected from 
ultraviolet radiation and have ready ac-
cess to nutrients. And because the tidal 
creeks are generally shallow, agitating 
the sediments at the bottom can sus-
pend enough bacteria in the water to 
exceed the safety standards for human 
contact. Windy conditions or wading 
children and pets can easily pollute the 
water just by kicking up the creek’s 
muddy bottom. Furthermore, our stu-
dents have found high concentrations of 

fecal microbes in the sediments near 
several public boat ramps; such ramps 
are ubiquitous and heavily used in the 
coastal regions of the Southeast.

Sand and Sewage Don’t Mix
poor ly de sign e d sanitation sys-
tems in coastal regions can also contrib-
ute to microbial pollution. In communi-
ties where storm drains feed into sewer 
pipes, heavy rains can cause overfl ows 
that dump untreated human waste into 
rivers, lakes and bays. Many municipali-

ties are now tackling this problem by 
separating their sewer and storm water 
systems. A new dilemma is emerging, 
however, in coastal areas where residents 
do not have sewage hookups and must 
put their wastes in septic tanks instead. 

One such area is the Florida Keys, 
which is home to more than 25,000 sep-
tic systems. The predominant terrain in 
the Keys is karst topography—the un-
derlying soils consist primarily of lime-
stone, with many cracks and sinkholes 
caused by erosion. This geologic forma-

South Shore Beach

Myrtle 
Beach

Phil 
Foster 
Park

Cole Park

Doheny 
State Beach

BEACH 
LOCATION

TYPE OF BACTERIA 
MEASURED

HIGHEST COUNT 
(CFU PER 100 MILLILITERS)

NUMBER OF CLOSURE OR 
ADVISORY DAYS IN 2004

Doheny State Beach
Orange County, California

Enterococcus 38,800 312

Phil Foster Park 
Palm Beach County, Florida

Enterococcus 600 108

South Shore Beach 
Milwaukee County, Wisconsin

Escherichia coli 2,419 72

Myrtle Beach 
Horry County, South Carolina

Enterococcus 1,130 54 

Cole Park 
Nueces County, Texas  

Enterococcus 14,400 53
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The most polluted beaches and bays in the U.S. are generally 
located in densely populated coastal counties. Bacterial 
contamination prompted the closures and advisories at the 
areas listed below in 2004 (the last year for which nationwide 

records are available). The highest counts measured at each 
beach were far above the safety standards for individual 
samples of Enterococcus and Escherichia coli, 104 and 235 
colony-forming units (CFU) per 100 milliliters, respectively.

AMERICA’S SULLIED BEACHES
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tion is very porous and hence cannot ef-
fectively fi lter the bacteria-rich effl uent 
from septic tanks. In 1995 a research 
team led by John H. Paul and Joan B. 
Rose of the University of South Florida 
found that fecal microbes from septic 
systems in the Keys readily pass through 
the soil and can enter coastal waters 
near the shore within hours.

The problem is not limited to the 
Keys. Sandy soils along the coast have 
relatively large spaces between the sand 
grains. When these soils become satu-
rated with water, bacteria and viruses 
can easily move through them. Areas 
containing sandy soils and a high water 
table are thus unsuitable for septic sys-
tems, yet poor planning has allowed 
their presence in many rapidly growing 

coastal regions, including some of the 
sandy barrier islands along the Atlantic 
and Gulf coasts. In a study of water 
quality in Brunswick County, North 
Carolina, which has many septic tanks 
in the sandy soil (up to 20 per hectare), 
Cahoon found high fecal coliform 
counts in the freshwater and seawater 
downstream from the dense residential 
sites. What is more, the ditching and 
drainage systems serving the developed 
areas appeared to facilitate the dis-
charge of fecal bacteria into nearby wa-
ters, including shellfi sh beds.

Other investigators have identifi ed 
distinctive patterns in the severity of mi-
crobial pollution. Erin K. Lipp, now at 
the University of Georgia, and her col-
leagues determined that in Florida Gulf 

Coast communities such as Charlotte 
Harbor and Sarasota Bay, fecal bacteria 
counts in bays and tributaries increase 
sharply with the outgoing tide. The mi-
crobes move readily through the sandy, 
saturated soils surrounding the crowd-
ed fields of septic tanks into nearby 
creeks draining into the bays. The pat-
tern not only is tidal but varies accord-
ing to weather conditions as well. The 
researchers discovered that in wet years 
corresponding to El Niño events, the 
water in Tampa Bay is signifi cantly more 
polluted by fecal bacteria and viruses 
than it is in dry years. This effect is 
again the result of increased runoff and 
subsurface movement through saturat-
ed soils around improperly sited septic 
tanks.

THE EFFECTS OF CONCRETE AND ASPHALT
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A study of six tidal creeks in New Hanover County, North Carolina, found a strong correlation between microbial pollution and 
the prevalence of impervious surfaces such as parking lots, roads and sidewalks. In the relatively pristine Futch Creek (left), 
where impervious surfaces covered less than 7 percent of the watershed, the average counts of fecal coliform bacteria were 
much lower than in Bradley Creek (right), where concrete and asphalt blanketed more than one fifth of the surrounding area.
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In southern California, where large 
amounts of urban runoff fl ow into the 
Pacifi c Ocean, Rachel Noble of U.N.C. 
Chapel Hill and her colleagues found 
that the extent of shoreline water that 
failed to meet safety standards was 10 
times greater following rainfall than it 
was during dry periods. Nationwide, 
many shellfi sh beds are automatically 
closed for a few days or weeks after a 
rainfall, because these areas are subject 
to bacterial pollution from storm water 
runoff.

But urban runoff and septic seepage 

are not always the main culprits behind 
microbial pollution. In coastal streams 
draining rural areas, the driving factor 
is often the waste from livestock farms. 
On the coastal plain that extends from 
Maryland to Florida and in certain Gulf 
Coast areas as well, traditional livestock 
farms have been largely supplanted by 
giant, industrial-style facilities where 
huge numbers of swine, poultry and cat-
tle are raised in close confi nement. The 
facilities dispose of the vast amounts of 
manure by either spraying it as a liquid 
or spreading it as litter on nearby fi elds. 
If the spraying or spreading occurs 
shortly before or during a rainstorm, fe-
cal microbes from the waste can enter 
nearby streams via overland runoff.

A Cleaner Future
to protect  America’s coastal waters, 
developers and builders clearly need to 
move away from their current destruc-
tive practices—including clear-cutting, 
wetlands drainage and extensive use of 
pavement—and switch to smart-growth 
strategies. When planning new resorts, 
shopping centers, offi ce complexes and 
residential subdivisions, the designers 
must minimize the use of impervious 
surfaces and maximize the amount of 
vegetated areas. A site with plenty of 
green spaces among the paved areas will 
have less runoff, and percolation 
through the soil will remove many of 

the contaminants swept from the as-
phalt and concrete.

In particular, wetlands need to be 
preserved and, if possible, enlarged to 
maintain the natural fi ltering of storm 
water runoff. In a study of 11 streams in 
the coastal plain of eastern North Caro-
lina, my laboratory found that in the 
watersheds where the wetland coverage 
was relatively large—in this case, great-
er than 13.5 percent—periods of rain-
fall did not substantially increase the 
fecal coliform bacteria counts. The re-
sults indicate that preserving wetlands 

(and presumably expanding them) is an 
effective way to guard downstream wa-
ters from suspended sediments and mi-
crobial pollution. Builders can help the 
effort by curtailing the runoff of sedi-
ments from construction sites.

Developers should take advantage of 
new technologies that can reduce the 
amount of storm water runoff and even 
treat it on-site. For example, parking 
lots can now be paved with porous con-
crete, a semipervious substance that al-
lows water to pass into the soil below 
and yet provides enough structural sup-
port for automobiles. And new collec-
tion systems can funnel storm water 
runoff from parking lots to fi lters that 
use layers of absorbent minerals and or-
ganic material to cleanse the polluted 
water. (Large parking lots can also be 
downsized, because most were built to 
accommodate holiday shopping rather 
than day-to-day traffi c.) These technol-

ogies could be applied to existing devel-
opments as well as new ones. If a com-
munity wishes to reduce runoff pollu-
tion to revitalize its beaches or save the 
local shellfi sh industry, it can install fi l-
ters in all its parking lots, create vegetat-
ed buffer zones along streams and ditch-
es, and reconstruct wetlands in selected 
locations.

The poor performance of septic sys-
tems in sandy soils and in areas of karst 
topography is a clear indication that 
coastal regions require more advanced 
sewage treatment systems. Some con-

servation groups have pointed out, how-
ever, that the construction of central-
ized sewage systems will lead to even 
denser development and more water 
pollution. Thus, when coastal commu-
nities build sewage systems, the munici-
pal authorities should put restrictions 
on impervious surface coverage in new 
developments, limiting it to, say, 10 to 
15 percent of the total area (especially 
near shellfi sh beds).

America’s coasts can be a wonderful 
destination, both for vacation travel and 
for relocating homes and businesses. 
But without careful planning and the 
political will to protect coastal resourc-
es, the gorgeous beaches, sparkling bays 
and tranquil tidal creeks will become 
nothing but hazardous receptacles of 
our waste. We must ensure that un-
checked development does not ruin the 
very qualities that brought people to the 
coast in the fi rst place.  

M O R E  T O  E X P L O R E
Effect of Human Development on Bacteriological Water Quality in Coastal Watersheds. Michael 
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Demographic, Landscape, and Meteorological Factors Controlling the Microbial Pollution 
of Coastal Waters. Michael A. Mallin, Scott H. Ensign, Matthew R. McIver, G. Christopher Shank 
and Patricia K. Fowler in Hydrobiologia, Vol. 460, pages 185–193; 2001.

Linkages between Tidal Creek Ecosystems and the Landscape and Demographic Attributes 
of Their Watersheds. A. F. Holland, D. M. Sanger, C. P. Gawle, S. B. Lerberg, M. S. Santiago, 
G.H.M. Riekerk, L. E. Zimmerman and G. I. Scott in Journal of Experimental Marine Biology and 
Ecology, Vol. 298, pages 151–178; 2004.

More information can be found online at www.nrdc.org/water/oceans/gttw.asp and 
www.epa.gov/beaches/

PRESERVING WETL ANDS is an effective way to guard 
downstream waters from microbial pollution.
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CONTROLCONTROL
Pain comes in a range of unpleasant fl avors. But all 
pain has one thing in common: those who endure it 
want it to stop.

Yet the most widely used analgesics today are es-
sentially folk remedies that have served for centuries: 
morphine and other opiates derive from the opium 
poppy, and aspirin comes from willow bark. Although 
these treatments can give relief, each has its limita-
tions. Aspirin and other nonsteroidal anti-infl amma-
tory drugs (NSAIDs), such as ibuprofen, cannot ease 
the most severe types of discomfort. And even opiates, 
generally the strongest medicines, do not work for ev-
eryone. Moreover, they can have serious side effects, 
and patients tend to become tolerant to them, requir-
ing escalating doses to get any relief at all. 

Over the past 20 years neurobiologists have 
learned a great deal about the cellular circuits and the 
specialized molecules that carry pain signals. Today 
this knowledge is being exploited to devise new strat-
egies for managing pain better and causing fewer side 
effects. Indeed, more approaches than we have room 
to discuss are now under study.

Particles of Fire 
in the 17th century French philosopher René 
Descartes enumerated a theory to explain how people 
sense pain. In his view, a pinch, a whack or a poke es-

sentially tugged on a neural rope that then rang a pain 
alarm bell in the brain. Imagine, for example, burning 
a foot. “Fast moving particles of fire,” Descartes 
thought, would create a disturbance that “passes 
along the nerve fi lament until it reaches the brain.” 

Descartes was not too far off. Pain generally be-
gins at the periphery: in the skin, an internal organ or 
any other site outside the central nervous system 
(CNS)—that is, outside the brain and spinal cord. 
Stubbing a toe or leaning against a hot stove activates 
neurons (nerve cells) called nociceptors that respond 
specifi cally to hurtful stimuli, such as extreme tem-
perature or mechanical pressure, or to chemicals gen-
erated in response to injury or infl ammation. 

Nociceptors have two arms: a sensation-detecting 
branch that projects out to the periphery, where it in-
nervates small patches of tissue, and a second branch 
that extends into the spinal cord [see box on page 63]. 
The neuron’s cell body, which resides in a structure 
outside the spine, sits between the two. When special-
ized detector molecules on the peripheral branch en-
counter a noxious agent in the skin or an organ, they 
trigger an impulse that travels up the line, along the 
central branch and on to an area of the spinal cord 
known as the dorsal horn. There the nociceptor re-
leases signaling molecules called neurotransmitters 
that activate neurons in the dorsal horn, prompting 

Advances in understanding the cells and molecules that transmit pain signals 
are providing new targets for drugs that could relieve various kinds of pain—
including those poorly controlled by existing therapies

Throbbing, itching, aching, stabbing, stinging, pounding, piercing. 
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them to transmit the alarm message up 
to the brain. Although nociceptors are 
often called pain-sensing neurons, they 
merely indicate the presence of poten-
tially harmful stimuli; it is the brain that 
interprets the signal as painful and 
prompts us to say “ouch.” 

Not all pain is worrisome. For ex-
ample, the acute kind that accompanies 
a minor tissue injury such as a sprain or 
abrasion is protective: it encourages an 
organism to avoid further injury. This 
kind tends to be temporary and to sub-
side over time. 

The pain that most troubles patients—

and doctors—fails to disappear and is 
diffi cult to treat. In many cases, the prob-
lem arises because the injury or the in-
fl ammation that triggers the discomfort 
persists. The aches of arthritis result 

from ongoing inflammation, and the 
agony that can accompany invasive can-
cer stems to a large extent from tissue 
injury and infl ammation.

In other cases, persistent pain is neu-
ropathic, resulting from damage to 
nerve cells themselves. It can develop 
when neurons in the CNS sustain dam-
age from multiple sclerosis, a stroke or 
spinal cord injury, for example. Or it can 
derive from injury to peripheral neurons. 
Amputees who endure aching in a limb 
that is no longer there (phantom limb 
pain) and people who feel burning in 
their skin for years after a herpes infec-
tion has subsided (postherpetic neural-
gia) are all suffering from neuropathic 
pain. When this kind of hurt continues, 

it is not symptomatic of some ongoing 
injury or another disease; it is itself a dis-
ease of the nervous system and requires 
the attention of a pain specialist. 

Pain without End
a m ajor com mon denominator in 
those who suffer from hard-to-manage 
pain is abnormal sensitivity to stimuli. 
This sensitivity can take the form of hy-
peralgesia (an excessive reaction to typ-
ically painful inputs) or allodynia (pain 
in response to normally innocuous in-
puts). In those affected by allodynia, 
even the gentle pressure of clothing 
against one’s skin or bending a joint can 
become unbearable. 

Biologists now understand that such 
heightened sensitivity—or sensitization—

stems from molecular or structural 

changes in nerve cells. In the periphery, 
for instance, molecules that promote in-
fl ammation may cause the nociceptors 
that detect noxious stimuli to become 
overly reactive to those inputs. Infl am-
matory molecules can even cause noci-
ceptors to begin generating signals in 
the absence of any environmental input. 

Sensitization can also result from 
CNS changes that lead to hyperactivity 
of pain-transmission pathways. The 
changes, which may persist for a long 
time, can include display of increased 
numbers of the receptors that respond 
to the neurotransmitters released by no-
ciceptors and might even include rewir-
ing of connections and a loss of nerve 
cells that normally inhibit pain signal-

ing. When the CNS is involved, the con-
dition is termed central sensitization.

Regardless of which specific pro-
cesses are at fault, ongoing pain, it turns 
out, can lead to sensitization and thus 
exacerbate and prolong discomfort. 
Many researchers, therefore, have ame-
lioration of hyperalgesia and allodynia 
foremost in their minds as they hunt for 
new analgesics. Meanwhile patients 
need to realize that persistent pain 
should not be borne stoically; it requires 
aggressive treatment to prevent further 
sensitization.

Start at the Beginning
i n t h e se a rch for new analgesics, 
much effort has been directed toward 
the place where hurtful signals typically 
originate: the periphery. Certain of the 

specialized molecules that nociceptors 
use to detect noxious stimuli rarely oc-
cur elsewhere in the body. Blocking 
these molecules would presumably shut 
off pain signaling without disrupting 
other physiological processes and, thus, 
without causing unwanted side effects. 

Today’s most popular remedies—as-
pirin and other NSAIDs—largely work 
their magic in the periphery. When a tis-
sue is injured, a variety of cells in the area 
pump out chemicals called prostaglan-
dins, which act on the pain-sensing 
branches of nociceptors, lowering their 
activation threshold. Aspirin and 
NSAIDs inhibit the activity of a family of 
enzymes (cyclooxygenases) that cells use 
to generate the pain-inducing prosta-
glandins. These over-the-counter com-
pounds relieve everyday aches and pains. 
But they also inhibit prostaglandin pro-
duction elsewhere in the body, often 
causing such side effects as stomach pain, 
diarrhea and ulcers. These problems can 
prevent the drugs’ long-term use and lim-
it the doses that can be given.

To reduce the gastrointestinal conse-
quences, pharmaceutical companies de-
veloped a family of drugs that target the 

■   Specialized nerve cells called nociceptors respond to noxious stimuli. These 
cells transmit a message to nerve cells in the spinal cord, which then carry 
the signal to the brain.

■   Nociceptors and other nerve cells in pain circuits possess specialized 
molecules for detecting pain-causing stimuli. These molecules can serve as 
targets for the development of medicines that may alleviate pain with fewer 
side effects than are caused by existing drugs.

Overview/Easing Pain

Patients need to realize that persistent pain should not be 
borne stoically; it needs AGGRESSIVE TREATMENT.
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enzyme cyclooxygenase-2 (COX-2). Be-
cause COX-2 does not normally operate 
in the stomach or intestinal tract, block-
ing its activity should not cause the same 
disruptions as traditional NSAIDs do. 
Whether they are in fact gentler on the 
stomach remains to be established. In the 
meantime, the drugs have problems of 
their own. Rofecoxib (Vioxx), a   COX-2 
inhibitor that had been prescribed for 
relief of arthritis pain, was removed 
from the market when it was found to 
boost the risk of heart attack and stroke. 
Other COX-2 inhibitors are also being 
scrutinized for ill effects. 

Send in the Salsa
discovery of targets that reside 
almost exclusively on nociceptors pro-
vided an opportunity to develop drugs 
that act selectively to relieve pain. A par-
ticularly appealing one is the capsaicin 
receptor. This ion channel, present in the 
membrane of many nociceptors, re-
sponds not only to capsaicin, the pun-
gent ingredient in chili peppers, but also 

to distressful heat and to protons (the hy-
drogen ions that make substances acid-
ic); protons are unusually abundant in 
infl amed tissue. In the presence of these 
chemicals or of temperatures above 43 
degrees Celsius, the channel allows so-
dium and calcium ions to fl ood into the 
nociceptor, stimulating it to generate a 
signal that translates into the burning 
sensation induced by heat, infl ammation 
or spicy food. 

Substances that inhibit the capsaicin 
receptors should therefore dampen in-
fl ammatory pain. Indeed, in laboratory 
animals, such “antagonists” have been 
able to relieve the very severe pain caused 
by the acidic environment around tu-
mors that have metastasized to and 
damaged bone tissue. Today many phar-
maceutical companies are competing to 
develop capsaicin receptor antagonists. 

The possibilities for manipulating the 
receptor do not end there. Ironically, in 
some instances, purposely stimulating 
capsaicin receptors can alleviate pain. 
Topical creams containing capsaicin are 

being prescribed to relieve the itching, 
prickling and stinging sensations that 
can accompany postoperative wound 
healing or nerve impairments stemming 
from HIV infection, bouts of herpes and 
diabetes. Exactly how the ointments 
work is unclear, although small doses 
over time might ultimately make the re-
ceptor less responsive to the usual stimu-
li or might cause depletion of the neu-
rotransmitters emitted by nociceptors.

Block Other Channels
a di f f e r e n t  k i n d of molecule 
found on the peripheral terminals of no-
ciceptors is also attracting interest as a 
drug target. All neurons possess sodium 
channels that open in response to chang-
es in the voltage across the nerve cell 
membrane, generating the impulses that 
relay messages from one neuron to the 
next. Local anesthetics that temporarily 
inactivate such voltage-gated sodium 
channels currently treat a variety of dif-
ferent pains, particularly those arising 
from a trip to the dentist. The problem, 
though, is that those anesthetics have to 
be applied at the site of the discomfort: 
disabling sodium channels throughout 
the nervous system could be fatal.

Pain-sensing neurons, however, pos-
sess a subclass of voltage-gated sodium 
channels, known as the TTX-resistant 
type, that do not occur in the CNS. In-
vestigators therefore hope that drugs 
able to block this subclass could be ad-
ministered systemically (throughout the 
body) without ill effects. Moreover, 
studies suggest that such agents could 
well dampen inappropriate hyperactivi-
ty by injured peripheral nerves and thus 
might relieve some neuropathic pain. 
Unfortunately, the pharmaceutical in-
dustry has so far been unable to success-
fully develop selective inhibitors for such 
channels, in part because they closely 
resemble TTX-sensitive sodium chan-
nels, which appear widely throughout 
the nervous system. 

The channels could perhaps be selec-
tively removed, however, with a new 
technique called RNA interference. The 
method relies on introducing into an 
 organism tiny molecules known as small 
interfering RNAs (siRNAs). These A
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FEELING THE PAIN

Dorsal horn nerve cell
Tissue injury 

“Pain”

Projection
to brain

The pain circuit, shown here in simplifi ed form, extends from 
the body’s periphery—the skin and other tissues outside the 
central nervous system—to the spinal cord and brain. Hurtful 
stimuli activate special pain-sensing nerve cells, or 
nociceptors (pink), which generate impulses that convey  
word of the trouble to nerve cells in the dorsal horn region of 
the spinal cord (blue). Those cells, in turn, pass the message 
to the brain, which interprets it as pain. 

Dorsal root ganglion

Peripheral branches of nociceptors 

Dorsal horn 
of spinal cord

Cell body 
of nociceptor

Infl ammation 

Impulse (pain 
message)

Intestine 
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 siRNAs prevent the production of an 
unwanted protein by inducing the deg-
radation of the molecules (messenger 
RNAs) that direct the protein’s synthe-
sis. The technique is being studied in 
humans for certain retinal conditions, 
but turning RNA interference into a 
pharmacological intervention for pain 
will be challenging. As is true of gene 
therapy, a virus will most likely be need-
ed to deliver siRNA, and this aspect has 
raised safety concerns. Time will tell 
whether the approach will be practical 
as a pain therapy, but it remains an ex-
citing possibility.

Suppose drug companies do develop 
a so-called magic bullet analgesic: a 
compound that specifi cally and effec-
tively eliminates the activity of one of 
the pain-transducing molecules on noci-
ceptors. Would this intervention provide 
relief from intractable pain? Maybe not, 
because closing off a single entrance to 
the pain pathway might not be enough. 

Imagine, for example, a pharmaceu-
tical that knocks out the receptor for 
bradykinin—a small protein, or peptide, 
that is produced during infl ammation in 
the periphery. Bradykinin powerfully 
stimulates nociceptors, and an antago-

nist that blocks its receptors would cer-
tainly prevent those receptors from acti-
vating nociceptors. But it would not stop 
the neurons from recognizing and re-
sponding to other pain-inducing mole-
cules generated by injury or infl amma-
tion—protons, prostaglandins, and a 
protein called nerve growth factor, for 
example. Similarly, hobbling only the 
capsaicin receptors might not mitigate 
all proton-mediated pain, because under 
certain circumstances, protons activate 
a separate population of detectors, called 
ASICs (acid-sensing ion channels), on 
nociceptors.

The small branches of nociceptors that innervate the skin and 
internal organs possess specialized molecules—receptors—
that detect noxious stimuli. Those stimuli can include the 
chemical capsaicin in hot peppers, intense heat or substances  
released by the infl ammatory cells that respond to an injury.

Recognition by the detectors causes some of them to usher 
sodium and calcium ions into the cells. This infl ow or the activa-

tion of other receptors induces nociceptors to emit pain signals 
and can make the cells responsive to innocuous stimuli. Signal 
propagation also requires activation by voltage-gated ion 
channels. Inhibiting the activity of the detector molecules or of 
the voltage-gated channels should be therapeutic, in the ways 
indicated in the boxes. For clarity, only some of the drug targets 
being explored are noted.

Burning heat

Capsaicin

Proton

Bradykinin receptor

Prostaglandin 
receptor 

Tissue damage

Skin

Target: Prostaglandin-
producing enzymes
Aspirin, ibuprofen and COX-2 
inhibitors reduce production of 
prostaglandins by infl ammatory 
cells. Blockers that might have 
fewer side effects are under study.

Target: Bradykinin receptor
Inhibitors could ease pain related to 
infl ammation.

Target: TTX-resistant sodium 
channels
Blockers would silence signaling by 
nociceptors and should not interfere 
with signaling by other nerve cells.

Capsaicin 
receptor

Nociceptor terminal

Infl ammatory cell

Calcium ion

TTX-resistant voltage-gated sodium channel   

Sodium ion

ASIC (acid-sensing ion channel)

Peripheral branch 
of nociceptor 

Area of detail

COX enzyme

Prostaglandin  

Targets: Capsaicin 
receptor and ASIC
Inhibitors should reduce the pain 
accompanying infl ammation.

DRUG TARGETS IN THE PERIPHERY

Skin

Bradykinin 
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Focus on the Cord
one way a round this redundancy 
problem would be to administer a cock-
tail of inhibitory molecules that targets 
multiple pain mechanisms. Another ap-
proach, though, would target molecules 
that act more centrally, blocking the abil-
ity of all nociceptors—no matter what 
stimuli initially activated them—to pass 
their pain signals to spinal cord neurons.

Morphine and other opiates, which 
bind to opioid receptors on the nocicep-
tor endings that reach into the spinal 
cord, employ this latter tactic. In activat-
ing these receptors, opiates prevent neu-
rotransmitter release, thus blocking the 
transmission of the pain message to spi-
nal cord neurons. They also render dor-
sal horn neurons less able to respond to 
pain signals. Because these drugs act in 

the spinal cord, they should in theory be 
able to treat all types of pain, although 
they tend to work best against those re-
lated to infl ammation. 

Unfortunately, opioid receptors are 
present on neurons throughout the body, 
including in the brain and the gastroin-
testinal system. This ubiquity explains 
why morphine and its cousins can gen-
erate a broad set of undesirable side ef-
fects, including severe constipation and 
respiratory shutdown. These problems 
can restrict the amount of drug a patient 
can take safely or that a doctor will pre-
scribe. And many physicians are reluc-
tant to prescribe opiates for fear patients 
will become addicted. Addiction, how-
ever, is not common in those who take 
opiates only for pain. In part to avoid 
some of the undesirable effects, opiates 
are often delivered directly into the fl uid-
fi lled space around the spinal cord (in-
trathecally). The medicines may also be 
administered by injection (for postop-
erative pain) or via an indwelling pump 
(for chronic pain).

Alternatives to opiates are available 
as well. Medicines that interfere with cal-
cium channels can prevent the release of 

neurotransmitters from nociceptor end-
ings in the spinal cord. Gabapentin (Neu-
rontin), an anticonvulsant, is believed to 
relieve some forms of pain by interacting 
with a specifi c subunit of certain cal cium 
channels. And a relatively new drug 
called ziconotide (Prialt)—derived from 
the venom of a Pacifi c Ocean cone snail—
inhibits a different variety of calcium 
channel known as the N-type. 

Like opioid receptors, N-type calci-
um channels occur throughout the ner-
vous system. If ziconotide were delivered 
systemically, blood pressure would de-
cline precipitously. So the compound is 
administered intrathecally. Although the 
toxin blocks pain, its action within the 
CNS can still generate unpleasant side 
effects, including dizziness, nausea, 
headache and confusion. Ziconotide, 

therefore, is given mostly to patients with 
late-stage cancer who cannot get relief 
another way [see “A Toxin against Pain,” 
by Gary Stix; Scientifi c American, 
April 2005]. 

Recently drugs that act on cannabi-
noid receptors—the ones that mediate 
marijuana’s effects—have been advanc-
ing through clinical trials. These agents 
seem to ease pain in several ways, includ-
ing by interfering with signal transmis-
sion between nociceptors and their tar-
get cells and by reducing the activity of 
infl ammatory cells.

Batten Down the Hatches
som e i n v est igators are concen-
trating on preventing spinal neurons 
from responding to neurotransmitters 
released by nociceptors—particularly to 
the amino acid glutamate, the primary 

carrier of the pain message. Glutamate 
activates various receptors in the dorsal 
horn of the spinal cord. Of these, the 
NMDA class participates in central sen-
sitization, which makes it a logical tar-
get for new analgesics.

Every neuron in the body possesses 
some type of NMDA receptor. Conse-
quently, inhibiting all types at once 
would elicit catastrophic effects, includ-
ing memory loss, seizures and paralysis. 
To avoid such reactions, researchers are 
attempting to hobble the receptor by 
acting on versions found mostly in the 
dorsal horn. Compounds that bind to a 
form containing what is called the 
NR2B subunit have yielded encourag-
ing results in animal studies. For exam-
ple, mice that had an NR2B inhibitor 
delivered directly into the spinal fl uid 

were less sensitive to pain than were un-
treated animals. The drug also reversed 
allodynia in mice that had a peripheral 
nerve injury. 

A number of nociceptors also release 
peptide neurotransmitters, such as sub-
stance P and calcitonin gene–related 
peptide (CGRP). These peptides acti-
vate pain-transmission neurons in the 
spinal cord by acting on discrete recep-
tors, so drugs that bar interaction with 
those receptors would be expected to be 
helpful. Regrettably, selective blockade 
of the receptor used by substance P—the 
neurokinin-1, or NK-1, receptor—has 
failed in clinical trials for pain, perhaps 
because blocking that receptor by itself 
is insuffi cient. Whether quieting CGRP 
activity in the spinal cord will shut down 
pain is unknown, although the pharma-
ceutical industry is developing antago-

ALLAN I. BASBAUM and DAVID JULIUS often collaborate on studying the cellular and mo-
lecular mechanisms that underlie pain. Basbaum, who received his Ph.D. in neuroscience 
from the University of Pennsylvania, is professor and chair of the department of anatomy 
at the University of California, San Francisco. Julius, who received his Ph.D. in biochemistry 
from U.C., Berkeley, is professor of cellular and molecular pharmacology at U.C.S.F. Both 
authors consult for companies pursuing therapies for pain—among them GlaxoSmithKline, 
Hydra Biosciences, NeurogesX and Rinat Neuroscience. 
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       Investigators might be able to develop better 
COGNITIVE THERAPIES for altering pain perception. 
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nists that aim to ease the agony of mi-
graines by interfering with the release of 
CGRP onto blood vessels on the surface 
of the brain. 

Kill the Messenger?
if all at temp ts to modulate pain 
signaling fail, one can consider killing 
the messenger. Cutting nociceptive 
nerves, though, generally backfi res be-
cause, as we have noted, nerve injury can 
promote the onset of even more stub-
born, persistent pain. Severing pathways 
in the spinal cord that convey informa-
tion to the brain (cordotomy) was once 
common but now is reserved for terminal 
cancer patients unresponsive to all pain 
treatments. The problem with this last 
procedure is that the surgeon can not se-
lectively cut the “pain” pathways. 

A possible solution, now drawing 

considerable attention because of its suc-
cess in animals, is a molecular therapy 
that takes out a subset of the spinal cord 
neurons receiving input from nocicep-
tors. This cell-killing therapy couples 
saporin, a toxin, to substance P. The sub-
stance P in the conjugate binds to NK-1 
receptors, leading to internalization of 
the whole compound, after which the 
saporin is freed to kill the neuron. Be-
cause the conjugate can enter only cells 
having an NK-1 receptor, researchers 
hope that side effects will be limited. 

Ablation of neurons in the spinal cord, 
however, should be considered a method 
of last resort: neurons in the CNS do not 
grow back, so the resulting changes—for 
better or worse—will be permanent. The 
same permanence does not hold in the 
peripheral nervous system, where cut fi -
bers can regenerate. Ideally, therapies 

that trim back the signal-detecting 
branches of nociceptors—such as high 
doses of capsaicin—would halt pain but 
allow the branches to grow back eventu-
ally, restoring normal pain detection to 
the patch of tissue innervated before. 

Targeting neurons may not be the 
sole way to overcome pain. Studies indi-
cate that glia, the cells that nurture neu-
rons in the CNS, swing into action in 
response to damage to peripheral nerves. 
The glia migrate to the region of the dor-
sal horn associated with the injured 
nerves. Then the glia discharge a bevy of 
chemicals that prod nociceptor terminals 
to release neurotransmitters in the cord, 
thus perpetuating a pain signal. Some of 
these substances, including growth fac-
tors and molecules known as cytokines, 
also make dorsal horn neurons overly ex-
citable, and drugs blocking that hyperac-

Target: NK-1 receptors
Researchers hope that substance P can be 
used to ferry a toxin into dorsal horn cells 
bearing NK-1 receptors, thus killing the 
cells and halting their pain signaling.

Target: NMDA receptors
Inhibitors could impede transmission of 
pain signals by dorsal horn nerve cells and 
combat hypersensitivity of those cells.

Substance 
P

Opioid 
receptor

Glutamate

NK-1 receptor

NMDA receptor

Calcium
ions

Calcium 
channel

Dorsal horn 
nerve cell

Nociceptor

Pain signal

Target: Calcium channels 
on nociceptors
Some existing drugs, such as 
gabapentin (Neurontin) and 
ziconotide (Prialt), ease pain 
by inhibiting specifi c calcium 
channels on nociceptors; 
other blockers are being 
considered. 

For pain signals from nociceptors to get relayed to the brain by nerve cells in 
the spinal cord, the nociceptors must release chemical signals, such as 
glutamate and substance P, into the dorsal horn of the cord. These chemicals 
must then be detected by specifi c receptors on dorsal horn nerve cells. What 
is more, for nociceptors to release their signaling molecules, calcium 
channels on nociceptor terminals must open. Morphine and related opiates, 
currently among the most effective painkillers, work in part by activating 
opioid receptors that inhibit calcium channels. But opiates can have 
unacceptable side effects, so agents are being sought that act on other 
targets in the spinal cord.

DRUG TARGETS IN THE SPINAL CORD
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tivity should help undercut excessive sen-
sitivity. Various groups are working to 
identify—and fi nd ways to inhibit—the 
molecules that recruit and activate glia 
when nerves are damaged. 

Interestingly, prostaglandins are 
among the key substances released from 
activated glia in the spinal cord. There 
they enhance pain by blocking receptors 
for glycine on dorsal horn neurons. Gly-
cine, an inhibitory neurotransmitter, 
normally quiets these neurons. NSAIDs 
may therefore work not only by interfer-
ing with the production of prostaglan-
dins in the periphery (the familiar way) 
but also by inhibiting COX enzymes in 
glia. In that case, direct delivery of COX 
inhibitors into the spinal fluid might 
minimize the side effects caused by sys-
temic delivery. A pharmaceutical that 
enhanced glycine receptor activity could 
also help tamp the transmission of pain 
messages to the brain. 

A Question of Perception 
in this article we have discussed a 
subset of the experimental approaches to 
treating pain, all of which have shown 
promise in animal studies. Those evok-
ing the greatest excitement leave normal 
sensation intact while diminishing the 
heightened sensitization characteristic of 
the diffi cult-to-treat infl ammatory and 
neuropathic pains and have an accept-
able side-effects profi le. But will these 

therapies help patients? And will they 
work on all types of pain? These ques-
tions remain unanswered. 

One approach that deserves further 
exploration is the use of behavioral, non-
drug therapies for intractable pain—par-
ticularly that associated with conditions 
such as fi bromyalgia and irritable bowel 
syndrome, for which no one has con-
clusively established an organic cause. 
Roughly a decade ago researchers at 
 McGill University demonstrated that 
hypnosis could alter brain activity along 
with a person’s perception of pain. The 
scientists hypnotized volunteers and 
suggested to them that the hot water 
bath in which they had immersed their 
hands was either more unpleasant or less 
unpleasant than it really was. 

Using positron-emission tomo-
graphic scanning to monitor brain ac-
tivity, the investigators found that the 
somatosensory cortex, which responds 
to the magnitude of the physical stimu-

lus, was equally active in both situa-
tions. But a second brain region, the 
cingulate cortex, was more active when 
subjects believed that the stimulus was 
more unpleasant, suggesting that hyp-
nosis changed the way these individuals 
perceived sensations. By learning more 
about how the brain modulates the pain 
experience, investigators might be able 
to develop better cognitive therapies for 
moderating pain perception. 

Poet Emily Dickinson often contem-
plated pain. In one work, she noted: 

Pain has an element of blank; 
It cannot recollect 
When it began, or if there were 
A day when it was not. 
It has no future but itself.

We can only hope continued  research 
into the mechanisms of pain sensation 
will lead to safe, effective treatments 
that will alter pain’s future, such that it 
reverts to a time when it was not.   
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PAIN FIGHTERS IN DEVELOPMENT
The table below highlights some compounds with novel mechanisms of action that are being tested in people; it thus omits new 
variants of well-established pharmaceutical classes, such as opiates and COX inhibitors. Clinical trials advance in stages, with 
phase I focusing on safety, phase II consisting of early trials of effi cacy and phase III involving much larger tests.

COMPOUND (DEVELOPER) MECHANISM OF ACTION TRIAL STAGE COMPANIES STUDYING RELATED AGENT
AMG-517 (Amgen) Blocks the capsaicin receptor Phase I GlaxoSmithKline; Neurogen 

EVT-101 (Evotec) Blocks NMDA receptors bearing 
the NR2B subunit 

Phase I Roche; Merck & Co.

Icatibant (Sanofi -Aventis) Blocks a bradykinin receptor Phase II Merck & Co.

NGX-4010 (NeurogesX) Overstimulates the capsaicin receptor Phase III

NMED-160 
(Neuromed Pharmaceuticals)

Blocks N-type calcium channels Phase II

Ralfi namide 
(Newron Pharmaceuticals)

Blocks sodium channels Phase II

RN624 
(Rinat Neuroscience)

Stops nerve growth factor from 
stimulating nociceptors

Phase II Amgen

SAB-378 (Novartis) Activates a cannabinoid receptor Phase II GW Pharmaceuticals; GlaxoSmithKline
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“ONLY A S STRONG A S THE WE AKEST LINK” describes the 
construction of a bridge as well as that of a computer 
program. Like bridges, software programs are key 
components of the critical infrastructure of modern society—
but researchers only recently have invented effective ways 
to pretest the soundness of software designs. 
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Dependable

Design
Software

by

Computers fl y our airliners and run most of the 
world’s banking, communications, retail and 
manufacturing systems. Now powerful analysis 
tools will at last help software engineers ensure 
the reliability of their designs

By Daniel Jackson
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A n architectural marvel when it 
opened 11 years ago, the new 
Denver International Airport’s 
high-tech jewel was to be its au-

tomated baggage handler. It would au-
tonomously route luggage around 26 
miles of conveyors for rapid, seamless 
delivery to planes and passengers. But 
software problems dogged the system, 
delaying the airport’s opening by 16 
months and adding hundreds of millions 
of dollars in cost overruns. Despite years 
of tweaking, it never ran reliably. Last 
summer airport managers fi nally pulled 
the plug—reverting to traditional manu-
ally loaded baggage carts and tugs with 
human drivers. The mechanized han-
dler’s designer, BAE Automated Systems, 
was liquidated, and United Airlines, its 
principal user, slipped into bank ruptcy, 
in part because of the mess.

The high price of poor software de-
sign is paid daily by millions of frustrat-
ed users. Other notorious cases include 
costly debacles at the U.S. Internal Rev-
enue Service (a failed $4-billion modern-
ization effort in 1997, followed by an 
equally troubled $8-billion updating 

project); the Federal Bureau of Investiga-
tion (a $170-million virtual case-file 
management system was scrapped in 
2005); and the Federal Aviation Admin-
istration (a lingering and still unsuccess-
ful attempt to renovate its aging air-traf-
fi c control system).

Such massive failures occur because 
crucial design fl aws are discovered too 
late. Only after programmers began 
building the code—the instructions a 
computer uses to execute a program—

do they discover the inadequacy of their 
designs. Sometimes a fatal inconsisten-
cy or omission is at fault, but more often 
the overall design is vague and poorly 
thought out. As the code grows with the 
addition of piecemeal fi xes, a detailed 
design structure indeed emerges—but it 
is a design full of special cases and loop-
holes, without coherent principles. As in 
a building, when the software’s founda-
tion is unsound, the resulting structure 
is unstable.

Managers involved in high-profi le 
software blowouts could claim in their 
defense that they followed standard in-
dustry practices, and unfortunately they 

would be right. Developers rarely ar-
ticulate their designs precisely and ana-
lyze them to check that they embody the 
desired properties. But with computers 
now fl ying airplanes, driving trains and 
cars, and running most of the fi nancial, 
communications, trading and pro-
duction machinery of the world, society 
has an urgent need to improve software 
dependability.

Now a new generation of software 
design tools is emerging [see box on page 
74]. Their analysis engines are similar in 
principle to tools that engineers increas-
ingly use to check computer hardware 
designs. A developer models a software 
design using a high-level (summary) 
coding notation and then applies a tool 
that explores billions of possible execu-
tions of the system, looking for unusual 
conditions that would cause it to behave 
in an unexpected way. This process 
catches subtle fl aws in the design before 
it is even coded, but more important, it 
results in a design that is precise, robust 
and thoroughly exercised. One example 
of such a tool is Alloy, which my research 
group and I constructed. Alloy (which is 
freely available on the Web) has proved 
useful in applications as varied as avion-
ics software, telephony, cryptographic 
systems and the design of machines used 
in cancer therapy [see box on page 73].

Alloy and related design-checking 
tools build on a quarter of a century of 
existing research into ways to prove 
mathematically whether programs are 
correct. But rather than requiring proofs 
to be done by hand, they employ auto-
mated reasoning techniques that treat a 
software design problem as a giant puz-
zle to be solved. These analyzers operate 
on designs, not program code, so they 

■   Despite the ever increasing importance of computer software in our daily 
lives, software engineers rarely analyze their designs to ensure reliability. 
That situation is starting to change with the recent development of software 
design checking tools such as Alloy.

■   Alloy combines a language that eases the modeling of complex software 
designs with an analysis engine that checks extensively for conceptual and 
structural fl aws in an automated fashion, treating designs as huge puzzles 
to be solved. 

■   In the relatively near future, tools similar to Alloy will greatly improve the 
dependability of software by basing program development on more robust 
and constructive design practices. 

Overview/Software Design Checkers

Almost all grave software 
problems can be traced to 
conceptual mistakes made 
before programming started.

Failed automated baggage system at Denver International Airport.
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ALLOY IN ACTION

d r s:  se t  D i r,
f i le s:  se t  Fi le
Fi le:
conta i ns:  d i r  - >
( d i r s  +  f i le s )

d i r  
( f s,  f s ’ : d , to :oo
d  +  to  i n  f s
. d i r s

module filesystem

abstract sig Object {}
sig File, Dir extends Object {}

sig FS {
 dirs: set Dir,
 files: set File,
 contains: dirs -> (dirs + files)
 }

pred move_dir (fs, fs': FS, d, to: Dir) {
d + to in fs.dirs
fs'.contains = fs.contains - Dir->d + to->d
fs'.files = fs.files and fs'.dirs = fs.dirs
 }

check move_OK

Dirs

Files

Define objects

Move operation

Evaluate all states

All files must 
be reachable

New constraint 
disallows bad move

Alloy

File

File

Contains

STATE 8
STATE 9
STATE 10

STATE 11

STATE 2

ALLOY CODE

STATE 3
STATE 4
STATE 5
STATE 6
STATE 7
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File

 to  i n  f
o

ns:
e s

d
oosigFs{ drs set S

ig
 F

S {

sigFs{ drs set Sig
 F

S{ si
gF

s{
 d

rs
 snn ttt

S ig F S {

(
+

t i

(
+  to  i n  f

o

ta i ns:
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(
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(

ttnnnnnttt File
File

FileFile

Problem: directory cannot move 
to itself

Map of relations

File

File

pred reachable (fs: FS) {
 some root: fs.dirs | fs.(dirs+files) in root.*(fs.contains)
 }

assert move_OK {
 all fs, fs': FS, d, to: Dir |
    reachable (fs) and move_dir (fs, fs', d, to) implies reachable (fs')
 }

BLUEPRINT      

Contains
STATE1

EFFECT

File

STATE 12
File File

File

File

Alloy helps software designers fi nd and fi x design fl aws by 
providing both a language that clarifi es a program’s structure 
and an automated analyzer that searches the vast numbers 
of possible executions of a system for a “counterexample” 
that shows how it could fail to behave as desired. In the 
simplifi ed example below, an engineer uses Alloy to evaluate 

the design of a fi le system—the software that organizes your 
computer fi les into folders and stores them on a disk. A crucial 
task for Alloy is to work out the effects various operations 
would have on the fi le structure. Here is how a designer might 
model and check the operation that moves a folder, or 

“directory,” from one location in the fi le hierarchy to another.

STEP 4: FIND AND FIX THE FL AW 
Alloy executes “check move–OK” by generating all 
possible states of the system (up to a certain size) 
and checking the assertion for each—thus 
simulating possible moves as they might occur when 
the software is run. Alloy fi nds a counterexample to 
the assertion—a directory that can be moved to 
itself. The action would disconnect the directory 
from a root, making it unreachable. As a remedy, a 
designer could add a new con straint disallowing a 
directory to move to itself or any of its descendants.

STEP 3: SPECIF Y REQUIREMENTS
The designer then formulates a crucial 
requirement: every fi le and directory should be 
“reachable” (have a pathway) from some root. This 
is recorded in the Alloy model as an “assertion” 
(called “move–OK”), which says that executing the 
move operation does not make a fi le or directory 
unreachable from a root. 

STEP 2: MODEL THE OPERATION
Next, the designer models the move (“move–dir”) 
of the fi le system before (“fs”) to a fi le system after 
(“fs'”). The operation involves two directories: “d,” 
the directory being moved, and “to,” the place it is 
being moved to—its new parent. Three constraints 
follow, which describe the intended effect, on three 
separate lines: First, both the moved object and its 
new location are directories of the fi le system. 
Second comes the essence of the operation: it says 
that the new containment mapping is the old one, 
with every mapping from a directory to “d” removed, 
and the mapping from “to” to “d” added. The third 
line says that nothing else changes. 

STEP 1: DEFINE THE OBJECTS
The designer identifi es the system’s objects—
fi les, directories and the fi le system as a whole—
and their relations with one another. The Alloy 
model says the fi le system (FS) has three 
components: “fi les” (its set of fi les), “dirs” (its set 
of directories) and “contains” (a mapping that 
gives, for each directory, the set of fi les and 
directories it contains).
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cannot guarantee that a program will 
not crash. But they potentially offer soft-
ware engineers the fi rst practical tools to 
ensure that designs are robust and free 
from conceptual fl aws and thus provide 
a fi rm foundation on which to build reli-
able software systems.

Evaluating Designs
bad soft ware is not a new problem. 
Warnings of a software crisis go back to 
the 1960s and have only intensifi ed as 
computers have been woven into the fab-
ric of society [see “Software’s Chronic 
Crisis,” by W. Wayt Gibbs; Scientifi c 
American, September 1994].

Today most software typically is de-
bugged and refi ned by testing. Human 
engineers run the program using a wide 
range of starting conditions (or inputs) 
to see if it operates as expected. Al-
though the practice catches a raft of 
small fl aws, it often overlooks faults in 
the basic design of the software. In some 
sense, these test procedures miss the 
(diseased) forest for the (rotting) trees.

What is worse, bugs “fi xed” during 
the testing process often exacerbate de-
sign problems. As programmers debug 
the code and insert new features, the 
software invariably grows barnacles of 
complexity, creating more opportunities 
for errors and ineffi cient operation. This 
situation is reminiscent of the (incorrect) 
Ptolemaic theory of planetary motion 

fi rst developed by the ancient Greeks. In 
the Middle Ages, as observations showed 
the predictions to be inaccurate, astron-
omers adjusted Ptolemy’s system, which 
relied on epicycles. When that proved 
insuffi cient, they resorted to adding epi-
cycles to the epicycles. Further fi ne-tun-
ing over the centuries never solved the 
problem, because the initial concept was 
fatally fl awed.

Similarly, bad software tends to get 
more and more complicated and less and 
less reliable, however much time and 
money are poured into improving it. It is 
well known that serious problems with 
software systems rarely arise from pro-
gramming errors; almost all grave diffi -
culties can be traced back to conceptual 
mistakes made before programming 
even started. In contrast, a small amount 
of modeling and analysis during the ini-
tial determination of requirements, spec-
ifi cations, or program design costs only 
a tiny fraction of the price tag of checking 
all the code but provides a large part of 
the benefi t gained from an exhaustive 
analysis. Focusing on design early saves 
costly headaches down the road.

Design tools for software have been 
slow in coming because software does 
not obey physical laws. Because com-
puter programs are in essence mathe-
matical objects whose values are con-
structed from bits, software programs 
are discrete (particlelike) rather than 

continuous. A mechanical engineer can 
stress a component with a large force 
and assume that if it survives it will not 
fail when subjected to a slightly smaller 
force. When an object is subject to the 
(mostly continuous) principles of the 
physical world, a small change in one 
quantity generally produces a small 
change in another. Unfortunately, no 
such generalities apply to software: one 
cannot extrapolate between test cases. If 
one chunk of software works, that fact 
says nothing about the operations of a 
similar chunk of code; they are discrete 
and separate.

In the early days of computer science, 
researchers hoped that programmers 
might prove their codings were correct in 
the same way that mathematicians prove 
their theorems. With no way to automate 
the many steps involved, however, a hu-
man expert had to do much of the work. 
These so-called heavy-duty formal meth-
ods were impractical except for relatively 
modest but especially critical pieces of 
software, such as an algorithm for con-
trolling railroad intersections.

More recently, researchers have ad-
opted a very different approach, one that 
harnesses the power of today’s faster 
processors to test every possible scenar-
io. This method, known as model check-
ing, is now used extensively to verify in-
tegrated-circuit designs. The idea is to 
simulate every possible sequence of 
states (the conditions of the system at 
specifi c times) that might arise in prac-
tice and to determine that none leads to 
a failure. For a microchip design, the 
number of states to evaluate is often 
huge: 10100 or more. The challenge is far 
more stringent for software. But clever 
encoding techniques (by which large sets 

DANIEL JACKSON leads the Computer Science and Artifi cial Intelligence Laboratory’s 
Software Design Group at the Massachusetts Institute of Technology. His main research 
interest is software engineering, with a focus on software design, specifi cation and 
analysis, particularly of critical systems. Jackson received an M.A. from the University 
of Oxford in physics, and his S.M. and Ph.D. from M.I.T. in computer science. Before his 
professorship at M.I.T., he taught at Carnegie Mellon University. An avid photographer, 
Jackson recently exhibited his work at the Newton Free Library outside of Boston. 
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The idea is to simulate 
every state that the software 
can take to determine that 
none leads to a failure. 

Alloy helped to make an avionics system hacker-proof. 
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of software states can be represented 
very compactly) make it possible to 
check every state by considering these 
large sets simultaneously.

Model checking alone regrettably 
cannot handle states with complex struc-
tures, which is characteristic of most 
software designs. My research  col leagues 
and I have developed an approach that 
shares the same spirit yet employs a dif-
ferent mechanism. Like model checking, 
it considers all possible scenarios (al-
though in truth, some bounds need to be 
introduced to keep the problem fi nite, 
because software is not restricted by the 
physical limitations imposed by hard-
ware). Unlike model checking, however, 
our technique does not examine scenar-
ios in their entirety, one at a time. In-
stead it searches for a bad scenario—one 
that results in failure—by fi lling in each 
state in an automated fashion, one bit at 
a time, in no particular order. 

The process is in some sense compa-
rable to a robotic arm fi tting each piece 
of a jigsaw puzzle into place one by one 
until the completed image fi nally emerg-
es. If that image corresponds to a bad 
scenario, Alloy would have done its job. 
Alloy thus treats design analysis as if it 
were a puzzle to be solved. Some other 
recently developed software model 
checkers work this way as well.

The Solution Is a Puzzle
to understa nd how Alloy solves 
software design puzzles, it helps to con-
sider an old riddle: A farmer goes to 
market where he buys a fox, a goose and 
a bag of corn. On his way home, he has 
to carry his goods across a river by boat. 
The skiff will hold only the man and one 
purchase at a time, however. Herein lies 
a problem: if left unsupervised, the fox 
would eat the goose and the goose would 
eat the corn. So how does the farmer get 
all of his goods to the far bank intact?

This variety of puzzle involves fi nd-
ing scenarios that satisfy a collection of 
constraints. Mentally we do this task by 
imagining a series of steps: The farmer 
transports the goose fi rst; on the next 
trip, he takes the fox, whereupon he 
brings back the goose and then, leaving 
it behind, crosses with the corn; he then 

returns to fetch the goose. By checking 
whether each step satisfies the con-
straints, we ensure that each item re-
mains safe.

A successful software design impos-
es a similar, though much more compli-
cated, array of rules. To be useful, a de-
sign-checking tool must be able to fi nd 
counterexamples: solutions to the puz-

zle that meet all the “good” constraints 
(and thus could occur when the pro-
gram is run) and an additional “bad” 
constraint (and thus yield an unaccept-
able outcome). If any such counterex-
amples turn up, they will reveal fl aws in 
the design. So whereas the puzzle solver 
is happy to fi nd a solution to the “farm-
er’s dilemma,” a solution to a software 

Debugging Cancer Therapy Machines
Modern medical devices rely on software for almost every aspect of their operation. 
In a machine used for cancer therapy, even the “emergency stop” button is not an 
actual electrical switch but a software program: hitting it causes about 15,000 
lines of code to execute and shut the system down—unless, of course, there is a 
bug or design fl aw in the software. That is where Alloy comes in—it analyzes 
programs to fi nd the design problems.

Working with the developers of a cancer-therapy system, for example, we have 
used Alloy to explore the design of some of its features. In one case, we took a 
design for a new scheduling system that determines the treatment room to  which 
the beam is sent. We set Alloy to look for scenarios in which interactions between 
the operator in the main control room and the therapists in the treatment rooms 
would produce unexpected results. Alloy found various scenarios that had not been 
anticipated originally. 

In another case, we applied Alloy to the design of an elaborate protocol for 
positioning the patient under the proton beam, which turned out to have a subtle 
and unexpected consequence: the angle of the gantry crept around over time, even 
when it was not being intentionally adjusted. With a small Alloy model we showed 
how, by choosing the right abstractions, this problem could be reduced to the same, 
rather simple problem as that for designing a car accessory system that 
remembers driver-seat positions. In fact, the therapy system has many safeguards 
and the gantry movement was not a dangerous problem. But if the correct 
abstractions had been used from the start, the design would have been much 
simpler and operating the software considerably easier.  —D.J.

CORRECT POSITION of a patient—controlled by software—is critical to control radiation dosage 
in a cancer therapy machine. Alloy helped to improve the software design for a similar machine. 
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design puzzle is bad news: it means that 
an undesirable scenario exists and the 
design is defective. In practice, the coun-
terexample might not itself lead to any 
problems. It may instead reveal a dis-
crepancy in how the designer originally 
characterized the unacceptable out-
comes. Either way something needs to 
be fi xed—the design or the designer’s 
expectations.

The great diffi culty in searching for 
counterexamples is that the number of 
potential scenarios in a software design 
of even moderate complexity is typically 
vast, but only a tiny proportion corre-
spond to counterexamples. Imagine try-

ing to plan who sits next to whom at a 
wedding reception. If all attendees get 
along, the solution is trivial. Throw in a 
few ex-spouses who require separation, 
and the problem gets trickier. Now con-
sider the seating chart for Romeo and 
Juliet’s reception. If there are 20 seats 
and any of 10 guests can sit in each, that 
makes 1020 possible combinations. Even 
checking a billion scenarios per second, 
a computer would take 3,000 years to 
explore them all.

In the 1980s, researchers identifi ed 
problems of this form as a special class 
of problems that, in the worst case, can 
be solved only by enumerating all pos-

sible scenarios. But in the past decade, 
with new search strategies and algo-
rithms and by building on ever increas-
ing computational power, researchers 
have developed tools called SAT (satisfi -
ability) solvers that can handle these 
problems fairly easily. Many are now 
freely available and can often solve prob-
lems with millions of constraints.

Importance of Abstraction
as its name suggests, Alloy melds 
two elements that help make software 
designs more robust. One is a new lan-
guage that helps to elucidate the struc-
ture and behavior of the software design. 
The other is an automated analyzer 
(which incorporates a SAT solver) to 
hash through a multitude of possible 
scenarios.

The fi rst step in applying Alloy is to 
create a model of the design: not the 
rough sketch or flowchart typical in 
software engineering but a precise mod-
el that spells out the “moving parts” and 
specifi c behaviors, both desired and un-
desired, of the system and its compo-
nents. A software engineer fi rst writes 
down defi nitions of the various kinds of 
objects in the design, then groups those 
objects into mathematical sets: collec-
tions of things that are alike in their 
structure and behavior (for example, the 
set of all Capulets) and linked by math-
ematical relations (such as the relation 
that associates guests sitting next to one 
another).

Next come facts that constrain these 
sets and relations. In a software design, 
the facts include the mechanism of the 
software system and assumptions about 
other components (say, statements about 
how human users are expected to be-
have). Some of these facts are simple as-
sumptions—for example, that nobody is 
both a Capulet and a Montague and that 
every guest sits next to exactly two other 
guests. Some of them refl ect the design 
itself: in our seating planner, for in-
stance, the rule that each table, with the 
exception of the top table, is assigned ei-
ther to one family or the other.

Finally, there are assertions, which 
are constraints that are expected to fol-
low from the facts. In our example, with 

Tools for Checking Software Designs
Computer scientists have developed a new generation of software design checking 
tools (in addition to Alloy) that programmers can use to analyze and test their 
codings for structural and conceptual inconsistencies that could lead to system 
failure. In general, these commercial and open-source design-evaluation tools 
are based on specialized high-level languages (notations that summarize blocks 
of code) that researchers have developed to ease the specifi cation, modeling and 
simulation of different types of software schemes. 

Such tools incorporate automated analysis engines that explore the huge 
number of potential executions of systems for subtle design fl aws that would 
cause them to behave in undesirable ways (an instance of which is called a 
counterexample). These software design tools often include facilities that can help 
designers visualize counterexamples or relations between blocks of code.

LANGUAGE TOOL SOURCE WEB SITE

B B-Toolkit B-Core www.b-core.com

Atelier-B Steria www.atelierb.societe.com

Pro-B University of 
Southampton

www.ecs.soton.ac.uk/˜mal/systems/
prob.html

CSP FDR Formal Systems 
Europe

www.fsel.com

FSP LTSA Imperial College 
London

www.doc.ic.ac.uk/˜jnm/book/ltsa/LTSA.
html

Lotos CADP INRIA Research 
Institute

www.inrialpes.fr/vasy/cadp/

OCL USE University of 
Bremen

www.db.informatik.uni-bremen.de/
projects/USE/

PROMELA Spin Bell 
Laboratories

spinroot.com/

Statecharts Statemate I-Logix www.ilogix.com

VDM VDMTools CSK Corp. www.csk.com/support–e/vdm/

www.vdmbook.com/tools.php

Z Jaza University of 
Waikato

www.cs.waikato.ac.nz/˜marku/jaza/

Zing Zing Microsoft 
Research

research.microsoft.com/zing/
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the exception of Romeo and Juliet, no 
Capulet should be seated next to a Mon-
tague. The assertions say that the system 
can never get into certain undesirable 
states and that specifi c bad sequences of 
events can never occur.

The analyzer component of Alloy 
harnesses a SAT solver to search for 
counterexamples—possible scenarios of 
the software system that are permitted 
by its design but that fail a sanity check 
(which is accomplished by writing asser-
tions that must be true if the model is 
correctly designed). In other words, the 
tool attempts to construct situations that 
satisfy the facts but violate a stated as-
sertion. In our case, it would generate a 
seating plan in which a Capulet (other 
than Juliet) sits next to a Montague (oth-
er than Romeo) at the top table. To fi x 
the seating rule, we can add a new fact: 
that Romeo and Juliet occupy the top 
table alone. Now Alloy would fi nd no 
counterexample.

Together the declarations of the sets 
and relations, the facts, and the asser-
tions make up an abstraction that cap-
tures the essence of the software design. 
Writing all this out makes the limita-
tions of the design explicit and forces 
engineers to think hard about exactly 
which abstractions will work best. Bad 
abstraction choices lie at the root of 
many unnecessarily complicated or un-
reliable systems.

Systems that rely on software built 
on simple and robust abstractions should 
also be easier to use. Consider how 
e-ticket ing simplifi ed air travel, how uni-
versal product codes made shopping 
easier or how 800-number-based con-
ference calls made teleconferencing more 
feasible. Each of these innovations 

stemmed from a transformation in the 
basic abstractions embodied in the un-
derlying software.

The Road to Reliability
tools akin to  alloy are currently 
used primarily in research and in cut-
ting-edge industrial settings. The tech-
nology has been employed to explore 
new architectures for telephone switch-
ing systems, to design avionics proces-
sors that are secure against hackers and 
to describe access-control policies for 
communications networks. We have used 
it to check widely used and robust soft-
ware devices, such as protocols for fi nd-
ing printers on networks and tools for 
synchronizing fi les across machines. 

In addition, Alloy has uncovered se-
rious defi ciencies in published software 
designs—such as a key management pro-
tocol that was supposed to enforce spe-
cial-access rules based on membership 
in a group but turned out to grant access 
to former members who should have 
been rejected. It is noteworthy that many 
programmers who have used Alloy have 

been surprised by the number of fl aws 
that the tool turns up in the designs for 
even their simplest applications.

It is most likely only a matter of time 
until tools resembling Alloy are adopted 
more widely in industry. Improvements 
in the underlying SAT solvers will make 
analysis tools faster and better able to 
handle very large systems. Meanwhile a 
new generation of software designers, 
educated in these methods, will incorpo-
rate them into their work. Modeling is 
growing in popularity, particularly 
among managers desperate to see some 
description of a software system’s design 
beyond the code itself. 

At some point, there may come a 
time when software becomes so essen-
tial to our day-to-day infrastructure 
that society will no longer tolerate bad 
software. As a result, governments may 
even establish inspection and licensing 
regulations that enforce high-quality 
program construction techniques. One 
day, perhaps, software systems will be 
truly robust, predictable and easy to 
use—by design.  
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Exploring the Design of an Intentional Naming Scheme with an Automatic Constraint 
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(Describes application of Alloy to the design of a system for fi nding resources on a network.)
Automating First-Order Relational Logic. Daniel Jackson in Proceedings of the 8th ACM SIGSOFT 
International Symposium on Foundations of Software Engineering: Twenty-First Century 
Applications. ACM Press, 2000. (Explains Alloy’s analysis.)
A Micromodularity Mechanism. Daniel Jackson, Ilya Shlyakhter and Manu Sridharan in 
Proceedings of the Joint 8th European Software Engineering Conference (ESEC) and 9th ACM 
SIGSOFT Symposium on the Foundations of Software Engineering. ACM Press, 2001. (Explains 
key concept in the latest version of Alloy language.) 
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Alloy has uncovered 
serious defi ciencies 

in published 
software designs. 

Alloy checked a software program that fi nds printers on wireless networks.
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The fi eld of virology spends a substantial 
chunk of its resources inspecting every minute step of the HIV life cycle—from the 
binding and entry of the virus into an immune cell to its replication and release of a 
new virus from the host cell and, fi nally, the seeking of a new cell on which to prey. 
The last major new class of anti-HIV drugs emerged about a decade ago with the in-
troduction of the protease inhibitors, which curb the action of an enzyme that is 
critical to a late stage of viral replication.

At the time, a few members of the HIV research community wondered whether 
protease inhibitors could provide the basis for a cure. The 
ingenuity of the virus has proved the hollowness of that 
hope. As many as half of HIV-positive patients under 

treatment in the U.S. were found in one study to be infected with viruses that have 
developed resistance to at least one of the drugs in their regimen. Clinicians can choose 
from more than 20 pharmaceuticals among protease inhibitors and two classes of 
drug that prevent the invading virus from copying its RNA into DNA, thereby sabo-
taging viral replication. Combinations of these agents are administered to counteract 
the virus’s inherent mutability, but that strategy does not always ward off resistance 
to the medicines, including the protease inhibitors. “Given increasing resistance to 
protease inhibitors, it’s of paramount importance to identify new ways to interfere 
with the virus replication cycle,” asserts Eric Freed, a researcher in the HIV drug re-
sistance program at the National Institutes of Health. 

Drugs that interrupt the beginning, middle and end of viral processing within the 
host are now in various stages of development. Academic researchers and Panacos, a 
small biotechnology outfi t based in Watertown, Mass., are taking inspiration from 
the success of protease inhibitors by developing drug candidates known as maturation 
inhibitors that block protease activity in a novel way. Protease inhibitors mount a 
direct attack on the HIV protease, preventing the enzyme from processing a viral 
protein called GAG. When GAG proteins are cut properly, pieces spliced out of it form 
the conical protective core, or capsid, that encloses RNA. In contrast, the Panacos 
maturation inhibitor blocks a site on the GAG protein where the protease normally 
binds, keeping the protease from clipping GAG correctly. As a result, the capsid does 

    a  wholly new class of drug
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not form appropriately and the virus 
cannot infect another cell.

Looking for Leads
t he pat h to t he pa nacos drug 
candidate began in the mid-1990s, when 
the company Boston Biomedica under-
took a collaboration with a professor 
from the University of North Carolina 
at Chapel Hill to screen compounds 
from a collection of traditional Chinese 
herbs for biochemical activity against 
HIV. Kuo-Hsiung Lee’s laboratory 
turned up a potential drug lead in a Tai-
wanese herb. 

The substance, betulinic acid, had 
weak activity against HIV. After the lab 
separated the compound into its chemi-
cal constituents, the investigators found 
that one of these components, when 
chemically modifi ed, exhibited a much 
stronger effect. “Betulinic acid had ac-
tivity against HIV at the micromolar 
level,” says Graham Allaway, Panacos’s 
chief operating offi cer. “This derivative 
had activity at the nanomolar level.”

Six years ago Boston Biomedica 
spun off its HIV research unit into Pa-
nacos, which began to investigate the 
compound, by then named PA-457. 
PA-457 was not just another Taxol, the 
anticancer drug that required the con-
troversial felling of rare yew trees until 
a semisynthetic substitute was found. 
Panacos did not need a steady source of 
Taiwanese herbs. Betulinic acid could 
be extracted from ubiquitous plane and 
birch trees, and a subsequent processing 
step yielded the desired molecule.

Even though researchers understood 
that PA-457 seemed to have activity 
against all strains of HIV, they needed 
to fi nd out how the betulinic acid de-
rivative worked against the virus on the 
molecular level. The company wanted a 
new class of drug, not just another pro-
tease inhibitor. It contacted Freed’s lab-
oratory at the NIH, which studies the 
virus life cycle. 

Freed’s group and Panacos deter-
mined that the drug worked late in the 
viral replication process, apparently at 
the stage of capsid formation. The re-
searchers already knew that the HIV 
capsid forms when newly made GAG at-

taches from inside the host T cell to the 
cell’s membrane and is then chopped by 
the HIV protease into smaller pieces. 
They knew as well, from the develop-
ment of protease inhibitors, that any 
disruption to the processing of GAG 
would cause the virus to become nonin-
fectious. So they began to study PA-
457’s interaction with GAG to see ex-
actly how it bollixed up the cutting of 
GAG into its requisite parts. 

Cultivation of Resistance 
to understa nd how a compound 
works, scientists often begin by creating 
resistance, which lets them pin down the 
exact spot where the drug interacts with 
its target. To nurture resistance, Freed 
and his colleagues administered low 
doses of PA-457 to HIV-infected  T cells 

in culture. The genome of the resistant 
viruses was sequenced and compared 
with that of viruses that succumbed to 
the drug. That analysis located the site 
on the newly produced viruses that 
changed in the resistant versions. It 
turned out to be a site on GAG where the 
protease binds, and this alteration pre-
vented PA-457 from blocking the en-
zyme’s activity.

Analyzing the resistant strains al-
lowed the researchers to ascertain that 
PA-457 was not simply another protease 
inhibitor. Most drugs, not just HIV in-
hibitors, work by tinkering with en-
zymes. “Targeting the substrate [instead 
of the enzyme] was unknown and sur-
prising,” Allaway comments. “As a re-
sult, we believe we will have a fairly 
strong patent position.”

A NOVEL TREATMENT STRATEGY FOR HIV

NORMAL HIV MATURATION

Capsid proteins unite to form a 
conical core that, along with the 
interior nucleocapsid,  encases 
and properly positions the viral 
genes—two molecules of 
single-stranded RNA. 

As a full HIV particle emerges, enveloped by 
a coat made from the T cell membrane and 
displaying viral proteins on its surface—the 
virus’s protease enzymes have to chop 
molecules of the GAG protein to form other, 
smaller proteins (detail at bottom left). 

Budding virus

Other
protein

Normal HIV particle

Maturation inhibitors constitute a new class of HIV drugs under study. They attack the virus at 
a late stage in its life cycle—when freshly made components of the virus are coming together 
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Cultivating resistant strains does not 
necessarily mean that the drug will have 
a limited therapeutic life span. In fact, 
resistance to PA-457 may not develop 
quickly, because the site where it binds 
on the GAG protein does not readily 
change from one HIV strain to another 
through mutations. 

PA-457 has already passed through 
a midphase clinical trial that checked 
for drug activity in patients who took it 
for 10 days while another group received 
a placebo. HIV replicates so rapidly that 
a short trial can be used to determine 
whether a drug is attacking the patho-
gen in the body. Viral levels averaged a 
drop of 92 percent at the highest dose of 
200 milligrams. The study looked for a 
decrease in so-called viral load of at 
least 70 percent as a preliminary sign of 

the drug’s effectiveness. Some patients, 
however, did not respond—and the 
company will determine in the next 
phase of testing whether it can give 
higher doses. “The main message is that 
this is an active drug and research 
should go forward,” says Jeffrey M. Ja-
cobson, chief of infectious diseases at 
Drexel University College of Medicine, 
who is the lead researcher in the clinical 
trials. 

During the next round, investigators 
will be looking for interactions with oth-
er drugs, an essential test of any HIV 
drug prospect, because no treatment 
consists of a single drug therapy, given 
the threat of resistance. The Food and 
Drug Administration is encouraging 
tests earlier during clinical trials these 
days. In developing new HIV drugs, re-

searchers have at times detected these 
interactions only much later in the clini-
cal trial process. If all goes according to 
plan, Panacos could fi le its fi nal FDA ap-
proval application by 2008.

Other Immaturity Preservers
pa-457 is not t he only example 
of a maturation inhibitor, although it 
has progressed the furthest toward 
commercialization. At the University of 
Alabama and the University of Mary-
land, researchers working independent-
ly have identifi ed small organic mole-
cules that prevent the multitude of cap-
sid subunits from joining up to form the 
fi nished casing. “We’re trying to jam the 
parts so they don’t fi t together,” says Pe-
ter Prevelige, a professor in the depart-
ment of microbiology at the University 
of Alabama.

This strategy goes along with other 
approaches under development to sabo-
tage the viral life cycle. Entry inhibitors, 
including one Panacos is working on, 
prevent the virus from entering the cell. 
(One injectable entry inhibitor has al-
ready received FDA approval, but the Pa-
nacos drug would be taken orally.) 
Among the other classes of drugs that 
have reached late-stage trials are inte-
grase inhibitors, which undermine an 
enzyme that allows the viral-made DNA 
to integrate into the host DNA to pro-
duce new viral RNA. All these biologi-
cal agents are needed—and more. Ab-
sent a vaccine—not a near-term pros-
pect—the lowly virus, a nanometer-scale 
capsule of single-stranded RNA, will 
continue to outwit the best ideas that 
molecular biologists conjure.  

M O R E  T O  E X P L O R E
PA-457: A Potent HIV Inhibitor That Disrupts 
Core Condensation by Targeting a Late Step 
in Gag Processing. F. Li et al. in Proceedings 
of the National Academy of Sciences USA, 
Vol. 100, No. 23, pages 13555–13560; 
November 11, 2003.

The Prevalence of Antiretroviral Drug 
Resistance in the United States. Douglas D. 
Richman et al. in AIDS, Vol. 18, No. 10, 
pages 1393–1401; July 2, 2004.

The Discovery of a Class of Novel HIV-1 
Maturation Inhibitors and Their Potential in 
the Therapy of HIV. Donglei Yu et al. in Expert 
Opinion on Investigational Drugs, Vol. 14, 
No. 6, pages 681–693; June 2005.

The drug candidate PA-457 works by attaching to the GAG 
protein and preventing the protease from separating the capsid 
protein from its neighbor in GAG—the SP1 protein (detail).

TREATED VIRUS

In consequence, the capsid-
SP1 structure and its interior 
capsule adopt abnormal 
shapes that are thought to 
prevent the  virus from 
replicating properly.

Defective HIV particle

Capsid-SP1 
structure

into new infectious particles that are beginning to “bud” from one infected T cell so that they 
can move on to infect another cell. 
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YOUR CHALLENGE: Insert 
a number from 1 to 9 in 
each cell without repeating 
any of those digits in the same 
row, column or subgrid (3×3 box). 
The solutions to the moderately 
diffi cult Sudoku in the center and to 
others in this article appear at www.sciam.
com, along with additional puzzles.
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One might expect a game of logic to appeal to very few 
people—mathematicians, maybe, computer geeks, 
compulsive gamblers. Yet in a very short time, Sudoku 
has become extraordinarily popular, bringing to mind 

the Rubik’s cube craze of the early 1980s.
Unlike the three-dimensional Rubik’s cube, a Sudoku puz-

zle is a fl at, square grid. Typically it contains 81 cells (nine 
rows and nine columns) and is divided into nine smaller 
squares containing nine cells each; call them subgrids. The 
game begins with numbers already printed in some cells. The 
player must fi ll in the empty cells with the numbers 1 to 9 in 

such a way that no digit appears twice in the same row, col-
umn or subgrid. Each puzzle has one unique solution.

Ironically, despite being a game of numbers, Sudoku 
demands not an iota of mathematics of its solvers. In 

fact, no operation—including addition or multipli-
cation—helps in completing a grid, which in theo-

ry could be fi lled with any set of nine different 
symbols (letters, colors, icons and so on). Nev-

ertheless, Sudoku presents mathematicians 
and computer scientists with a host of chal-

lenging issues.

Family Tree
one t hing is not unresolved, however: 

the game’s roots. The ancestor of Sudoku is not, 
as is commonly presumed, the magic square—an ar-

ray in which the integers in all the rows, columns and 

diagonals add up to the same sum. Indeed, aside from the 
numbers and the grid, Sudoku has almost nothing to do with 
the magic square—but everything to do with the Latin square 
[see box on next page].

A Latin square of order n is a matrix of n2 cells (n cells on 
a side), fi lled with n symbols such that the same symbol never 
appears twice in the same row or column (each of the n sym-
bols is thus used precisely n times). The origin of those grids 
dates back to the Middle Ages; later, mathematician Leon-
hard Euler (1707–1783) named them Latin squares and stud-
ied them.

A standard Sudoku is like an order-9 Latin square, differ-
ing only in its added requirement that each subgrid contain the 
numbers 1 through 9. The fi rst such puzzle appeared in the 
May 1979 edition of Dell Pencil Puzzles and Word Games 
and, according to research done by Will Shortz, the crossword 
editor of the New York Times, was apparently created by a 
retired architect named Howard Garns. Garns died in India-
napolis in 1989 (or 1981; accounts vary), too early to witness 
the global success of his invention.

The game, published by Dell as “Number Place,” jumped 
to a magazine in Japan in 1984, which ultimately named it 

“Sudoku,” loosely translated as “single numbers.” The maga-
zine trademarked that moniker, and so copycats in Japan used 
the “Number Place” name. In yet another Sudoku-related 
irony, then, the Japanese call the puzzle by its English name, 
and English speakers call it by its Japanese name.

Sudoku owes its subsequent success to Wayne Gould, a peri-

Solving a Sudoku puzzle requires no math, 
not even arithmetic. Even so, the game poses 

a number of intriguing mathematical problems

BY JEAN-PAUL DELAHAYE

SUDOKUSUDOKU
The Science behind 

COPYRIGHT 2006 SCIENTIFIC AMERICAN, INC.



82 S C I E N T I F I C  A M E R I C A N  J U N E  2 0 0 6

patetic retired judge living in Hong 
Kong, who came across it while visiting 
Japan in 1997 and wrote a computer 
program that automatically generates 
Sudoku grids. At the end of 2004 the 
London Times accepted his proposal to 
publish the puzzles, and in January 
2005 the Daily Telegraph followed suit. 
Since then, several dozen daily papers in 
countries all over the world have taken 
to printing the game, some even putting 
it on the cover page as a promotional 
come-on. Specialty magazines and en-
tire books devoted to this diversion have 
sprung up, as have tournaments, Web 
sites and blogs.

As Many Grids as Humans
i t did not ta k e long for mathe-
maticians to begin playing “how many” 
games with Sudoku. For instance, they 
soon asked how many unique fi lled-in, 
or “solution,” grids can be constructed. 
Clearly, the answer has to be smaller 
than the number of Latin squares be-
cause of the added constraints imposed 
by the subgrids.

There are only 12 Latin squares of 
order 3 and 576 of order 4, but 5,524,-
751,496,156,892,842,531,225,600 of 
order 9. Group theory, however, says 
that a grid that can be derived from an-
other is equivalent to the original. For 
instance, if I systematically replaced 
each number with some other (say, 1 be-
came 2, and 2 became 7, and so on), or 
if I swapped two rows or columns, the 
fi nal results would all be essentially the 
same. If one counts only the reduced 
forms, then the number of Latin squares 
of order 9 is 377,597,570,964,258,816 
(a result reported in Discrete Mathe-
matics in 1975 by Stanley E. Bammel 
and Jerome Rothstein, then at Ohio 
State University).

Exactly how many Sudoku grids can 
exist has been rather diffi cult to estab-
lish. Today only the use of logic (to sim-
plify the problem) and computers (to 
examine possibilities systematically) 
makes it possible to estimate the number 
of valid Sudoku solution grids: 6,670,-
903,752,021,072,936,960. That num-
ber includes all those derived from any 

particular grid by elementary opera-
tions. This result, from Bertram Felgen-
hauer of the Technical University of 
Dresden in Germany and Frazer Jarvis 
of the University of Sheffi eld in England, 
has now been verified several times. 
(Verifi cation matters for results that are 
obtained this way.)

If we count only once those grids 
that can be reduced to equivalent con-
fi gurations, then the number shrinks to 
5,472,730,538—slightly lower than the 
population of humans on the earth. De-
spite this reduction, Sudoku devotees 
need not fear any shortage of puzzles.

Note that a complete Sudoku solu-
tion grid may be arrived at in more than 
one way from any starting, or clue, grid 
(that is, an incomplete grid whose solu-
tion is a given complete version). No-
body has yet succeeded in determining 
how many different starting grids there 
are. Moreover, a Sudoku starting grid is 
really only interesting to a mathemati-
cian if it is minimal—that is, if removing 
a single number will mean the solution 
is no longer unique. No one has fi gured 
out the number of possible minimal 
grids, which would amount to the ulti-
mate count of distinct Sudoku puzzles. 
It is a challenge that is sure to be taken 
up in the near future.

Another problem of minimality also 
remains unsolved—to wit, what is the 
smallest number of digits a puzzle mak-
er can place in a starting grid and still 
guarantee a unique solution? The an-
swer seems to be 17. Gordon Royle of 

■   Sudoku is more than just an entertaining logic game for players; it also raises 
a host of deeper issues for mathematicians.

■   Such problems include: How many Sudoku grids can be constructed? What is 
the minimal number of starting clues that will yield one unique solution? Does 
Sudoku belong to the class of hard problems known as NP-complete?

■   Puzzle mavens have come up with an array of approaches to attacking 
Sudokus and with entertaining variations on the game.

Overview/Scientifi c Sudoku
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A Sudoku grid is a special kind of 
Latin square. Latin squares, which 
were so named by the 18th-
century mathematician Leonhard 
Euler, are n×n matrices that are 
fi lled with n symbols in such a way 
that the same symbol never 
appears twice in the same row or 
column. Two examples are shown. 
The standard completed Sudoku 
grid (also known as a solution 
grid) is a 9×9 Latin square that 
meets the additional constraint of 
having each of its nine subgrids 
contain the digits 1 to 9.

Small  Latin square
(n = 4)

Latin square that is also a completed 
Sudoku grid (n = 9)

SUDOKU’S PREDECESSORS
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the University of Western Australia 
has collected more than 38,000 exam-
ples that fi t this criterion and cannot 
be translated into one another by per-
forming elementary operations.

Gary McGuire of the National Uni-
versity of Ireland, Maynooth, is con-
ducting a search for a 16-clue puzzle 
with a unique solution but has so far 
come up empty-handed. It begins to 
look as if none exists. On the other 
hand, Royle and others working inde-
pendently have managed to fi nd one 16-
clue puzzle that has just two solutions. 
Searchers have not yet uncovered any 
additional examples.

Is anyone near to proving that no 
valid Sudoku puzzle can have only 16 
clues? McGuire says no. If we could an-
alyze one grid per second, looking for a 
valid 16-clue puzzle within it, he notes, 

“we could search all the grids in 173 
years. Unfortunately, we cannot yet do 
this, even on a fast computer.” Soon, he 
says, searching a grid might be doable in 
one minute on a powerful computer, but 
at that rate the endeavor would take 
10,380 years. “Even distributed on 
10,000 computers, it would take about 
one year,” he adds. “We really need a 
breakthrough in our understanding to 
make it feasible to search all the grids. 
We either need to reduce the search space 
or find a much better algorithm for 
searching.”

Mathematicians do know the solu-
tion to the opposite of the minimum 
number of clues problem: What is the 
maximum number of givens that do not 
guarantee a unique solution? The an-
swer is 77. It is very easy to see that with 
80, 79 or 78 givens, if there is a solution, 
it is unique. But the same cannot be 
guaranteed for 77 givens [see bottom 
box on page 86].

Computer Solvers
beyond t he “how m a n y” ques-
tions, mathematicians and computer sci-
entists enjoy pondering what computers 
can and cannot do when it comes to 
solving and generating Sudoku puzzles. 
For standard Sudokus (9×9), it is rela-
tively easy to write computer programs 
that solve all valid starting grids.

The solution programs can employ 
several methods, but the most common 
is backtracking, a systematic form of 
trial and error in which partial solutions 
are proposed and then modifi ed slightly 
as soon as they are proved wrong.

The basic backtracking algorithm 
works like this: The program places the 
number 1 in the fi rst empty cell. If the 
choice is compatible with the existing 
clues, it continues to the second empty 
cell, where it places a 1. When it en-

counters a confl ict (which can happen 
very quickly), it erases the 1 just placed 
and inserts 2 or, if that is invalid, 3 or 
the next legal number. After placing the 
fi rst legal number possible, it moves to 
the next cell and starts again with a 1.

If the number that has to be changed 
is a 9 (which cannot be raised by one in 
a standard Sudoku grid), the program 
backtracks and increases the number in 
the previous cell (the next-to-last num-
ber placed) by one. Then it moves for-

Another problem: What is the smallest 
number of digits that can be put in a starting 
grid and still guarantee a unique solution? 
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The minimum number of clues that a 9×9 Sudoku puzzle can start with and still 
yield a unique solution seems to be 17; an example is shown. One particular fi lled-in 
grid, known to Sudoku afi cionados as “Strangely Familiar,” or SF, hides 29 
inequivalent 17-clue starting boards—an unusually high number. SF was once 
considered the grid most likely to harbor a 16-clue puzzle with a unique solution, but 
an exhaustive search has dashed that hope. The only known 16-clue Sudoku having 
just two solutions appears at bottom; the fi nal grids interchange the 8’s and 9’s.

16-Clue Puzzle . . .

“Strangely Familiar” GridOne 17-Clue Puzzle

HOW LOW CAN YOU GO?
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 . . .with Two Solutions
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ward until it hits a confl ict. (The pro-
gram sometimes backtracks several 
times before advancing.) In a well-writ-
ten program, this method exhaustively 
explores all possible hypotheses and 
thus fi nishes by fi nding the solution, if 
one exists. And if multiple solutions ex-
ist, as would be the case with a fl awed 
puzzle, the program fi nds all of them.

Of course, refi nements are possible, 
and they speed up the discovery of the 
unique solution. One favorite is called 

constraint propagation: after each new 
number is placed, the program generates 
a table of the remaining possible num-
bers in each empty cell and considers 
only numbers from this table.

Backtracking techniques can be en-
coded by fairly short solution programs. 
Indeed, concise programs have been writ-
ten for Sudoku in Prolog, a computer lan-
guage incorporating a backtracking algo-
rithm. Alain Colmerauer and Philippe 
Roussel of the University of Mar seilles in 

France invented Prolog in the late 1970s.
For human players, the backtracking 

techniques employed by computer pro-
grams would be infeasible; they would 
require extraordinary patience. So mor-
tals use more varied and smarter rules 
and generally turn to trial and error only 
as a last resort. Some programs try to 
mimic human methods to an extent: they 
are longer than the others but work just 
as well. The programs that simulate hu-
man reasoning are also useful for assess-
ing the diffi culty of starting grids, which 
are ranked from “easy” (requiring simple 
tactics) to what many call “devilish” or 

“diabolical” (because of the need to apply 
more mind-bending rules of logic).

One way computer scientists think 
about solving a Sudoku puzzle is to 
equate the task to a graph-coloring prob-

JEAN-PAUL DELAHAYE is professor of computer science at the University of Sciences and 
Technologies of Lille in France and a researcher in the Computer Science Laboratory of Lille 
(LIFL) of the National Center for Scientifi c Research (CNRS) based at the university. His 
work focuses on computational game theory (such as the iterated prisoner’s dilemma) and 
complexity theory (such as Kolmogorov complexity) and applications of these theories to 
genetic analysis and, recently, to economics. This article expands on one Delahaye pub-
lished in the December 2005 Pour la Science, the French edition of Scientifi c American. 
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Here are a few ways to try solving 
a Sudoku puzzle. Methods 1 and 2 
are the simplest and are usually 
used in tandem (a bit of one, a bit 
of the other). Unfortunately, they 
do not always get one very far, so 
a player can add in method 3 and, 
if that proves insuffi cient, 
method 4—which works every 
time but not necessarily easily. 
You can also invent methods of 
your own and try the many 
approaches described on the Web. 

SOLUTION METHODS
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lem in which two adjacent cells (other-
wise known as “two vertices joined by 
an edge”) cannot take the same color 
and the available palette has nine colors. 
The graph contains 81 vertices, some of 
which are colored at the outset. The col-
oring problem is actually quite complex 
because each 9×9 grid has hundreds of 
edges. Each cell is part of a row includ-
ing eight other cells, a column including 
eight other cells, and a subgrid including 
eight other cells (of which four have al-
ready been counted in the column or 
row). So each of the 81 cells is linked to 
20 (8 + 8 + 4) other cells, which makes a 
grand total of 1,620 cells that share one 
edge with a neighbor—which, in turn, 
means that the total number of edges is 
810 (1,620 divided by 2).

That Sudoku puzzles can be trans-

lated into a coloring problem is mean-
ingful to scientists, because that prop-
erty links Sudoku to a class of impor-
tant problems. In particular, Takayuki 
Yato and Takahiro Seta of the Univer-
sity of Tokyo have recently demonstrat-
ed that Sudoku belongs to the category 
of NP-complete problems. Such prob-
lems are ones that probably cannot be 
solved in a realistic time frame. Well-
known examples include the 3-color-
ability problem, which asks whether it 
is possible to shade each node in a graph 
with three colors in such a way that no 

two nodes joined by an edge are assigned 
the same color. In the case of Sudoku, 
the apparently impossible challenge is 
designing an efficient program that 
would solve Sudokus of all sizes—that is, 
every grid that takes the form n2×n2, 
not just the standard 32×32 (9×9) ver-
sions. No program for solving all puz-
zles would work effi ciently because the 
time required to fi nd a solution increas-
es dramatically as n gets bigger.

If you have an algorithm that solves 
classic Sudokus, you can use it to obtain 
an algorithm that designs them. Indeed, 

That Sudoku puzzles can be translated into 
a coloring problem links the game to a 
class of important mathematical problems.

METHOD 1

“FORCED” CELL
This approach considers a cell to be fi xed. 
By eliminating as possibilities any other 
numbers in the same column, row and 
subgrid, you see whether only one possibility 
remains. Such analysis of grid a will reveal 
that the boxes containing orange numbers in 
grid b are “forced” cells.

METHOD 2

“ONLY” CELL
Here a given value is the focus—for example, the number 5. Columns one and three in 
grid a already have 5s, but column two so far has none. Where can that column’s 5 be? 
Not in the three fi rst cells of column two, because they sit in a subgrid that already 
has a 5. Not in the seventh cell of the column, because its subgrid, too, has a 5. 
Thus, the 5 of column two is either in the fourth, fi fth or sixth cell of the column. Only 
the fi fth cell is free, so the number goes there. The cells marked with blue numbers 
in grid b are “only” cells. 

METHOD 3 METHOD 4 

SIMPLIF YING THE RANGE OF POSSIBILITIES
This technique is extremely powerful but requires a pencil and eraser. In each cell, 
you write all possible solutions very small or use dots whose positions represent 
the numbers 1 to 9. Then you apply logic to try to eliminate options.

For example, grid c shows how grid a would look if it were marked up by rote, 
without methods 1 and 2 being applied fi rst. In the third column, the array of 
possibilities for the second, third, fourth, fi fth and sixth cells are, respectively, 
{2, 3, 6, 7}, {3, 6, 9}, {2, 6}, {2, 6} and {6, 7}. The column must contain a 2 and a 6, 
so these numbers must be in the two cells whose sole possibilities are 2 and 6 
(circled in fi rst detail). Consequently, 2 and 6 cannot be anywhere else in this 
column and can be deleted from the column’s other cells (red). The range of 
possibilities for the column is simplifi ed to {3, 7}, {3, 9}, {2, 6}, {2, 6}, {7}. But that 
isn’t all. Stipulating the position of 7 in turn dictates the positions of 3 and of 9 
(second detail). The fi nal possibilities are {3}, {9}, {2, 6}, {2, 6}, {7}. A single 
uncertainty remains: where 2 and 6 should go. 

The general rule for simplifying possibilities is the following: if, among a set of 
possibilities (for a row, column or subgrid), you fi nd m cells that contain a subset 
consisting only of m numbers (but not necessarily all of them in each cell), the 
digits in the subset can be eliminated as possibilities from the other cells in the 
larger set. For instance, in d the arrangement {2, 3}, {1, 3}, {1, 2}, {1, 2, 4, 5}, {3, 5, 7} 
can be simplifi ed to {2, 3}, {1, 3}, {1, 2}, {4, 5}, {5, 7}, because the cells {2, 3}, {1, 3}, 
{1, 2} all come from the subset {1, 2, 3} and have no other numbers.

TRIAL AND ERROR
By applying methods 1 through 3, you can solve 
many Sudoku grids. But diabolical-level Sudokus 
often require a phase of trial and error. When 
uncertainty persists, you make a random choice 
and apply all your strategies as if that were the 
correct decision. If you hit an impossibility (such 
as two identical numbers in the same column), you 
know you chose incorrectly. For instance, you 
might try 2 in the fourth cell of the third column in 
grid c. If that fails, you begin again from the same 
starting point, but this time with 6 in the box.

Unfortunately, sometimes you have to do 
several rounds of trial and error, and you have to 
be prepared to backtrack if you guess incorrectly. 
Indeed, the idea behind the trial-and-error method 
is the same as that used by backtracking 
algorithms, which computer programs can easily 
implement but which can sorely tax human brains. 
How remarkable it is that the method most 
effective for a machine is the least effective for 
a human being.
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although early Sudokus were construct-
ed by hand, today almost all are pro-
duced by computer programs based on 
the following approach or a similar one. 
Numbers are placed at random on a grid 
board, and a solution algorithm (for ex-

ample, backtracking) is applied. If the 
puzzle possesses a unique solution, the 
program stops. If the partially complet-
ed problem has no solution, one number 
is taken away from the starting arrange-
ment and the program begins again. If 

the puzzle has various solutions, one is 
chosen and the algorithm then adds as 
many numbers as needed to the starting 
clues to ensure that the chosen solution 
is unique. 

Human Strategies
fa ns w ho e njoy solving Sudokus 
manually can choose among many tac-
tics, but two basic approaches offer a 
decent starting point. First, search for 
the most constrained empty cells: those 
that belong to a row, column or subgrid 
that is already pretty well filled in. 
Sometimes eliminating impossibilities 
(the numbers already occupying cells in 
the same row, column or grid) will lead 
you to discover the only number that 
will work in a particular cell; in any 
case, the method should greatly narrow 
the options.

TOO FEW CLUES

VARIATIONS ON A THEME

In need of something more than 
standard diabolical grids? In the 
puzzles here, the usual rules apply, 
with some twists. In a, the letters in 
the words GRAND TIME replace 
numbers, and geometric shapes 
replace the square subgrids. Its 
inventor calls it a Du-Sum-Oh puzzle. 
In b, which contains six triangular 
subgrids, the rows and the slanted 
columns may be interrupted in the 
center, and when a row or column 
has only eight cells, the nearby cell 
that forms a point of the “star” 
serves as the ninth cell. In c, the 
three-place numbers formed by the 
marked rows in the fi rst two 
subgrids add up to the number in the 
third subgrid. In d, greater-than and 
less-than signs indicate where the 
digits belong. In e, the dominoes at 
the bottom need to be placed into 
the empty spaces. In f, three game 
boards overlap. Visit www.sciam.
com for solutions and more games.

77 clues are not 
necessarily enough 
to guarantee a unique 
solution. Despite 
having only four 
empty cells, the 
grid here has two 
solutions: in the 
fi rst two columns 
the missing 1’s and 
2’s (inset) are 
interchangeable.
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Second, search for where a given 
value might be found in a particular col-
umn, row or subgrid (for example, look 
for the only places where a 3 might fi t in 
row four). Sometimes the query will 
have only one possible response. Other 
times just knowing that the 3 can go 
only in two or three particular spots 
ends up being helpful. See the box on 
pages 84 and 85 for more details. Also, 
visit the Web sites listed in “More to Ex-
plore” to fi nd a host of strategies, some 
of which have such creative names as 

“swordfi sh” and “golden chain.”
A number of software programs eas-

ily found on the Internet will generate 
boards of specifi ed diffi culty and help 
you fi nd solutions (without, of course, 
solving the puzzle for you!). For exam-
ple, some allow you to put temporary 
marks in the cells and to erase them, 

thus making pencil and eraser unneces-
sary. Some even enable you to create 
links between cells. Do not overlook 
these software programs. In freeing you 
from such tedious tasks as erasing, they 
will actually spur you to greater subtle-
ty and virtuosity in this game of logic.

Once you have gotten bored with 
traditional Sudokus, you can go looking 
for the innumerable variants: some 
overlap multiple grids; others replace  

square subgrids with other structures; 
still others introduce additional con-
straints. These alternatives appeal be-
cause they compel you to explore new 
logical strategies. Moreover, devotees 
who take only a quarter of an hour to do 
a traditional puzzle can immerse them-
selves the entire day in the delights of 
combining cells and numbers in giant 
versions of Sudoku. But enough of that. 
On to the next grid!  

M O R E  T O  E X P L O R E
1st World Sudoku Championship: www.wsc2006.com/eng/index.php
Math Games. Ed Pegg, Jr.: www.maa.org/editorial/mathgames/mathgames–09–05–05.html
The Mathematics of Su Doku. Sourendu Gupta: http://theory.tifr.res.in/˜sgupta/sudoku/
Mathematics of Sudoku. Tom Davis: www.geometer.org/mathcircles
SadMan Software Sudoku techniques: www.simes.clara.co.uk/programs/sudokutechniques.htm
Sudoku, an overview: www.sudoku.com/howtosolve.htm
Sudoku, from Wikipedia: http://en.wikipedia.org/wiki/Sudoku
A Variety of Sudoku Variants: www.sudoku.com/forums/viewtopic.php?t=995
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Carbon Hooch
Heating oil, gasoline, jet fuel, kerosene and plastics. 
These products and more are derived from crude oil in 
one big fuming silo, siphoned off and fine-tuned 
through a bewildering maze of pipes.

Crude oil contains hundreds of different hydrocar-
bons. Yet U.S. refi neries convert half of all crude into 
gasoline—a blend of fuel stocks, particularly 2,2,4-tri-
methylpentane (eight carbon atoms chained together) 
and heptane (seven carbon atoms). The more complex 
the chain, the more the molecule can be compressed 
before it ignites spontaneously, allowing an engine to 
operate at a higher compression ratio—greater power 
output. The test mixture by which a gasoline’s octane 
rating is judged combines 2,2,4-trimethylpentane and 
heptane (87 to 13 percent for “87 octane”).

Refi ners have tried additives over time to boost oc-
tane rating. Tetraethyl lead worked in “leaded” gasoline 
but was phased out because it spoiled catalytic convert-
ers. Producers switched to methyl tertiary butyl ether 
(MTBE), but it has been implicated in contaminating 
groundwater, and state governments are banning it. An 
alternative increasingly being used is ethanol, which has 
an octane rating of 108 or 110; gasoline with 10 percent 
ethanol is marketed as gas o hol. 

No new U.S. refi neries have been built for 30 years 
because of “not in my backyard” public opposition and 
environmental permitting hurdles. Although some ex-
isting operations have been expanded, refi neries nation-
ally are running beyond 90 percent utilization, accord-
ing to Harold Schobert, professor of fuel science and 
director of the Energy Institute at Pennsylvania State 
University. “So if one or two facilities go down, as they 
did during Hurricane Katrina,” he says, “there will be 
refi ning shortages, and pump prices will go up.”

Still, refi neries cannot be blamed—as they have 
been—for the relentless rise in prices. According to the 
U.S. Energy Information Administration, the refi ning 
step accounts for only 18 percent of the fi nal price (47 
percent comes from crude oil, 23 percent from taxes, 
and 12 percent from distribution and retail dealers). 
Schobert says that refi nery margins are only a few cents 
per gallon, too. Low profi ts, plus public resistance, give 
companies little incentive to invest the $2 billion or 
more needed to build a new plant. —Mark Fischetti

88 S C I E N T I F I C  A M E R I C A N  J U N E  2 0 0 6

REFINERY boils crude oil, and the vapors enter a distillation column, 
where they rise and condense as they cool below their boiling points. 
Long, complex hydrocarbon chains, or fractions, condense at high 
temperatures near the bottom; shorter, simpler hydrocarbons 
condense at lower temperatures toward the top. Secondary processes 
such as cracking and reforming further refi ne products.

PERFORATED TRAYS allow vapors 
to bubble up into caps, where they 
condense, fl owing into feed pipes.

Crude oil tank

Desalter

Boiler

Tray

Bubble cap

Condensed 
hydrocarbonVapor

Feed pipe
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. � NUISANCE: As whale oil for lamps became scarce in the 1850s, 

Canadians converted seeping ground oil into kerosene. Russia had 

dug trial oil wells, but the industry ignited in 1859, when American 

industrialist George Bissell contracted Edwin Drake to drill a well 

near Oil Creek, Pa. It produced paraffi n, readily distilled into kero-

sene. Gasoline, a by-product, was discarded as a nuisance. 

� ONE WORD—PLASTICS: Some crude oil contains dissolved pro-

pane and butane that is tapped at the top of the distillation column. 

Propane is later converted to propylene for use in textiles, food 

packaging and automotive components. Butane is converted to 

butadiene for synthetic rubber. Most ethylene—the base for poly-

ethylenes found in plastic containers and packaging—is refi ned in 

a high-temperature, low-pressure “thermal” cracker. “The cracker 

unzips the hydrocarbons, one pair of carbon atoms at a time,” ex-

plains Penn State’s Harold Schobert. “Each double-bonded pair is 

an ethylene molecule.” 

� OPEC AGAIN: Refi ning capacity is expanding substantially in 

OPEC countries. Plants under way include a 600,000-barrel-per-

day (bpd) operation in Kuwait and a 450,000-bpd site in Saudi Ara-

bia. India, China and South Korea also plan vast growth. Arizona 

Clean Fuels has proposed a 150,000-bpd refi nery outside Yuma, 

but it has not yet completed funding or agreements.

CATALY TIC REFORMER collects unbranched 
hydrocarbon molecules, which fl ow across a 
heated catalyst. The reaction rearranges the 
atoms, creating a highly branched molecule 
that has a higher octane rating and will burn 
more completely.

CATALY TIC CR ACKER mixes heated hydrocarbons with very 
hot catalyst in a riser, forming a seething, fl uidized bed. 
On contact, catalyst molecules break long hydrocarbons into 
shorter chains. The reactor then separates the resulting inert 
catalyst, sending it to the regenerator, while shortened 
hydrocarbons are drawn off 
above. The regenerator burns 
residual carbon off used 
catalyst, reactivating it.
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TECHNICALITIES

As the dizziness began to fade and 
nausea to subside, I kept thinking how 
two tablespoons did not sound like a 
lot of blood. During regular checkups, 
my physician draws only about half 
that amount. I suppose I might have 
guessed, especially after a 12-hour fast, 
I would sicken when my glucose levels 
dipped—I’m a terrible blood donor in 
that regard.

The nurse who drew my blood help-
fully looked around my offi ce for a sweet 
drink. “Do you have any soda or juice?” 
she asked. But the only thing I had was 
a can of Diet Coke. Which in a way is 
ironic: I used to drink regular Coke but 
switched to the sugar-free form after 
blood tests revealed that my triglycer-
ides were too high.

Momentary ill feelings, though, were 
an acceptable physical price for 250 blood 
tests done at once—I was told that run-
ning them separately with conventional 
means would require a liter of blood. 
Imagine how dizzy and nauseated I’d 
feel then. So how could I not roll up my 
sleeve for Biophysical Corporation? The 
Austin, Tex.–based company promised 
to use the blood to screen for presymp-
tomatic cancers, potential immune dis-
orders, latent infections, undetected hor-
monal imbalances and unrecognized 
nutritional deficiencies. It seemed to 
mark a step toward that Star Trek future 
in which Dr. McCoy waves around a 
saltshaker device to determine a person’s 
medical secrets. (“Heartbeat is all 
wrong. Body temperature is . . .  Jim, this 
man is a Klingon!”)

The Biophysical250 assessment, as 
the fi rm calls it, is more than just a bat-

tery of tests. It includes a medical-history 
interview; a personal visit to the home or 
offi ce for the blood draw (I should have 
picked my home, where I actually keep 
sugar); and a follow-up physician con-
sultation. All this attention does not come 
cheap. It costs $3,400, and it is not cov-
ered by health insurance. The company 
states that doing each test individually 
would cost 10 times more, so Biophysi-
cal250 is a bargain by comparison. Still, 
you need some disposable income, or 
you must be so indispensable to your 
employers that they will pay for it. I don’t 
fall into either category. But because I 
was reviewing its product, Biophysical 
agreed to conduct the test on me for free.

The analysis focuses on blood bio-
markers, which are chemicals whose 

presence or amount may indicate abnor-
mal processes or reactions in the body. 
Among the most familiar are cardiovas-
cular ones: high- and low-density lipo-
proteins (HDL and LDL, the good and 
bad cholesterols) and triglycerides.

Checking 250 biomarkers at once 
might seem like overkill. A routine exam 
screens for two or three dozen. Looking 
at one biomarker in isolation, however, 
is usually not especially informative—

for instance, the ratio of LDL to HDL is 
more important than either alone. The 
Biophysical250 takes it much further: 
to assess the risk for heart disease and 
stroke, the fi rm analyzes 33 biomarkers.

And examining several biomarkers 
together improves the odds of fi nding 
problems early, especially malignancies. 

FIVE VIAL S, or about two tablespoons, is all the blood needed for the Biophysical250 assessment.

The Ultimate Blood Test
A PRICEY WAY TO DETERMINE HEALTH RISKS: 250 TESTS AT ONCE    BY PHILIP YAM
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Blood tests for cancers have been prob-
lematic, because healthy people may pro-
duce the same kinds and amounts of the 
biomarkers that cancer patients do. 
Moreover, the chemicals do not always 
show up in cancer patients, and they may 
result from unrelated conditions. The 
Biophysical250 screens for about four 
dozen blood chemicals tied to cancerous 
activity in general to increase the odds of 
detecting presymptomatic disease.

As an example, Biophysical points to 
ovarian cancer, which is usually diag-
nosed too late. Cancer antigen 125, the 
most commonly measured marker for 
the disease, shows up in only half of pa-
tients in stage 1, when treatment is most 
likely to succeed. The Biophysical250 
tries to boost the chance of early detec-
tion by measuring other, biologically 
independent compounds, such as vascu-
lar endothelial growth factor, interleu-

kin-6, and monocyte chemoattractant 
protein. “Just the fact that we stack so 
many biomarkers really minimizes false 
positives,” comments Mark Chandler, 
CEO and founder of Biophysical.

The fi rm has basically miniaturized 
the standard blood tests, substituting the 
microliter wells with tinier polystyrene 
beads, each about half the size of a red 
blood cell. Each sphere is coated with a 
particular antibody. The serum from the 
blood sample mixes with the beads for 
15 to 30 minutes, allowing the antibod-
ies to grab onto the proteins they recog-
nize. After the serum is washed away, 
another of the same set of antibodies 
goes in. This time, though, each anti-
body also has a fluorescent tag. The 
tagged antibodies sandwich the blood 
proteins already held by the fi rst set of 
antibodies. Examining the fl uorescent 
tags thus provides “an idea of how much 

of the chemical was pulled out of serum,” 
explains Chandler, who began selling 
the Biophysical250  assessment last year.

My report arrived two weeks later 
via FedEx. It included a well-written 
summary plus a quantitative laboratory 
report. A second booklet defi ned all the 
biomarkers and the ailments with which 
they correlated. In terms of health, the 
most useful part is the summary of bio-
markers organized by type: autoim-
mune, cancer, cardiovascular, cell sig-
naling, diabetes, endocrine, hematology, 
immune/infl ammation, infectious dis-
ease, nutritional, organ systems and 
osteo arthritic. Next to each biomarker 
was a color code, depending on whether 
the detected amount was out of range: 
green for “low risk,” yellow for “caution” 
and red for “alert.” The report also came 
with a copy to give to my personal physi-
cian; Biophysical will discuss the results 
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with a client’s doctor. I also later had a 
telephone consultation about my results 
with George Rodgers, the company’s 
president and cardiovascular specialist.

My results were mind-numbingly 
normal. Most everything came up green. 
The only surprise was my slightly out-of-
range ferritin, a protein that stores iron. 
My report warned me that such iron 
overload might signal a genetic condi-
tion called hemochromatosis. The dis-
ease progresses silently and can cause 
toxic levels of iron to build up in organs. 
The treatment is simple—regular blood 
donations to drain off the excess iron. 
On the other hand, my ferritin level 
might refl ect the fact that I had been tak-
ing a multivitamin with iron—a no-no 
for healthy men, I later discovered. It’s 
something I’ll check with my physician.

And therein lies a great strength of 
Biophysical250: it can uncover a pre-
symptomatic, potentially fatal disease 

that physicians might not ordinarily test 
for. The fi rm reports that in an unpub-
lished study of 120 clients, 15 turned out 
to have major health risks and another 27 
indicated moderate risks; none showed 
outward signs of disease. The conditions 
included rheumatoid arthritis, scleroder-
ma and hypothyroidism.

The company screens only for treat-
able ailments and avoids those that are 
invariably fatal. So for now, neurodegen-
erative conditions such as Alzheimer’s 
disease are out. But, Chandler adds, the 
fi rm would consider testing for such ill-
nesses “if there’s a way to slow down 
progression of the disease.”

My Biophysical250 results were lim-
ited in the sense that they reflect my 
health on January 10, 2006, at 9:30 
A.M., when my blood was drawn. Bio-
chemical changes over time, though, re-
veal more about the state of a person’s 
health. But at the cost of a giant fl at-

screen plasma TV, the Biophysical250 
is not exactly affordable, even if done 
every other year. Couldn’t the company 
knock off a few of the tests? I mean, did 
I really need to fi nd out that I have no 
African sleeping sickness parasites, con-
sidering that I’ve never been to Africa? 
Or to know that I am not pregnant?

Chandler says that plucking out a few 
of the beads would not be cost-effective, 
although perhaps a few dozen biomark-
ers might be enough to catch the most 
common affl ictions and permit a less ex-
pensive assessment. He would like data 
from 10,000 clients before pruning the 
number of biomarkers. (He expects about 
1,500 customers this year.) The company 
may head in the other direction and in-
stitute a Biophysical300 as research un-
covers more biomarkers. I’d certainly be 
game for it if the price came down—and 
as long as it does not need more than two 
tablespoons of blood.  
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STUMBLING ON HAPPINESS 
by Daniel Gilbert
Alfred A. Knopf, 2006 ($24.95)

THE HAPPINESS HYPOTHESIS
by Jonathan Haidt
Basic Books, 2006 ($26)

HAPPINESS: A HISTORY
by Darrin M. McMahon
Atlantic Monthly Press, 2006 ($27.50)

The sky was smeared with the lights 
from the midway, spinning, blinking, 
beckoning to risk takers, but I decided 
to go for a different kind of thrill: Ron-
nie and Donnie Galyon, the Siamese 
Twins, were at the Minnesota State Fair. 
Feeling some guilt, I bought my ticket 
and cautiously approached the window 
of the trailer they called home. Thirty 
years old, joined at the stomach, they 
were sitting on a sofa, craning their 
necks to watch television.

Twenty-five years later I am still 
struck by this dizzying conjunction of 
the grotesque and the mundane. Trying 
to project myself into their situation—a 
man with two heads, two men with one 
body—I felt only sickness, horror and a 
certainty that I would rather be dead. 
Yet there they were, traveling from town 
to town, leading some kind of life.

When we try to envision another’s 
happiness, we suffer from arrogance 
and a poverty of imagination. In 1997, 
when science writer Natalie Angier in-
terviewed Lori and Reba Schappell, 
connected at the back of the head and 
sporting different hairdos, each insisted 
that she was basically content.

“There are good days and bad days—

so what?” Reba said. “This is what we 
know. We don’t hate it. We live it every 
day.” Lori was as emphatic: “People 
come up to me and say, ‘You’re such an 
inspiration. Now I realize how minor 
my own problems are compared to 
yours.’ But they have no idea what prob-
lems I have or don’t have, or what my 
life is like.’’

Three recent books—two by scien-
tists and one by a historian—take on the 
quest for the good life, in which com-
mon sense and the received wisdom of 
the ages is increasingly confronted by 
fi ndings from psychology, neuroscience 
and genetics.

In the fi ght for survival, evolution 
has naturally molded our nervous sys-
tems to respond more quickly to the 
negative than to the positive. Before the 
late-blooming forebrain can reason that 
the hiss we hear is from an espresso ma-
chine, the primitive amygdala whispers 
“snake.” Depending on which part of 
the brain is paid more heed, a person 
will tend to be glum and anxious or 
cheerful and daring, but the choice may 
be beyond control.

Each of us, it seems, has an emotion-
al “set point” or “cognitive style” that is 
genetically rooted and hard to budge. In 
The Happiness Hypothesis, Jonathan 
Haidt, a psychologist at the University of 
Virginia, observes that lottery winners 
and paralysis victims quickly return to 
equilibrium, regaining the level of joy—

or sadness—they felt before their brush 
with fate. How Ronnie, Donnie, Lori, 
Reba and the rest of us feel about life may 

depend less on circumstance than on 
natural disposition, the shape of the 
brain.

Knowing nothing of neurology, the 
ancient Greeks equated happiness with 
being favored by the gods, something 
over which they were powerless. This 
fatalism is frozen in our language. Hap-
piness, happenstance, haphazard, hap-
less—all derive from the same root. In 
Happiness: A History, Darrin M. 
McMahon, a historian at Florida State 
University, charts how this germ of an 
idea changed over time. With Christian-
ity, happiness became something to as-
pire to in the afterlife, and with the En-
lightenment something to pursue on 

SCHOOLGIRLS in Bhutan, where in the 1970s 
the king proclaimed gross national happiness 
more important than gross domestic product.

Favored by the Gods
HAPPINESS, ACCORDING TO CURRENT SCIENTIFIC THINKING, DEPENDS LESS ON OUR CIRCUMSTANCES 
THAN ON OUR GENETIC ENDOWMENT    BY GEORGE JOHNSON
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earth. From there it was a natural pro-
gression to the smiley face (invented in 
1963, McMahon tells us, by one Harvey 
R. Ball) and the decision by the country 
of Bhutan to measure its economy ac-
cording to “gross national happiness.”

With evolutionary biology we have 
come, full circle, back to the Greeks: 
happiness is in the luck of the draw, how 
we fare in the genetic sweepstakes, the 
modern name for Fortuna’s wheel. Not 
even geography or economic position is 
as infl uential a factor. Several years ago 
in the journal Science & Spirit, another 
psychologist, Robert Biswas-Diener, 
wrote about the remarkably high spirits 
he found among people in a Calcutta 
slum and on the harsh northern coast of 
Greenland. “Research shows that we 
are the fortunate inheritors of a highly 
evolved emotional system that leads us 
to be, for the most part, somewhat hap-
py,” he wrote. “We have a tendency to 
interpret things positively and to adjust 
quickly to most events.”

The downside is that this refl exive 
optimism can keep us from making 
good guesses about what will or will not 
bring us joy. It is not just the hard lives 
of others that we have trouble imagin-
ing but also our own. In Stumbling on 
Happiness, Daniel Gilbert, a Harvard 
psychologist studying “affective fore-
casting,” shows that people have infl at-
ed expectations about the joy they will 
derive from a vacation, a new car or 
child, or a second dessert. But our fail-
ure as futurists also cuts the other way. 
We overestimate how bad we will feel if 
we get fi red or lose a tooth or even a 
friend or mate. Rationalization, our 
emotional immune system, insists on 
putting the best face possible on even 
the saddest events.

“We treat our future selves as though 
they were our children,” Gilbert writes, 
“spending most of the hours of most of 

our days constructing tomorrows that 
we hope will make them happy.” But the 
children turn out to be ingrates, com-
plaining that we should have let them 
stay in the old house or study dentistry 
instead of law.

Taken together, all these findings 
may seem a little depressing. But true to 
our nature, we can see them in a sunnier 
way. A whole industry has sprung up—

mass-market therapy, cosmetics, cheap 
luxury cruises—promoting a kind of 
gross national sappiness, an obligation 
to have fun. A little knowledge from the 
psych labs may take off some of the pres-
sure, providing grist for the inverse of a 
self-help book—not a guide on how to 
achieve happiness but on understanding 
why, in the end, you probably won’t.  

George Johnson’s most recent book is 
Miss Leavitt’s Stars: The Unknown 
Story of the Woman Who Discovered 
How to Measure the Universe (W. W. 
Norton, 2005).

THE EDITORS RECOMMEND
J. ROBERT OPPENHEIMER: A LIFE
by Abraham Pais, with supplemental 
material by Robert P. Crease. Oxford 
University Press, 2006 ($30)
Before you mutter “Not another book about 
Oppenheimer,” recall that the author of this 
one—the late Abraham Pais—wrote what is 
arguably the most comprehensive biography 
of Albert Einstein, Subtle Is the Lord, which 
won a National Book Award. In the present 
book, Pais (who was a distinguished theoreti-
cal physicist) once again 
combines his sophisticat-
ed understanding of the 
science and his insider’s 
knowledge of the man (he 
was Oppenheimer’s next-
door neighbor for many 
years) to produce a stun-

ning portrait. Historian of science Crease com-
pleted the book after Pais’s death.

THE GOSPEL OF THE FLYING 
SPAGHETTI MONSTER
by Bobby Henderson. Villard, 2006 
($13.95, paperbound)
An elaborate spoof on 
Intelligent Design, The 
Gospel of the Flying Spa-
ghetti Monster is neither 
too elaborate nor too 
spoofy to succeed in nail-
ing the fallacies of ID. It’s 
even wackier than Jona-
than Swift’s suggestion that the Irish eat 
their children as a way to keep them from 
being a burden, and it may offend just as 
many people, but Henderson, described else-
where as a 25-year-old “out-of-work physics 
major,” puts satire to the same serious use 
that Swift did.

Oh, yes, it is very funny.

THE VIEW FROM THE CENTER 
OF THE UNIVERSE
by Joel R. Primack and Nancy Ellen 
Abrams. Riverhead Books, 2006 ($26.95)
In this thoughtful and original book, a hus-
band-and-wife team presents a science-based 
cosmology aimed at allowing us to understand 
the universe as a whole and our place in it. 
“Most of us have grown up thinking that there 
is no basis for our feeling central or even impor-
tant to the cosmos,” they 
write. “But with the new evi-
dence it turns out that this 
perspective is nothing but a 
prejudice. There is no geo-
graphic center to an expand-
ing universe, but we are 
cent ral in several unex-
pected ways that derive directly from physics 
and cosmology.” Primack is professor of cos-
mology at the University of California, Santa 
Cruz, and an originator of the theory of cold 
dark matter; Abrams is a lawyer and a writer.
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ANTIGRAVITY

Up the Lazy Creek
THE MORE THINGS CHANGE, THE MORE THEY’RE NOT THE SAME    BY S TE VE MIRSK Y

I turned this column in very late. I just 
couldn’t get started writing it. Low en-
ergy. You know how it is.

Fortunately, my editor can take no 
action against me, because my lateness, 
I was delighted to discover, was in fact 
brought about by a disease: I clearly suf-
fer from “motivational defi ciency disor-
der.” The British Medical Journal, the 
praises of which were sung in this space 
in March, reported on this novel malaise 
in its April 1 issue. “Extreme laziness,” 
the BMJ piece explains, “may have a 
medical basis, says a group of high-pro-
fi le Australian scientists, describing a 
new condition called motivational defi -
ciency disorder (MoDeD).” (MoDeD is 
most defi nitely not to be confused with 
Mos Def, who is clearly not a sufferer of 
MoDeD.)

The article went on to quote a Dr. 
Leth Argos as one of the discoverers of 
the disorder. The allusion to lethargy 
should have been the tip-off, even if you 
missed the date, that the article was an 
April Fools’ joke. The MoDeD giveaway 
was the citing of a drug called Strivor, 
which was allegedly so successful in 
treating the disease that “one young 
man who could not leave his sofa is now 
working as an investment adviser.” Talk 
about your dangerous side effects.

The prank, however, had a purpose: 
the piece was designed to bring atten-
tion to a conference on so-called disease 
mongering, the medicalization of ordi-
nary conditions, which thereby opens 
markets for drugs to treat them as ill-
nesses. The stunt, however, may have 
inadvertently demonstrated the exis-

tence of a true ailment. Because a quick 
search of the Internet reveals that nu-
merous news outlets picked up the BMJ 
press release and ran it without a hint of 
skepticism. That’s just motivationally 
defi cient journalism.

In other factual news, hurricane sea-
son is here again, accompanied by re-
minders of the threat of terrorism so 
constant that the fear of a terrorist at-

tack is probably itself a new malady. 
(Even though it’s still heart disease, can-
cer or some driver on a bender or a cell 
phone that’s probably going to get you.) 
But the obvious and dire need to be ready 
for emergencies notwithstanding, seven 
candidates for top jobs, including the di-
rectorship of the Federal Emergency 
Management Agency (FEMA), told the 
New York Times that they had removed 
themselves from consideration because 

they weren’t sure the Bush administra-
tion was really serious about emergency 
management. (The acting director of 
FEMA, R. David Paulison, was eventu-
ally nominated for that top job.)

I bring this up only because Repre-
sentative Harold Rogers of Kentucky, 
chair of the House subcommittee that 
controls the purse strings of the Depart-
ment of Homeland Security and thus of 
FEMA, actually said, “Let the word go 
forth from this place that we want a per-
manent director of FEMA, and we want 
these regional directors and division di-
rectors to stop acting and be permanent. 
Because I want somebody responsible 
that we can turn to.”

Rogers’s use of the phrase “let the 
word go forth from this place” conjured 
up memories of another statement that 
began almost the same way. In his inau-
gural address, President John F. Kenne-
dy said, “Let the word go forth from this 
time and place, to friend and foe alike, 
that the torch has been passed to a new 
generation of Americans—born in this 
century, tempered by war, disciplined by 
a hard and bitter peace, proud of our an-
cient heritage, and unwilling to witness 
or permit the slow undoing of those hu-
man rights to which this nation has al-
ways been committed, and to which we 
are committed today at home and 
around the world.” In 45 years, “let the 
word go forth” has gone from introduc-
ing a sweeping summation of who we 
are and what we stand for to announc-
ing frustration over the inability to fi nd 
someone to run FEMA. Talk about mo-
tivational defi ciency. 
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ASK THE EXPERTS

Q

What are the physical and chemical 
changes that occur in fi reworks? 

—S. Brealy, Chapel Hill, N.C.

Paul Nicholas Worsey, professor of mining engineering 
at the University of Missouri at Rolla, teaches a course in 
pyrotechnics. He provides the following answer:

Fireworks, or pyrotechnics, contain burning compounds. 
The most common is the aerial shell, which is fi red from a 
mortar tube. It has four components: a lift charge, a time-
delay fuse, a breaking charge and a light-effect generator.

The lift charge is a compound that burns rapidly and pro-
pels the shell from its tube. When 
the lift charge fi res, it also lights 
the delay fuse, which in turn ignites 
the break charge when the shell 
reaches the appropriate height. The 
break charge explodes, scattering 
the shell’s now fi ery contents. The 
shell’s payload usually comprises 
small pyrotechnic pellets designed 
to generate light. These capsules 
burn from the outside inward, and 
color changes result from layers of 
different compositions.

The metal within the pyrotechnic mixture and the burning 
temperature dictate the color and intensity of the display. When 
certain metals are heated, electrons jump between so-called 
electron shells, or energy levels, within the atoms. When they 
fall back to a lower state they emit a photon whose wavelength 
determines the color. The easiest hues to create are red (from 
strontium), green (barium), yellow (sodium) and white (tita-
nium). Blue is more diffi cult because the reaction temperature 
has to be just right. Sparks, in contrast, come from slower-
burning mixtures. Shapes such as rings, hearts and smiley fac-
es require precise placement of the pellets inside the shell.

All pyrotechnic mixtures contain a fuel and an oxidizer. 
The mixture usually consists of a metal nitrate and a carbon-
based fuel. When the solid blend ignites, it turns into predom-
inantly gases and gives out a lot of heat—in excess of 2,000 
degrees Celsius for brilliant colors. A number of factors control 
the speed of a fi rework reaction: the composition of the shell 
and other physical characteristics, such as the grain size (small-
er means faster), the presence of accelerators (sulfur and sugars, 

for example) or retarders (salt, for instance), high pressure or 
confi nement (which increases the reaction rate), lower packing 
density (which reduces the rate), and moisture content.

How do antibiotics kill bacterial 
cells but not human cells?

—M. Cantatore, New York City

Harry Mobley, chair, department of microbiology and immu-
nology at the University of Michigan Medical School, replies:

Antibiotics can selectively target bacteria for eradication, 
leaving human cells unmolested, in several ways.

Most bacterial cell walls contain a macromolecule called 
peptidoglycan, which human cells do not make or need. Pen-
icillin, for instance, prevents the fi nal cross-linking step, or 
transpeptidation, in the macromolecule’s assembly. The result 
is a fragile cell wall that bursts, killing the bacterium.

Certain drugs target bacterial metabolic pathways. Sul-
fonamide drugs are structurally similar to para-aminoben-
zoic acid, a compound needed for folic acid synthesis. All cells 
require folic acid. Whereas the vitamin diffuses easily into 
human cells, it cannot enter bacterial cells, and so bacteria 
must make their own. Sulfa drugs inhibit a critical enzyme in 
this process, and the bacteria can no longer grow.

Another antibiotic—tetracycline—interferes with bacte-
rial growth by stopping protein synthesis. Both bacterial and 
human cells carry out protein synthesis on structures called 
ribosomes. Tetracycline binds to a site on the ribosome and 
blocks a key RNA interaction, shutting off the lengthening 
protein chain. In human cells, tetracycline does not accumu-
late enough to hinder protein synthesis.

Similarly, DNA replication must occur in both bacteria and 
human cells. Antibiotics such as ciprofl oxacin can specifi cally 
target an essential enzyme called DNA gyrase in bacteria. But 
this antibiotic does not affect human DNA gyrases.  

For a complete text of these and other answers from 
scientists in diverse fi elds, visit www.sciam.com/askexpert M
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