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Introducing the BlueTEC SUVs.

Drive farther. Save fuel. Help environment.

Check, check and check.

The Mercedes-Benz BlueTEC clean-diesel SUVs are here. Extraordinarily

powerful, luxurious and fuel-efficient, they represent the latest innovation

from the company that pioneered diesel technology. Mercedes-Benz BlueTEC SUVs offer incredible

driving range and a remarkable 20–30% better fuel economy than comparable gasoline models. It’s an

         



in optional Alpine Rain metallic paint. Additional optional equipment may be featured. *Road & Track 10/08. **Motor Trend 10/08. ©2008 Mercedes-Benz USA, LLC

For more information, call 1-800-FOR-MERCEDES, or visit MBUSA.com.

achievement that Road & Track noted on a trip in rural Vermont, calling the BlueTEC-powered ML’s 

27.5 mpg “impressive.”* Likewise, on a test drive of its own, Motor Trend stated that it “returned an

impressive average of 27.8 mpg during our cruise up the West Coast.”** In a world full of compromise, 

it’s one less compromise you have to make. MBUSA.com/thinkblue
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Brain signals now can control a cursor or  
a prosthetic arm. How far will the human-machine 
interface go? Image by Kenn Brown.

On the cOVer 
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neurOScience

  Jacking into the Brain
By Gary Stix
Science-fiction writers and futurists routinely 
describe a day when advances in neuroscience  
and information technology will make it possible 
to treat the human brain like an outsize flash 
drive: memories could be uploaded or down -
loaded, and complicated devices could  
be controlled with no more than a thought.  
But how close is any of that to reality?

GeOenGineerinG

46 A Sunshade for Planet Earth
By Robert Kunzig
To avert global warming, some experts are willing to 
consider partly shielding the earth from the sun’s rays. 

PhYSicS

62  The Long Arm of  
the Second Law
By J. Miguel Rubí
Seemingly in defiance of the second law of 
thermodynamics, nature is filled with examples  
of order emerging from chaos. A new theoretical 
framework resolves the apparent paradox.

SPeciAL rePOrt
hiV 25 YeArS LAter:

68 The Big Challenges
69 The Vaccine Search Goes On

By David I. Watkins
The unfinished quest for an AIDS vaccine has become 
a search for new approaches to the problem.

78 Can HIV Be Cured?
By Mario Stevenson
Eliminating HIV from the body would require 
flushing the virus out of its hiding places.

56

68

62

Images by Kenn Brown  
(wired head and metallic globe)
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8 news
The Key to Smaller, More Powerful Gadgets
As memory demands grow and devices shrink,  
current storage techniques won’t cut it.

8 mind matters
Borderline Personality Disorder: No Man Is an Island
A new study provides an illuminating look into  
the brains of sufferers.

8 news
A Deep Thaw: How Much Will Vanishing Glaciers 
Raise Sea Levels?
Some say high, some say low, some say fast,  
some say slow.

8 Science talk 
Return of a Killer: Tuberculosis in Russia
Veteran journalist Merrill Goozner of the Integrity in 
Science project at the Center for Science in the Public 
Interest discusses the rise of tuberculosis in Russia.

8 Ask the experts
What Is Histoplasmosis?
The U.S. Food and Drug Administration is ordering 
stronger warnings on a particular class of medications 
because of patient deaths from fungal infections.

fOcuS On ALternAtiVe enerGY q
SciAm.com reporters walk through the various options  
in the alternative energy landscape: geothermal power, 
solar power, offshore wind, wave farms, thin film,  
hydrogen fuel-cell cars, electric cars, and more.
More at www.SciAm.com/nov2008

infOrmAtiOn Science

84  DNA Computers for  
Work and Play
By Joanne Macdonald, Darko Stefanovic and 
Milan N. Stojanovic
DNA logic gates may one day make medical decisions 
from within your blood stream. For now, they play  
a mean game of tic-tac-toe.

innOVAtiOnS

92  The Incredible  
Shrinking Scanner
By Bernhard Blümich
A portable MRI-like machine can probe  
the chemistry and structure of objects anywhere.
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The battle must be won.

For more information visit www.merck.com

Just understanding HIV and AIDS was challenge
enough in the earliest days of the epidemic.    

Today, we know more. 

But, even with progress in prevention and treatment,
we stand short of our goal – a world without HIV 
and AIDS.

In medical research and public health, the path 
is never easy, never a straight line from hypothesis 
to solution.  

Every step forward is important.

At Merck, we are just as proud of how we have advanced understanding of
HIV through our research on medicines and vaccines as we are of how our
work with partners around the world has improved access to medicines and
care for people with HIV and AIDS.

And we are not done. Merck will continue to press forward,
working shoulder to shoulder with the global HIV community and scientific
and public health leaders to help find a way to achieve our shared goal.
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PLUG IN HYBRID
A longer battery charge 
will allow you to travel 
further on less gas.

PRE CRASH SAFETY
Advanced warning 
systems that could
help avoid accidents.

         



CAN THE CAR OF THE FUTURE
CREATE A BETTER FUTURE?
WHY NOT?O It’s the kind of question that inspires us to keep working toward
our goal — building future vehicles that fulfi ll the needs of our drivers while having minimal 
impact on the environment. Our philosophy is to pursue technologies that minimize the negative, 
maximize the positive and, in the end, humanize mobility. Because we believe that technology 
is only truly advanced, if it advances the lives of the people using it.
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from the editor ■ 

Among Our 
Contributors 

BERNHARD BLüMICH
developed the portable  
NMR scanner and is a professor  
of macromolecular chemistry  
at RWTH Aachen University  
in Germany.

ROBERT KUNZIG
is a freelance journalist and author  
of two books: Mapping the Deep, on  
the history of ocean science, and Fixing 
Climate (with Wallace S. Broecker),  
on responding to global warming.

J. MIGUEL RUBí
is a professor of physics at the University  
of Barcelona and a past recipient of  
the Onsager Medal and the Alexander  
von Humboldt Prize for his work on 
nonequilibrium thermodynamics.

MARIO STEVENSON
is a professor of AIDS research at  
the University of Massachusetts  
Medical School and a fellow  
of the American Academy  
of Microbiology. fl
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In February, Nobel laureate  
David Baltimore, president 
of the American Association 
for the Advancement of Sci
ence (AAAS), could scarcely 

have been more depressing. “We have 
been trying to make an HIV vaccine since 
the day HIV was discovered. In 1984 we 
were told that as the virus had been found, 

a vaccine should be just around the cor
ner,” he reminded an audience at the 
annual AAAS meeting in Boston. “Ev
ery year since then, we have been say
ing it is at least 10 years away. I still 

think it is at least 10 years away.” 
All attempts with vaccines to raise anti

bodies against HIV had failed, he ob
served. Researchers would need to go back 
to basics and pursue new approaches to 
fighting the virus. “Our lack of success 
may be understandable,” Baltimore de
clared, “but it is not acceptable.” It was 
(and remains) an admirable sentiment, but 
of course determination is no substitute for 
results for those in need.

A grim report in August from the Cen
ters for Disease Control and Prevention 
drove home how numerous those in need 
are. The CDC concluded that it had been 
underestimating the number of new HIV 
infections in the U.S. by about 40 percent 
annually for the past 10 years or more. 
More than half of all new infections were 
in gay and bisexual men; AfricanAmeri
cans were seven times as likely to have 
contracted a new infection as whites, and 
Latinos were three times as likely. The ca
tastrophe of HIV/AIDS in the developing 
world is even more horrifying.

If the past quarter of a century of vac
cine research has been bleak, so has the 
outlook for a cure. Beyond killing certain 
immune cells outright, HIV can infiltrate 
and lie dormant in the central nervous sys
tem, the gut and other tissues, waiting for 
a chance to erupt and renew its as
sault on the body. So far the 
dream of curing HIV infec

tions by eliminating the virus from the 
body remains elusive.

Even so, all is not lost. Our special re
port on the 25year fight against HIV, be
ginning on page 68, looks at both the vac
cine and viruselimination efforts, reviews 
where they failed and identifies the best 
opportunities for making some progress 
in the future.

Moreover, public hygiene–based pre
vention efforts and aggressive treatments 
of infections can still do much of what elu
sive vaccines and cures ever would, if so
ciety is prepared to commit to them. Safe
sex education and condomdistribution 
programs can help prevent not only HIV 
infections but also other sexually trans
mitted diseases. Meanwhile micro
bicides—creams and gels for 
killing vaginal infections that 
raise the risk of HIV trans
mission—show tremen
dous promise; they deserve 
far more research funding 
than they have received to 
date. Strong epidemiological 
evidence suggests that circum
cision, too, reduces the risk of 
trans mitting HIV as much as 60 percent.

For many HIV patients, protease inhib
itors and other drugs have turned their  
infections into longterm manageable con
ditions. The treatment regimen called 
HAART (highly active antiretroviral ther
apy) can knock viral levels in the body 
down so low that transmission risk is 
greatly reduced. Scientists are even check
ing whether people at risk for infection 
might benefit from taking antiretroviral 
drugs before they are exposed.

Ideas for fighting HIV are not in short 
supply. But welldirected funding and 
commitment to clearsighted public health 
policies sometimes are. We can’t blame the 
virus for that.  ■

John rennie  
editor in chief

Hope and HIV
The battle must continue, even if 25 years of research have disappointed
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■ Justifiable herbicide?
In “No-Till: The Quiet Revolution,” 

David R. Huggins and John P. Reganold 
argue for no-till farming as a more sustain-
able alternative to plow-based agriculture 
and describe how herbicide use has enabled 
growers to effectively practice no-till on a 
commercial scale. I cannot believe that any-
one other than the herbicide manufacturers 
is seriously proposing that flooding the 
earth with lethal chemicals is any solution 
to the problems of agriculture. Their effect 
on humans and other animals is known, 
and their effect on soil and groundwater is 
potentially disastrous (even if the Environ-
mental Protection Agency gives out assur-
ances about the latter). Producing enough 
food to feed the world’s population without 
harming the earth is a hard question; this 
is certainly not the answer.

Louise Tremblay Cole
Galt, Calif.

THE AUTHORS REply: As we have stated, reliance 

on herbicides is a weakness of no-till as it is currently 

practiced. We contend, however, that no-till is a pos-

itive step in the evolution toward more sustainable 

farming. In addition, we support and are actively 

engaged in research efforts that integrate no-till into 

strategies that limit or even eliminate synthetic pes-

ticide use, as in organic production. 

Tillage exposes fertile topsoil to the ravages of 

water and wind, resulting in soil erosion rates that 

are greater than soil renewal rates in many parts of 

the world. Sadly, this practice imperils worldwide 

food security and environmental quality. The fall of 

past civilizations has been “written on the land,” as 

soil erosion claimed their capacity to produce food. 

No-till agriculture preserves precious topsoil, bring-

ing erosion rates into line with those of soil forma-

tion. But no-till currently comes with the trade-off of 

using herbicides. 

We share Cole’s skepticism about herbicides—

not all is known about their impacts—and support 

science-based efforts to assess the short- and long-

term effects of such chemicals as well as other agri-

cultural tools and practices within the guiding pre-

cepts of sustainable agriculture. We also share Cole’s 

concern of feeding the world’s population while pro-

tecting the environment. We believe we will not only 

need appropriate emerging technologies and tradi-

tional conservation farming practices but also good 

government policies, smart business models and 

social ingenuity to accomplish this. 

■ Universal Units?
In “The Self-Organizing Quantum Uni-

verse,” Jan Ambjørn, Jerzy Jurkiewicz and 
Renate Loll describe how, in looking to 
reconcile quantum theory with Einstein’s 
general theory of relativity, they developed 
a new approach to quantum gravity called 
causal dynamical triangulations. In this 
approach, on the smallest scales spacetime 
has only two dimensions (approximated as 
a series of triangles), but on larger scales it 
smoothly transforms to three, then four 
dimensions (approximated as the triangles 
constructing curved shapes).

Could this fact mean that quantum me-
chanics would apply only to particles that 
experience less than four dimensions and 
that relativity would apply only to the 
four-dimensional universe?

“I cannot believe that anyone  
other than the herbicide 

manufacturers is seriously 
proposing that flooding the earth 

with lethal chemicals is any solution 
to the problems of agriculture.”

—Louise Tremblay Cole GALT, CALIF.

no-till Farming ■ spacetime triangles ■ dancing animals

© 2008 SCIENTIFIC AMERICAN, INC.
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If so, there would seem to be no point in 
looking for a mathematical framework 
that can join these two pillars of physics.

Howard Wolowitz 
via e-mail

Ambjørn, Jurkiewicz and Loll state 
that “space keeps its overall form as time 
advances; it cannot break up into discon-
nected pieces.” How, then, is the expan-
sion of the universe explained by the geo-
metric spacetime structures they describe? 
Perhaps new pieces keep getting created in 
between and push away the others?

Fuat Bahadir
Omaha, Neb.

THE AUTHORS REply: As to the first question, all 

known elementary particles—those that are in  

an energy range that allows us to observe them 

directly in particle accelerators—behave according 

to the rules of both quantum mechanics and four-

dimensional space, so there is no contradiction here. 

The phenomenon of the change in the spectral 

dimension observed in the theory of causal dynami-

cal triangulations happens on much shorter scales 

and crucially needs the input of both general rela-

tivity and quantum theory in a unified way. This 

unusual behavior will affect particles (matter) as 

well as the dynamical behavior of spacetime itself  

at these scales.

Regarding the second question, when we wrote 

about the “overall form” of space, we were referring 

to the way it “hangs together” as a whole (what a 

mathematician would call its topology). This approach 

still leaves the freedom for space to grow or shrink, to 

bend, deform or develop bumps in places, and so on, 

which indeed will depend on how the microscopic 

pieces fit together, appear and disappear. The impor-

tant point is that three-dimensional space cannot 

break up into several pieces or develop additional 

handles to change its overall connectedness.

■ Beat and the Beast
I disagree with Steven Brown and Law-

rence M. Parsons’s assertion in “The Neu-
roscience of Dance” that humans are the 
only species that can dance or display 
rhythm. Other species are quite capable of 
displaying rhythm. Horses performing 
dressage, for instance, are accompanied 
by music. And parrots and other birds 
move to music. (A simple Google search 
for “animal dancing” returns many vid-
eos of animals exhibiting rhythmic move-
ment as well.) Although one can argue 
that these animals are displaying learned 
behaviors, they must have a predisposition 
for rhythmic movement.

Dennis Carrasquillo
via e-mail

THE AUTHORS REply: Our point on unique human 

rhythm capacity was not about synchronization per 

se but about the ability to entrain to an isochronous 

(steady) beat, as is typical in group dance and music. 

We are not aware of any evidence that nonhuman 

animals naturally show coordinated group move-

ments to an isochronous beat. Since completing our 

article, however, two teams of colleagues (led by 

Aniruddh D. Patel of the Neurosciences Institute in 

San Diego and by Marc D. Hauser of Harvard Univer-

sity) have reported studies showing evidence that 

parrots, cockatoos and macaws can move in syn-

chrony to a limited range of musical beats. 

Thus, the ability of an individual to synchronize 

to an isochronous beat may not be limited to humans. 

Such a capacity in birds is latent, though, because in 

the wild they do not generate isochronous sounds 

and hence have no opportunity to entrain to beats. 

Research in this area is developing rapidly, so we 

will all need to stay tuned.
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THEORY of causal dynamical 
triangulations approximates 
spacetime as a mosaic of triangles. 
On small scales, each triangle  
is “flat.” But on larger scales,  
they can create curves.
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Compiled by Daniel C. Schlenoff

NOVEMBER 1958
POLITICS BEFORE DATA— “The school of 
Soviet genetics led by Trofim D. Lysenko 
seems to have acquired a new lease on life. 
It had been expected that various non-
Lysenkoist geneticists would represent the 
U.S.S.R. at the International Congress of 
Genetics in Montreal, but none arrived. 
Their absence, and the last-minute sub-
mission of several papers, gave the Soviet 
contribution to the meeting a distinctly 
Lysenkoist flavor. The Congress adopted 
a resolution condemning ‘any at  tempts on 
the part of governments to in  terfere on 
political, ideological or other grounds 
with the free pursuit of science and free 
dissemination of scientific information.’ ”

THERE WILL BE COSTS— “In the deeper 
 sections of a 20,000-foot well the drilling 
costs increase to more than $100 a foot; 
with crude oil at $3 a barrel, the well must 
be a good producer to pay for itself. When 
it comes to exploratory drilling, these 
costs look even more forbidding. The 
world record 25,000-foot well may  
be close to the economic limit of present 
drilling methods. Yet sedimentary rock 
deposits in some areas are over 40,000 
feet thick, and there seems to be no geo-
logic reason why oil should not be found 
at these enormous depths. If the rapidly 
increasing demand for oil products is to be 

satisfied, we must find ways of exploring 
and tapping these deep formations.”

NOVEMBER 1908
ANXIOUS WORK— “The famous Cullinan 
diamond has been successfully divided 
into eleven stones. The diamond was a 
white elephant in its way. Too big and too 
precious to find a purchaser, the problem 
of disposing of it perplexed the company 
not a little. Finally it was decided to pre-
sent the stone to King Edward, who en -
trusted an Amsterdam firm with the split-
ting and polishing. The London Times 
states that in the original state the Culli-
nan weighed over 1.3 pounds avoirdupois. 
Normally a brilliant has fifty-eight facets. 
In view, however, of the immense size of 
the Cullinan it was determined to give sev-
enty-four facets. This decision has been 
abundantly vindicated by the results.”

NOVEMBER 1858
LET THERE BE LIGHT— “Sir James Wylie,  
late physician to the Emperor of Russia, 
attentively studied the effects of light as  
a curative agent in the hospitals of St. 
Petersburg. He discovered that the num-
ber of patients cured in rooms properly 
lighted was four times greater than that of 
those confined in darkness. This led to a 

com plete reform in lighting the hospitals 
of Russia, with the most beneficial results. 
These results are due to the agency of light, 
without a full supply of which plants and 
animals maintain but a sickly and feeble 
existence. The health statistics of all civi-
lized countries have improved greatly in 
the past century. This may be justly due to 
the superior con struc tion of houses, by 
admitting more light into them.”

CIGAR BOAT— “Two weeks ago we noticed 
the novel steamship in course of construc-
tion by Messrs. Winans, of Baltimore, Md. 
We now give a view of it taken from a pho-
tograph. The propellers are arranged 
between the two halves of the ship, pro-
tected by a sleeve or guard from being 
damaged by floating timber, drift, or the 
piers at which it may be lying. To the hull 
will be added ventilators, smoke stacks 
and pilothouse. Such is the construction 
in this boat, which is without sails, so that 
if any accident occurs to the machinery, it 
must lie a helpless log upon the waves. 
However strongly its parts may be secured, 
its shape is an unstable one, as any one can 
see for themselves by observing the motion 
of a barrel on waves or any rough water.”

[NOTE: The ship, designed for surface travel, 

had some innovative ideas but despite exten-

sive modifications was never truly seaworthy.]

Ideology Trumps Science ■ The Too Big Diamond ■ Light Cure
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Whatever happened to...?

Edited by Philip Yam
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■  Targeting Troublesome  
 T Cells

In type 1 diabetes, renegade  
T cells of the immune system 
kill the insulin-making beta 
cells of the pancreas. New 
beta cells could, in theory, 
cure diabetes, but because the 
misguided autoreactive T cells 
would eventually destroy them 
as well, stopping the wayward 
attack is important [see “In-
sights: Putting Up with Self”; 
SciAm, December 2006]. 
Previously, Denise L. Faust-
man of Harvard Medical 

School had shown in 
mice that activating a 
natural compound in the 
body called tumor necrosis 
factor (TNF) could selectively 
kill the autoreactive T cells 
and permit restored beta cell 
function. The same process 
can happen with human cells, 
as she and her colleagues show 
in a paper published online 

August 28 by the 
Proceedings of 
the National 
Academy of 

Sciences USA.  
In March an 

18-month clinical trial 
began in which human 

patients receive a generic 
tuberculosis drug that stimu-
lates TNF production.

■ Viral Micropower
Self-assembly is a key strategy 
in nanotechnology, and genet-
ically modified viruses are of 
great help, such as those de-
ployed by Angela M. Belcher 
of the Massachusetts Institute 
of Technology [see “The Sci-
entific American 50: Research 
Leader of the Year”; SciAm, 
December 2006]. She and her 
colleagues have now shown 
that virus-based construction 
can make the electrodes of a 
microbattery. First, they 
etched onto a rubber substrate 
posts a few microns wide and 
deposited on them polymer 
layers that serve as a solid 
electrolyte. On top of the 
electrolyte they added a virus 
modified to produce a protein 
coat that collects molecules of 
cobalt oxide. The virus builds 
up the cobalt oxide into a 
structure that acts as the 
negative electrode of a dis-
charging battery. Although 
the team still has to make the 
positive end, the partial bat-
tery—described in a study 
published online August 27 by 
the Proceedings of the Nation-
al Academy of Sciences 
USA—displayed full electro-
chemical functionality. Micro-

batteries might power labs-on-
a-chip, implantable medical 
devices and other tiny tech.

■  Slimming Down  
with Brown

Obesity studies strive to reveal 
the biochemical pathways that 
create fat cells [see “What 
Fuels Fat”; SciAm, September 
2007]. More fat could be the 
secret to losing weight—as 
long as that fat is brown. 
Unlike the white kind, which 
rings the abdomen and pock-
ets the hips, brown adipose 
releases energy and promotes 
calorie burning. In humans, 
most brown fat disappears 
shortly after birth, when it 
has fulfilled  
its role of 
keeping a 
newborn’s 
body tem-
perature 
stable. Two 
studies in  
the August 21  
Nature describe 
ways to bring back 
the brown. Specifi-
cally, they describe proteins 
that control the creation of 
brown fat cells from imma-
ture muscle and white fat 
cells. Mice given one of the 
proteins developed more 
brown fat and became leaner 
than those that did not receive 
the protein. Conceivably, a 
drug version could jump-start 
a change of white to brown fat 
cells. Alternatively, brown 
cells transplanted into an 
obese person’s abdomen could 
fuel calorie burning. 

—Nikhil Swaminathan

Diabetes ■ Methane from Grass ■ Virus-Built Battery ■ The Skinny on Brown Fat

BETA CELLS (purple 
in white areas) in 
the pancreas die 
in type 1 diabetes.

■  Methane-Producing Grass
That plants can emit methane stunned researchers and 
sparked controversy over the role of forests in global 
warming [see “Methane, Plants and Climate Change”; 
SciAm, February 2007]. Some doubted the real-world 
relevance of the laboratory findings, but researchers have 
now demonstrated methane release by plants in a natural 
setting. Using large plastic chambers to capture emissions, 
a team finds that grasses on the Tibetan Plateau, such as 
those shown here, produce methane. Shrubs in the alpine 
meadow absorbed atmospheric methane, however—a 
result at odds with lab evidence showing the contrary for 
lowland shrub species. Study leader Xinquan Zhao of the 
Northwest Plateau Institute of Biology in Xining, China, 
says these discrepancies highlight the need to examine 
each species individually because plants vary in chemical 
composition and metabolism, which affect their capacity 
to produce the greenhouse gas. Biology Letters published 
the study online August 26.  —Barbara Juncosa
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A s the Federal Bureau of Investiga-
tion was about to move in, U.S. 
Army biodefense scientist Bruce 

Ivins committed suicide, thus possibly 
closing the chapter on the first—and so far 
only—fatal bioattack in U.S. history. The 
FBI alleges that Ivins, who worked at the 
U.S. Army Medical Research Institute of 
Infectious Diseases (USAMRIID) in Fort 
Detrick, Md., mailed anthrax-laden let-
ters in September and October 2001 that 
killed five people. The incidents sparked a 
massive infusion of research funds to 
counter civilian bioterrorism, $41 billion 
spread over seven federal departments and 
agencies. Yet some observers argue that 
those funds have done little to guard 
against another bioterror incident, espe-
cially if the FBI is right about Ivins.

In an opinion that echoes those of sev-
eral public health scientists, Keith Rhodes, 
the Government Accountability Office’s 
chief technologist, told a congressional 
hearing in October 2007 that “we are at 
greater risk today” than before of an infec-
tious disease epidemic because of the great 
increase in biolaboratories and the absence 
of oversight they receive. In the past six 
years, says Rutgers University microbiolo-
gist Richard Ebright, “the Bush adminis-
tration has driven a 20- to 30-fold increase 
in the number of institutions and individu-
als with access to live, virulent bioweapons 
agents,” to about 400 institutions and 
15,000 people. Every one of them, he 
claims, “is a potential source of an attack 
like the 2001 attack.” Even before the ex-
pansion, some 100 scientists had access to 
the anthrax strain Ivins managed. More-
over, huge growth “multiplies the chance of 
an accidental release,” argues Hillel Cohen, 

an epidemiologist at the Albert Einstein 
College of Medicine in New York City.

The hallmark of the stepped-up biode-
fense spending has been the construction of 
dozens of new biolabs. The several being 
built to investigate diseases that have no 
known cure are called biosafety level four 
(BSL-4) labs, the highest level possible, and 
they require researchers to wear space suits 
and breathe piped-in air. “It’s definitely the 
case that when you have a rapid expansion 
of personnel, the mean experience drops 
dramatically, and the training level drops 
dramatically,” Ebright remarks.

Whether the extent of this expansion 
was necessary is unclear. The National In-
stitutes of Health never assessed exactly 
how much new BSL-4 space it needed, ac-
cording to Gigi Kwik Gronvall, a senior as-
sociate at the University of Pittsburgh 
Medical Center’s Center for Biosecurity. 
By April 2004 the NIH had announced it 

would build 20 times as much space as it 
already had, and the Departments of De-
fense, Agriculture and Homeland Security 
were planning huge labs of their own. The 
late John La Montagne, deputy director of 
the National Institute of Allergy and Infec-
tious Diseases at the time, stated that  
until a needs assessment was completed, 
“whether we need six times more, 12 times 
more or 100 times more, I can’t tell you.”

Scientists, security experts and legisla-
tors are now pondering various ideas to 
prevent lab-based terrorism. Some suggest 
24/7 video surveillance, and the army is 
considering a “buddy system” so that no 
researcher can enter unaccompanied. A 
bill in Congress, the Select Agent Program 
and Biosafety Improvement Act of 2008, 
would mandate that a needs assessment 
for bioterror labs and manpower finally be 
conducted; that training for the thousands 
of new bioterror researchers be funded; 

BIOTERROR

After the Anthrax
Has increased biodefense spending really made us safer?  BY JOHN DUDLEY MILLER

MAILED ANTHRAX infected workers at this Brentwood postal facility in Washington, D.C., 
leading to a major testing and cleanup effort in October 2001. The attacks led to a massive 
increase in biodefense funding, which critics claim has done more harm than good.
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and that the Select Agent Rule, the law 
that sets strict security requirements on 
bioweapons agents so they will not be lost 
or stolen, be reviewed and strengthened.

One security proposal that stems di-
rectly from the Ivins case is psychological 
screening, something no federal laws 
now require. (USAMRIID demands it 
only if researchers admit they have at-
tempted suicide in the past.) C. J. Peters, 
a virologist at the University of Texas 
Medical Branch at Galveston and a long-
time USAMRIID researcher who knew 

Ivins, doubts the utility of such screen-
ing. “I don’t think it would have picked 
up Bruce,” he says. He describes Ivins as 
“kind of a weird guy” who came across 
to most colleagues as simply nerdy. In the 
years since the anthrax attacks, the addi-
tion of thousands of biolab workers has 
made separating quirky personalities 
from murderous ones that much harder.

John Dudley Miller, based in Cleve-
land, described the rise in biolab acci-
dents in the August 2007 issue.

CANCER

Confidence Booster
Proponents see hope in changing cancer vaccines’ bad reputation  
BY JESSICA WAPNER

S timulating the immune system to de-
stroy tumor cells has long been a 

hope—but judging from past studies, 
perhaps a dashed one. Clinical trials test-
ing various cancer vaccines have failed 
miserably; in one, a melanoma vaccine 

called Canvaxin did not improve the sur-
vival of patients, an outcome that ulti-
mately forced the drugmaker to sell itself 
to another fi rm. But rather than writing 
off cancer immunotherapy, some re-
searchers argue that the agents have been 

Slow Going on Biodefense Drugs

In the fight against bioterror, bigger budgets have yet to produce significant biomedical 
products. In return for getting a sixfold budget boost for the National Institute of Allergy 
and Infectious Diseases (NIAID) between 2002 and 2003 (from $270 million up to $1.75 bil-
lion), director Anthony S. Fauci set an ambitious goal. In an October 2002 speech, he said 
that in 10 years, his institute would produce a vaccine, a therapeutic drug and an adjuvant 
drug for each of some two dozen bioweapons diseases, such as plague and hemorrhagic 
fever. Many experts thought the target was unrealistic, 
and indeed six years later not one of those products has 
been commercially manufactured. One scientist who 
requested anonymity said that Fauci told him that the 
Bush administration had demanded this goal and that he 
accepted it to prevent the Department of Defense or the 
Department of Homeland Security from getting the job.

Nevertheless, Michael Kurilla, NIAID’s director of 
extramural research, says that “we’re much better off” 
having spent $41 billion on bioterror research since 2002. 
Kurilla points out that two important products are in the 
final stage of development. The U.S. signed a contract 
with Emergent BioSolutions this past September to manufacture a high-tech anthrax vaccine, 
after a small company named VaxGen spent years at the task but failed. By the end of 2008, 
the U.S. should start taking delivery on a next-generation, safer smallpox vaccine from Dan-
ish company Bavarian Nordic, he says. This vaccine might even be modifiable to prevent other 
infections, an approach preferable to the conventional “one bug, one drug” tactic.

BIOTERRIBLE: The Ebola virus 
is a target for defense work.
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examined in the wrong way, resulting in 
erroneous conclusions. With the correct 
study design, proponents say, cancer vac-
cines should prove to be promising.

Such optimism arises from data that 
have surfaced in the wake of failed tests. 
After phase III trials, reported in 2006, 
ended in disappointment for the prostate 
cancer vaccine Provenge (made by Den-
dreon in Seattle), subsequent analyses re-
vealed that men whose prostate cancer 
had spread survived a median of 4.5 
months longer than those given a placebo. 
Patients who took the vaccine and went on 
to receive chemotherapy survived even 
longer: a median of 34.5 months, versus 
25.4 months for patients who received the 
placebo followed by chemotherapy.

With standard clinical trials, the crite-
ria used to confi rm benefi t do not apply to 
vaccines, points out Jeffrey Schlom, chief of 
the Laboratory of Tumor Immunology and 
Biology at the National Cancer Institute. 
He explains that, unlike traditional cancer 

drugs, vaccines do not shrink tumors. 
Therefore, measuring response in those 
terms, as most trials do, will always show 
them to be ineffective. Instead, Schlom says, 
“what we’re seeing is increases in patient 
survival, as opposed to tumor shrinkage.”

Moreover, experimental cancer agents 
are usually tested in patients who have al-
ready received several prior therapies, 
which blunt the immune system, Schlom 
remarks. This dulling is irrelevant when it 
comes to testing new drugs, but it impairs 
the ability of a vaccine to elicit an immune 
response. Additionally, because vaccines 
work better with repeated dosing (booster 
shots), their benefi t may not appear until 
much later than anticipated.

Armed with the knowledge of how to 
study vaccines appropriately, scientists 
ideally should have no trouble conducting 
proper trials. But in reality, problems per-
sist. One of the major hurdles is the lack of 
available adjuvants, drugs that augment 
the activity of the vaccines. Given without 
an adjuvant, a vaccine is unlikely to pro-
vide any real benefi t. But fi nding appropri-
ate adjuvants is diffi cult, because the Food 
and Drug Administration does not ap-
prove new adjuvants alone, explains Mar-
tin “Mac” Cheever, director of solid-

CANCER VACCINE TESTS that look for the 
shrinkage of tumors (red and yellow mass) 
are unfair, proponents argue.
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Going beyond 
Fair and Balanced
Researchers aim to put more rigor into studies of media bias  
BY VIVIAN B. MARTIN

Nothing ratchets up the perennial de-
bate over media bias like a presiden-

tial election. But as Tim Groeling, a po-
litical scientist at the University of Cali-
fornia, Los Angeles, observes, public 
discussions about media bias are often 
just “food fi ghts,” with pundits and par-

tisans throwing around anecdotes. 
Groeling is hoping to advance scientifi c 

(and public) knowledge beyond this mush 
with research he used to demonstrate se-
lection bias in television networks’ deci-
sion to run or withhold the results of pres-
idential approval polls. For an article ap-

tumor research at the Fred Hutchinson 
Cancer Research Center in Seattle. As 
Cheever notes, the FDA only approves ad-
juvants for use with the vaccine with 
which it was tested. 

Consequently, researchers cannot ac-
cess approved adjuvants with experimen-
tal vaccines, because each is already 
locked up with a specifi c vaccine. Some 
adjuvants have been tested as therapy in 
and of themselves, but they have rarely 
proved effective and have usually been 
shelved. “Companies in general are not 
willing to develop compounds that only 
work as components of other people’s 
products,” Cheever comments. This situ-
ation leaves vaccine investigators stuck 
with inadequate study designs. 

To be sure, scientists have zeroed in on 
some promising vaccine-adjuvant combi-

nations, and a few well-designed trials 
are now under way. GlaxoSmithKline 
(GSK) is testing its MAGE-3 vaccine in a 
phase III trial with 2,300 lung cancer pa-
tients who have had their tumors surgi-
cally removed but received little or no 
other therapy. The study size requires 
screening about 10,000 patients for the 
presence of the MAGE-A3 antigen that 
the vaccine targets. “A lot of studies are 
underpowered and not controlled appro-
priately,” says Vincent Brichard, who 
heads GSK’s antigen-specifi c cancer im-
munotherapeutics program. “With this 
number of patients, there will be no am-
biguity.” Patients will receive the vaccine 
plus three adjuvants. The study, which 
will not be completed for at least fi ve 
years, will evaluate whether the vaccine 
prevents tumor recurrence rather than 

A Cancer Vaccine’s Mystery Deaths

Proponents of cancer vaccines note that past clinical failures nonetheless have shown 
that the vaccines lengthened patients’ survival times. But that was not the case this past 
August, when Cell Genesys in South San Francisco halted a clinical trial of the prostate 
cancer vaccine GVAX when it discovered that more patients receiving the vaccine plus che-
motherapy had died (67 deaths) as compared with those receiving chemotherapy alone 
(47 deaths). The reasons are under investigation, but the 408 patients in the study had the 
most advanced prostate cancer possible, “exactly the patient population for which [one] 
would not use a vaccine,” remarks Jeffrey Schlom, chief of the Laboratory of Tumor Immu-
nology and Biology at the National Cancer Institute. An ongoing companion study of GVAX 
in patients with less advanced prostate cancer should help clarify this issue.
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pearing in Presidential Studies Quarterly 
this December, Groeling designed a meth-
od to deal with a problem that often be-
sets research on the media: people can 
identify all the news that journalists saw 
fi t to print, but it’s more diffi cult to deter-
mine what they chose to ignore.

To counter the problem of the “unob-
served population,” Groeling collected 
two different data sets: in-house presi-
dential approval polling by ABC, CBS, 
NBC and FOX News and the networks’ 
broadcasts of such polls on evening news 
shows from January 1997 to February 
2008. Groeling found that, with varying 
degrees of statistical signifi cance, CBS, 
NBC and ABC showed what Groeling 

causing shrinkage. Other promising vac-
cine trials include those for WT1 for leu-
kemia (GSK) and Onyvax-P for prostate 
cancer (Onyvax in London), on top of 
ongoing studies of Provenge.

Some researchers remain skeptical. 
One concern is that some vaccines target 
naturally occurring proteins that the im-
mune system would not normally attack. 
“We are asking the body to override 
these existing control mechanisms,” says 
Mark Kelley of Vanderbilt-Ingram Can-
cer Center in Nashville, Tenn., who was 
involved with the failed Canvaxin stud-
ies. This “self” immune response could 
cause autoimmune disease as a side ef-
fect. Kelley also worries about the fun-
damental complexity of vaccines, which 
makes it harder to achieve full medical 
potential than with other cancer thera-
pies, he feels.

Schlom, who lived through a decade 
of negativity over monoclonal antibod-
ies, sees much of the nay-saying as par 
for the course. When it comes to new 
medicines, “there is always a period of 
skepticism,” he recounts. “I have abso-
lutely no doubt that several years from 
now there will be several vaccines ap-
proved for several cancer indications.”

Jessica Wapner, based in New York 
City, writes frequently about cancer.
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PROBABILITY & STATISTICS 
 ___  

10 HOURS - $39.99

UNIT CONVERSIONS 
 ___________  

4 HOURS - $21.99
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calls a pro-Democrat bias. For instance, 
CBS was 35 percent less likely to report a 
fi ve-point drop in approval for Bill Clinton 
than a similar rise in approval and was 33 
percent more likely to report a fi ve-point 
drop than a rise for George W. Bush. 
Meanwhile FOX News showed a statisti-

cally signifi cant pro-Republican bias in the 
most controlled of the three models Groe-
ling tested: its Special Report program was 
67 percent less likely to report a rise in ap-
proval for Clinton than a decrease and 36 
percent more likely to report the increase 
rather than the decrease for Bush.

Groeling’s work is one of the few stud-
ies to quantify partisan bias in the media, 
a subject notoriously diffi cult for social sci-
entists to research and discuss. These sci-
entists work with theories such as the so-
called hostile media effect to predict that 
ardent supporters of a cause will view me-
dia as slanted for the other side, and they 
have conducted hundreds of studies that 
have revealed imbalances in the ways jour-
nalists frame news on topics ranging from 
AIDS to the war in Iraq. But there is not a 
cohesive literature on media bias. Maxwell 
McCombs of the University of Texas at 
Austin, who pioneered agenda-setting the-
ory, one of the leading paradigms on news 
media, says that a researcher would need a 
few years to make sense of existing data 
and develop an approach to study media 
bias. Like many scholars, McCombs sees 
“bias” as a loaded term, preferring to 
speak of journalists’ “predilections.”

“Scholars hate the word ‘bias’ because 
they feel like they’re entering the ideologi-
cal fray,” says S. Robert Lichter, head of 
the Center for Media and Public Affairs 
(CMPA) at George Mason University, 
who prefers the term “tone.” Despite his 
efforts, Lichter himself got sucked into 
that fray. His content analysis of the tran-
scripts of TV news broadcasts at the state-
ment level is a respected and widely adopt-
ed methodology. This past summer, just as 
the view that journalists were going softer 
on Barack Obama than on John McCain 
was becoming widely accepted, CMPA is-
sued a report showing that 72 percent of 
the statements in TV news reports about 
Obama in late spring and early summer 
were negative, whereas 57 percent of the 
statements about McCain were negative. 
When FOX News commentator Bill 
O’Reilly attacked Lichter’s method during 
a radio interview, saying it would embold-
en liberal bias, Lichter responded, “You 
can take all my studies or none of my 
studies”—an allusion to past uses of his 
work to support conservative views.

PARTISAN POLEMICS: Despite popular 
accounts, researchers found that Barack 
Obama got more negative press coverage 
than John McCain did in the early summer.

Brakes that stay dry in the rain.
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In recent years disciplines not tradi-
tionally interested in media have turned 
their attention to them. In 2005 the Quar-
terly Journal of Economics invigorated 
the debate with a provocative study by 
Tim Groseclose, a political scientist at 
U.C.L.A., and Jeffrey Milyo, an econo-
mist at the University of Missouri–Co-
lumbia. Groseclose and Milyo created a 
scale and assigned 20 major news outlets 
and legislators in Washington, D.C., posi-
tions based on their citations of think 
tanks and policy groups labeled liberal or 
conservative. They also factored in the 
voting records of House and Senate mem-
bers. Their measure determined that most 
of the major media were left of center of 
the average legislator—even the news pag-
es of the Wall Street Journal were slightly 
left of the “average Democrat.” The ex-
ceptions were the Washington Times and 
FOX News’s Special Report.

Most media scholars do not think the 
issue of bias can be settled by a formula, 
though. For example, Groeling observes 
that the context of news making, includ-
ing professional defi nitions of newswor-
thiness, cannot be ignored when looking 
at the disproportionate front-page cover-
age of Obama.

“What more often occurs is this ten-
dency for everybody to start seeing the 
story the same way,” says Elizabeth 
Skewes of the University of Colorado at 
Boulder, who analyzed journalists cover-
ing presidential races in her 2007 book 
Message Control: How News Is Made on 
the Presidential Campaign Trail. A former 
journalist herself, Skewes has a view simi-
lar to other scholars who have watched 
journalists work. She says the interplay of 
campaign logistics, journalistic norms 
and pressures from competitive editors 
“make it all but impossible” for different 
frames of issues and candidates to break 
into the evening news or the front pages. 
Journalists may have political biases, but 
that might not be why the news comes out 
the way it does.

Vivian B. Martin, based in New Britain, 
Conn., is a journalism professor at 
Central Connecticut State University.

CONSERVATION

Random Challenges
Chance disaster as a bigger extinction threat than once thought  
BY BARBAR A JUNCOSA

Researchers assess the risk of species 
extinction with conservation models 

that combine factors that drive down pop-
ulations—including habitat loss, hunting 
and overfi shing—with the probability of 
chance disasters affecting the group. Even 
if human activities greatly affect a species, 
“all populations that go extinct [ultimate-
ly] suffer a string of unfortunate random 
events, such as a fi re, that wipe out the last 
individuals,” says Brett Melbourne, a 
mathematical ecologist at the University 
of Colorado at Boulder.

Until recently, mathematical models of 
extinction risk included only two types of 
randomness. The fi rst—variability in the 

environment, such as rainfall or tempera-
ture changes—impacts birth and death 
rates across the entire population. The 
second involves random events affecting 
select individuals within a group. Siblings 
may have the same probability of dying in 
a given year, for example, but only one 
may be lost to, say, an accidental drown-
ing or other chance event. 

Ecologists have long known that other 
types of randomness infl uence population 
dynamics, but computational limitations 
in the early 20th century forced scientists 
to simplify traditional models. By observ-
ing groups of fl our beetles in the labora-
tory, Melbourne and Alan Hastings, a 

When it starts to rain, our windshield wipers tell the brakes to begin 

drying for improved stopping power. It could be the difference between 

an accident and just a close call. Self-drying brakes, another pioneering 

idea from BMW. Learn more at bmwusa.com/ideas.

©2008 BMW of North America, LLC. The BMW name, model names and logo are registered trademarks.

Another innovation you’ll 
find inside a BMW.
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mathematical ecologist at the University 
of California, Davis, demonstrated that 
random variations in sex ratios and 
physical differences, such as body size, 
greatly contribute to the overall threat of 
extinction. A large number of males 
born into a small group, for instance, 
limits the reproductive potential of the 
population. 

As populations decrease, they become 
more vulnerable to chance events that 
precipitate extinction. “With our current 
understanding, we think that the popu-
lation size must be very small. But when 
you add in these new factors, even larger 
populations may be at risk,” Melbourne 

explains. Stuart Pimm, a conservation 
ecologist at Duke University, emphasizes 
that the model cannot indicate which 
new species may be threatened with ex-
tinction. Rather, he says, “it tells us 
which species in the emergency room is 
most at risk” and identifi es those that 
may be in more imminent danger than 
previously recognized.

From the standpoint of con-
servation management, “their 
work could potentially have a 
big impact, but we need to ex-
plore its implications for real 
species,” notes Sandy Andel-
man, a senior director at Con-
servation International. She 
has recently teamed up with 
Melbourne to test if his labora-
tory results can be generalized 
to the real world. They plan to 
apply the new model to species 
such as nonhuman primates 
and African elephants, for 
which a great deal of popula-
tion data exists.

Ultimately, the scientists 
will examine a variety of populations—

from threatened species to those that are 
critically endangered—to explore the full 
implications of the model. With 16,000 
plant and animal species now threatened 
by extinction, the stakes couldn’t be 
higher for global biodiversity.

ENVIRONMENT

Less Wash, More Dry
For hotel towel reuse, social pressure beats green values  
BY MARINA KR AKOVSK Y

Most travelers staying at hotels have 
encountered a bathroom sign ask-

ing them to help save the environment by 
reusing their towels. Daily laundering 
makes a large hotel go through several 
million gallons of water a year, and de-
tergent and energy use take a hefty toll, 
too. New research shows, however, that 
appealing to people’s green conscience is 

hardly the most effective way of convinc-
ing guests how best to dry off. 

In experiments whose results ulti-
mately confi rmed what persuasion ex-
perts long believed, a team led by Noah 
Goldstein, now at the University of Cali-
fornia, Los Angeles, created two types of 
professional-looking signs: one with the 
standard environmental message and the 

RANDOM FACTORS: Studies of fl our beetles suggest 
that variables such as sex ratios and physical size 
contribute greatly to a species’ risk of extinction.
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other telling guests that most of their fel-
low guests had reused towels. “It’s one of 
the oldest marketing tricks in the book,” 
says Goldstein, citing the plentiful re-
search showing that in ambiguous situa-
tions people tend to follow the pack. Sure 
enough, as the investigators describe in 
the October Journal of Consumer Re-
search, the social-norm message worked 
about 25 percent better than the stan-
dard environmental one. In a follow-up 
study that tested different tweaks to the 
social-norm message, Goldstein’s team 
got even more remarkable results. Telling 
guests that those who had stayed in this 
room had reused towels worked better 
than saying that other guests at the same 
hotel had done so—even though all the 
rooms were alike. 

Savvy travelers realize that hotels save 
on laundry bills if guests reuse their tow-
els, so environmental appeals could ap-
pear disingenuous. After all, a hotel 
could decide to give back that money to 
guests. One problem with such fi nancial 
incentives, though, is logistical: accord-
ing to the American Hotel & Lodging 

Association, tracking the number of tow-
els reused per room could be diffi cult. 
But there is a bigger problem. If fi nancial 
incentives are not high enough, Gold-
stein suspects, they could backfi re. 

That is the idea of “motivation crowd-
ing,” a theory predicting that monetary 
incentives push away the drive to do 
things for other reasons. “A good exam-
ple is sex,” says Uri Gneezy, an econo-
mist at the University of California, San 
Diego, who studies the effect of incen-
tives. When you make a sexual overture, 
your partner may or may not accept, but 
if you offer to also throw in $10, you will 
strike out for sure. “When you introduce 
money, you completely change the mean-
ing of the interaction,” Gneezy explains. 
“Instead of a communal relationship, 
where we’re just nice to each other, now 
it’s an exchange relationship.” In a fre-
quently cited study, Gneezy found that 
when an Israeli day care center started 
fi ning parents 10 shekels (about $3) for 
picking up their children late, tardy pick-
ups actually increased because parents 
saw the fi ne as the price for being late. 
Similarly, Gneezy says that offering 
guests, say, a $1 discount for reusing 
towels will make them reason, “For a 
dollar, I might as well get fresh towels.” 

Of course, a suffi ciently high incentive 
would boost towel reuse but at pro-
hibitive cost to the hotel.

Estimates of towel reuse range 
from 35 to 75 percent, depending 
on how reuse is measured; to in-

crease reuse, Gneezy suggests that 
hotels keep money out of it but signal 
sincerity with donations to environ-
mental causes. Goldstein cautions, 
though, that there must be no strings 
attached to hotels’ donations. His team 
found that promising to donate money 
in exchange for towel reuse did not in-

crease reuse. But when hotels said they 
had already donated, towel reuse rose by 
45 percent. The norm of reciprocity, 
Goldstein believes, obliges many guests 
to be more green themselves.

Marina Krakovsky is based in the 
San Francisco Bay Area.

DAMPENED ENTHUSIASM: Guests are 
more likely to reuse towels if others do.
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MATERIALS

Plastic Coolers
Getting a bigger chill out of polymers that respond to electric fi elds  
BY STEVEN ASHLEY

Whether they sit in your kitchen or 
inside your personal computer, 

refrigerators and other cooling devices 
are typically bulky, often noisy and fre-
quently power-hungry. A team at Penn-
sylvania State University recently found 
that certain plastics cool off a signifi cant 
amount—12 degrees Celsius—when an 
applied electric fi eld is removed. Should 
the technique become feasible, the result-
ing solid-state coolers could effi ciently 
and quietly eliminate heat from, say, in-
tegrated-circuit boards, enabling small-
er, faster computers. 

Engineers have long known of so-
called electrocaloric substances that 
drop in tempera-
ture when an ex-
ternal electric fi eld 
is withdrawn, but 
the amount of 
chilling either was 
too small at practi-
cal temperatures 
or occurred at too 
high a temperature 
to be useful. Effec-
tive chip cooling, 
for instance, re-
quires reductions 
of at least 10 de-
grees C from typi-
cal operating temperatures—about 85 
degrees C, says G. Dan Hutcheson, chief 
executive offi cer at VLSI Research, a mi-
croelectronics industry market research 
fi rm in Santa Clara, Calif. Computers 
usually require heat sinks, radiators, 
fans, heat pipes or even fl uid-based heat 
pumps to extract the surplus degrees.

If successful, the new technology 
should be compact and at least 10 times 
more energy-effi cient than conventional 
cooling techniques, according to Penn 
State electrical engineer Qiming Zhang, 

who led the team. The group found that a 
micron-thick film of a polyvinylidene 
fl uo ride co-polymer—polyvinylidene fl uo-
ride trifl uoroethylene—heats up a dozen 
degrees C when zapped with 120 volts at 
ambient temperatures as low as 55 de-
grees C. Such a rise constitutes an order 
of magnitude improvement over other 
electrocaloric materials (mostly ceram-
ics) at that temperature range. 

Zhang, who in the past worked on 
plastic “artificial muscles” that alter 
shape under electric fields, says that 
years ago he “started thinking about 
melting ice into water, which is one of 
the most effective ways to cool objects.” 

That effect is based 
on a phase change 
in which an or-
dered system (solid 
ice) transforms in-
to a disordered one 
(liquid water). In 
time, the scientists 
identified several 
promising poly-
mers in which an 
applied voltage 
caused the atoms 
or molecules to 
align, thus creat-
ing greater order.

The electrocaloric materials, Zhang 
reports, consist of long molecular chains 
with a positive electric charge on one end 
and negative on the other. These dipolar 
chains, which can move around freely, 
are normally oriented randomly. But 
“when you apply an electric fi eld, the di-
poles tend to spin around until they align 
with the fi eld,” he says. Thermodynami-
cally speaking, this molecular ordering 
lowers the system’s entropy, so the sys-
tem compensates by heating up as a con-
sequence of energy conservation. When 

MELTING ICE, a material phase change that 
effectively chills things down, inspired 
a new refrigeration technique.
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the fi eld is disengaged, the chains random-
ize and the polymer cools off. The rigid 
microstructures of electrocaloric ceram-
ics, in contrast, “can move only a little 
bit,” Zhang notes, which accounts for 
their weak temperature response. The 
polymers can also absorb seven times as 
much heat as the ceramics.

In an ideal solid-state refrigerator, a 
chilling cycle starts when contact breaks 
between the polymer and the object that 
is being cooled, thermally isolating the 
polymer. An applied electric fi eld causes 
the temperature of the polymer to rise. It 
is then placed into momentary thermal 
contact with a heat sink, which absorbs 
any heat and entropy that the polymer 
has. The polymer is next isolated from the 
heat sink; the electric fi eld is then lowered, 
which reduces the temperature of the poly-
mer and enables it to cool the target object 
once again. 

A workable system could in particular 
prove a boon for the computer industry. 

Silicon chips run hotter than is desirable 
for optimal performance, comments Ben-
son Inkley, a senior power/thermal engi-
neer at Intel in Hillsboro, Ore. Cooling 
with electrocaloric plastics offers intrigu-
ing possibilities, Inkley states: “Imagine 
coating an entire circuit board with a lay-
er of polymer, in effect, forming a cooling 
blanket.”

But Zhang emphasizes that his polymer 
is not yet practical. One drawback is that 
it requires 120 volts, much more than the 
few volts available in portable devices.

He remains optimistic, though, and 

feels that the approach could scale up be-
yond microelectronics. The development 
of larger refrigerators based on the poly-
mers depends on fi nding various other 
substances that exhibit the effect at adja-
cent temperature ranges. That way the 
right combination could operate as a 
“temperature cascade,” rejecting heat pro-
gressively. Says Zhang: “This could be the 
fi rst step in the development of an electric-
field refrigerator”—one with no bulky 
coils or noisy compressors. Someday chill-
ing a picnic cooler might mean fl ipping a 
switch rather than loading up on ice.

Chilling with Crystals

Other mobile dipolar molecules might offer solid-state cooling superior to that of polyvi-
nylidene fluoride co-polymers, Pennsylvania State University engineer Qiming Zhang says. 
Especially promising are the molecules that form images on flat-panel liquid-crystal displays 
(LCDs). Liquid crystals contain rodlike dipoles that align with an electric field and revert to 
their original arrangement when the field is removed. Zhang is as yet unsure if the electric 
charges on the ends of the rods will respond strongly enough to applied electric fields.
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wei Zhu and Gerald Pao had ques-
tions about basic mechanisms that 

allow some human and animal cells to 
change identity, becoming more like stem 
cells. David M. Gardiner and S. Randal 
Voss had been chipping away for years at 
the mysteries of the salamander, a crea-
ture whose cells can repeatedly morph 
into an entire new body part. So when a 
chance at a data windfall that could help 
all their diverse investigations came along, 
these researchers, based in California and 
Kentucky, pooled their ideas and entered 
a contest. 

Their bid went to Roche Biosciences in 
Palo Alto, Calif. Eager to demonstrate a 
new low-cost, high-speed DNA-sequenc-
ing technology, Roche held a competition 
seeking interesting projects last year,  
offering a first prize of a million DNA 
base pairs’ worth of free sequencing. Pao 
and Zhu, both postdoctoral researchers 
at the Salk Institute for Biological Studies 
in La Jolla, Calif., sent in the winning 
proposal for a project that would use mul-
tiple techniques to examine what goes on 
at the molecular level when salamander 
cells start rebuilding a lost limb. 

The question is relevant not just to sal-
amanders but to understanding whether 
humans could ever perform the same feat, 
perhaps by making our own cells revert to 
a stemlike state. Now that the collabora-
tors have sifted some of their data, the ser-
endipitous sequencing project is yielding 
nuggets of information valuable to each of 
them, while potentially reviving the study 
of salamander regeneration. 

Pao and Zhu focused on the earliest 
stage of healing in cells at the site of an 
amputated salamander limb, examining 
stretches of DNA that were unwinding 
and presumably contained genes that 
were about to turn on. Sequencing this 
material revealed that genes seemingly in-
volved in triggering the cellular regenera-

tion program are some of the same ones 
active in embryonic stem cells, suggesting 
that the cells had reverted to a more prim-
itive state. “We have several very interest-
ing candidate genes that are basically al-
most exclusively active in germ cells,” 
Zhu says, “and we’re trying to define their 
function.”

“Obviously the goal is to understand 
which genes are turned on during regen-
eration and to understand more of the 

process,” explains Zhu’s boss, Tony Hunt-
er. Figuring out which genes are impor-
tant would be easier, though, if scientists 
knew what kinds of genes the salamander 
possesses. Unfortunately, Hunter re-
marks, “there is no complete sequence.”

That is because the salamander genome 
is huge, “10 times the size of the human 
genome sequence,” Hunter points out. Its 
size has always scared off would-be se-
quencers because of the cost of traditional 

sequencing methods, says Voss, a Univer-
sity of Kentucky biologist who maintains 
the Sal-Site repository for salamander 
gene data. He used some of the free se-
quencing prize to read large chunks of ge-
nome, in part to study its overall struc-
ture. The results revealed salamander 
genes to be organized much like human 
genes, with protein-encoding DNA 
stretches interrupted by noncoding sec-
tions, called introns. In salamanders, 
though, the introns are enormous and 
filled with repeated sequences, which 
helps to finally explain the genome’s ex-
traordinary size. 

The group has also been cataloguing 
newfound genes that have an obvious 
counterpart in humans and other verte-
brates, a step toward figuring out if some-
thing unique to salamanders permits them 
to regenerate. “What the Roche contest 
did was take us from a little over 1,000 ax-
olotl [salamander] genes that were clearly 
orthologues of human genes to now hav-
ing 10,000,” says Gardiner of the Univer-
sity of California, Irvine. “It’s not all of 
them, but it’s a quantum leap.”

The tantalizing tidbits that came out of 
the sequencing prize have each of the re-
searchers craving more. Pao and Zhu 
think further molecular studies of sala-
manders could yield insights into more 
universal mechanisms in embryonic stem 
cells, for instance. And after seeing what 
access to cheaper sequencing technology 
can accomplish, Gardiner thinks that the 
project will jump-start a new molecular 
era in salamander regeneration research, 
which he admits had reached something 
of an impasse using traditional biology 
techniques. 

“Roche came along, and it was like a 
fairy godmother, sprinkling some fairy 
dust,” Gardiner remarks, “and now we 
can use the tools available in the bioinfor-
matics community.” 

GeNOMIcs

Getting a (New) Leg Up
Genome-sequencing contest renews regeneration research  BY CHRISTINE SOARES

dISARMING wORk: Original salamander legs 
(topmost part of this sequence), after being 
cut off, regrow in a process thought to 
reprise embryonic limb development.

© 2008 SCIENTIFIC AMERICAN, INC.
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Data Points
Hurts So Good
In the first study of its kind, researchers 
from the Centers for Disease Control and 
Prevention have compiled national esti-
mates of emergency room injuries result-
ing from outdoor recreation. Every year in 

the U.S. tens of millions of people 
participate in activities that 
range from boating and 
bobsledding to toboggan-

ing and water-skiing. 
Predictably, teenagers 
get hurt the most, and 

legs and arms bear the brunt of 
the punishment.

A ramped-up version of the body’s  
cocaine-purging protein could lead to 
the world’s first effective medicine for 
combating overdoses and addictions 
to the illicit drug. The body can break 
down and inactivate cocaine with the 
natural blood protein butyrylcholin-
esterase, but this enzyme is normally 
too weak and ineffective for medical 
use. Now, with the aid of computer 
simulations to test molecules virtual-
ly, scientists at the University of Ken-
tucky and their colleagues have devel-
oped a far more active form of this 
protein. They created it by stabilizing 
its reactive structures and stripping 
away parts that hindered its function. 
In laboratory studies, the mutant 
form of the enzyme broke down co-
caine roughly 2,000 times faster than 
the natural version. The scientists 
also found that the artificial enzyme 
prevented convulsions and death 
when injected into mice that were giv-
en otherwise lethal overdoses of co-
caine. Read more in the September 24 
Journal of the American Chemical 
Society.  —Charles Q. Choi

DRUG aDDIcTION

Blow Away

Humans can survive unprotected in 
space for a few minutes before the air 
in their lungs expands, gas bubbles 
out of their blood and the saliva in 
their mouths begins to boil. In 
contrast, a tiny animal, reach-
ing 1.5 millimeters in length, 
can survive for days in the harsh 
environment. Known as tardi-
grades, or water bears, they are 
found all over the world, from the 
sediments on the ocean floor to the lichens 
on mountaintops. In an adaptation to des-
iccation, some tardigrades can persist for 
a decade without moisture. Tardigrades 
that went into orbit last year faced the vac-
uum of space for 10 days and survived. 

Only when they also encountered 
radiation did the water bears capit-
ulate—just 10 percent made it. 

Much like the bacterium Deinococ-
cus radiodurans, the tardigrades 

that survived must have some mecha-
nism that repairs cellular damage. The 

researchers who describe the space-faring 
tardigrades in the September 9 Current 
Biology speculate that other creatures 
adapted to survive extreme dryness—such 
as rotifers, nematodes and brine shrimp—

might share the tardigrades’ ability to en-
dure space. —David Biello

eXTReMOPHILes

Space Suits Them 
“water bears,” or tardigrades, can 
survive the vacuum of outer space 
for several days. 

asTROPHYsIcs

Star Making 
around Holes 
Researchers may have figured out how the 100 
or so stars around the Milky Way’s central su-
permassive black hole could have formed. Stars 
emerge when clouds of hy-
drogen molecules coalesce 
under their collective grav-
itational attraction. The 
gravity around a super-
massive black hole, how-
ever, should have shred-
ded such a cloud like paint 
dropped on an eggbeater 
before it got a chance to 
make stars. Astrophysi-
cists simulated the fate of 
a hydrogen cloud as mas-
sive as 10,000 suns that 
suddenly wafted near a 
black hole. Although much 
of the cloud would splat-
ter, shock waves and other turbulence would 
drain the angular momentum out of the inner 
10 percent. That material would take up orbit 
around the black hole and give time for stars to 
form. The August 22 Science brought the re-
sults to light.  —JR Minkel

lights on: in a hydrogen 
cloud (purple) around  
a black hole, stars can 
form in portions that 
collapse and become 
dense (red and yellow).

estimated annual injuries:  

 212,708
number injured per 100,000 
individuals who are:

male:  99.9
Female:  45.1
number injured per 100,000  
who are:

0 to 9 years old:  31.9
10 to 14:  187.1
15 to 19:  214
20 to 24:  121.1
number injured per 100,000  
who are: 

snowboarding:  18.3
sledding:  7.7
hiking:  4.6
number injured per 100,000  
who hurt their:

leg:  19.4
arm:  18
head/neck:  16.8
upper trunk:  12
SOURce: Wilderness and environmental medicine, 
June 2008
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* Tahoe Hybrid shown. For more information, go to GreenCar.com. †Excludes other GM vehicles. **Based on 2008 GM Large Utility segment and Tahoe 2WD with available 5.3L V8 with EPA est. MPG 
14 city/20 hwy. Excludes other GM vehicles. ††Based on 2008 EPA fuel economy estimates of 21 MPG city. ©2008 GM Corp. Buckle up, America!

Take hybrid technology to places it’s never been.
Chevy Tahoe Hybrid — The Green Car of the Year.®

That’s right, the Green Car of the Year* isn’t a car at all. Green Car Journal’s Green Car of the Year is the 2008 

Chevy™ Tahoe® Hybrid — America’s fi rst full-size hybrid SUV† (at participating dealers only). This stunning 

announcement came at the Los Angeles Auto Show. The award is given to new or signifi cantly revamped 

alternative fuel-powered vehicles.

“This is a milestone in many respects,” said Green Car Journal editor Ron Cogan when commenting on the 

award. “People don’t think ‘green’ when SUVs are concerned.”

The 2008 Chevy Tahoe is available with better fuel economy than any of its competitors.** And with its 

two-mode hybrid technology, the Tahoe Hybrid is competitive with much smaller vehicles. While driving in the 

city, Tahoe Hybrid achieves the same fuel economy as a standard four-cylinder Toyota Camry.†† Its impressive 

fuel economy can be attributed to Tahoe’s Hybrid Propulsion Electric System that operates in three ways: 

electric power, engine power, or any combination of electric and engine power. That’s more than just 

the Green Car of the Year — that’s one smart hybrid. For more information about fuel solutions that go from 

gas-friendly to gas-free, go to chevy.com/FuelSolutions

FUEL CELLELECTRICBIOFUELSFUEL EFFICIENCY HYBRID
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In Brief

new mega prime numbers 
The Great Internet Mersenne Prime 
Search (GIMPS), a volunteer-powered 
distributed-computing group, formally 
announced in September the discovery 
of the two largest known prime num-
bers—those divisible only by 1 and 
themselves. The bigger of the two, 
243,112,609 – 1 in shorthand, has nearly  
13 million digits and came out of the 
machine of Edson Smith of the University 
of California, Los Angeles. GIMPS is set 
to claim the $100,000 prize offered by 
the Electronic Frontier Foundation for the 
first 10-million-plus-digit prime. The 
smaller of the new primes, turned up by a 
German GIMPS member at 11.2 million 
digits, would also have qualified but was 
found two weeks later. —John Matson

Fire breathing
Air must contain at least 12 percent oxy-
gen for matter to burn, according to con-
ventional wisdom. New experimental 
burns using pinewood, moss, paper, 
matches and a candle have convinced sci-
entists at University College Dub-
lin in Ireland that fires need at 
least 15 percent oxygen. (Air is 
typically about 21 percent 
oxygen.) Low oxygen lev-
els, coupled with ancient 
charcoal evidence of wild-
fires, have been implicated 
in mass extinctions in the 
earth’s history. The new findings, in the 
August 29 Science, suggest oxygen levels 
could not be as low in some eras as once 
thought and may help refine models of the 
ancient atmosphere. —Charles Q. Choi

stem Cells against stroKe 
Injecting stem cells into the brains of 
mice that recently suffered a stroke can 
reduce damage to neurons by up to 60 
percent, according to new research. 
But the stem cells do not simply replace 
damaged nerve cells as previously 
believed. Instead they affect the brain’s 
immune cells, called microglia, which go 
into overdrive during stroke, attacking 
and destroying healthy tissues. In the 
mouse experiment the stem cells calmed 
down the microglia and got them to call 
off their assault. The treated mice per-
formed better than their untreated peers 
on a battery of movement, cognitive and 
behavioral tests. —Nikhil Swaminathan

Dinosaurs might have ruled the planet out 
of sheer luck. The dominant status that di-
nosaurs enjoyed for some 135 million 
years had suggested there was something 
inherently superior about the creatures. 
To see why the dinosaurs rose to promi-
nence, paleontologists investigated the 
first years of their existence in the late Tri-
assic, from 230 million to 200 million 
years ago. The researchers discovered 
their main competitors at that time, the 
crurotarsans (ancestors to crocodiles), 
thrived—the fossil record shows that cru-
rotarsans were actually twice as diverse as 

dinosaurs when it came to body types, di-
ets and ways of life and that they were 
more abundant in many ecosystems. 
Hence, the scientists, from the University 
of Bristol in England and the American 
Museum of Natural History in New York 
City, conclude that dinosaurs did not out-
compete crurotarsans, which were largely 
wiped out by rapid climate change at the 
end of the Triassic. For some reason, the 
change did not affect the dinosaurs; the 
crurotarsans might have easily inherited 
the earth instead. Dig up more in the Sep-
tember 12 Science. —Charles Q. Choi

PaLeONTOLOGY

Survival of the Luckiest

Read More  . . .
 News Scan stories with this icon have extended coverage on  
www.sciam.com/nov2008

Sports can work out not only the body but also the mind when it comes to compre-
hending language. To see what effect expertise in a physical endeavor such as ice 
hockey might have on the brain, scientists used functional magnetic resonance im-
aging to scan 12 hockey players, eight fans of the sport and nine volunteers who 
had never watched a hockey game. Not surprisingly, the hockey players and fans 
were substantially better than novices at understanding sentences about hockey 
actions, such as shooting or making saves. But the University of Chicago research-
ers also discovered that, in players and fans, parts of the brain usually involved in 
planning and controlling physical actions are recruited to help understand lan-
guage, suggesting that the brain may be more flexible into adulthood than previ-
ously thought. Take a shot at reading the findings reported online September 2 in 
the Proceedings of the National Academy of Sciences USA. —Charles Q. Choi

NeUROscIeNce

Hockey Head Trick

© 2008 SCIENTIFIC AMERICAN, INC.
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E arth is absorbing too much solar energy and heating up. 
Rather than fiddling with hybrid cars and funny-looking 
lightbulbs, why not just build a planet-size parasol to 

shade us? Or a forest of carbon scrubbers to cleanse heat-trap-
ping gases from the air?

Such grand schemes for “geoengineering” our way out of the 
climate crisis appeal to the dreamer in us all. If technology got us 
into this mess, maybe technology can get us out of it [see “A Sun-
shade for Planet Earth,” by Robert Kunzig, on page 46]. Once 
considered fringe science, geoengineering gained respectability 
with an essay two years ago by chemist Paul J. Crutzen, who is 
something of an environmentalist hero—it was his Nobel Prize–
winning work on the ozone hole that led to the ban on Freon and 
other ozone-destroying chemicals.

There are just a few problems. The first is the side effects. The 
best-studied proposal, to pump sulfate aerosols into the upper 
atmosphere to block sunlight, would cause its own troubles. 
The sulfates would slow or reverse the recovery of 
the ozone layer; they might also reduce 
global rainfall, and the rain that did 
fall would be more acidic. And 
those are just the foreseeable 
effects. Aerosols are the least 
understood aspect of the climate system.

Second is cost. The priciest geoengineering scheme, put-
ting a giant sunshade in space like some astronomical beach 
umbrella, comes with an astronomical price tag: $5 trillion-
plus. Arrays of carbon scrubbers are not much better: $1.6 
trillion-plus. Cheaper schemes—feeding iron to ocean plank-
ton, launching fleets of automated ships that spray saltwater 
aerosol—are less assured of success and still amount to tens of 
billions of dollars a year.

Third is the false sense of security 
that such geoengineering could en-
courage. Suppose a sunshade were 
built and actually worked. It would 
take the heat off politicians; emis-
sions reductions would seem 
less urgent. Yet carbon dioxide 
would continue to build up in the at-

mosphere—breaching the level of 450 parts per million by vol-
ume (ppmv) that most climatologists now recommend as an up-
per limit, then passing the 550 ppmv mark that is the goal of 
many current policy initiatives, and eventually reaching 1,000 
ppmv, a level not seen on Earth since the days of the dinosaurs. 
If we let our maintenance of that sunshade slip even briefly—be-
cause of war, economic depression or simple apathy—the shade 
would lift and a century’s worth of warming would hit us.

Proponents recognize this risk and see geoengineering merely 
as a stopgap measure to buy time for emissions reductions, which 
may take decades to achieve. But what is the point of buying 
time? Every year that we put off those reductions makes our job 
that much harder. The logic of compounding argues for focusing 
on emissions first and keeping geoengineering projects in re-
serve—rather than the other way around.

The possibility that international collective action might not 
be entirely reliable brings up the fourth and perhaps most in-

tractable barrier to geoengineering: the geopoli-
tics. Imagine if, say, Chinese-produced 

clouds of sulfuric acid blew across 
the Pacific or if American efforts 

to reduce flooding on our 
shores triggered drought in 

Central Asia. How would nations respond to such 
provocations as anything but an act of war?

High cost, unintended consequences, uncertain-
ty, short attention spans, international bickering: if 
these problems sound familiar, it is because climate 

skeptics have made the very same criticisms of 
plans to cut emissions, such as the Kyoto Pro-
tocol. The difference is that geoengineering is 

even worse. Emissions cuts may be chal-
lenging, but the science is well estab-
lished, most of the technology already 

exists, the costs can be spread over 
the natural capital-replacement cy-

cle, public awareness is high, and 
international institutions such as 
carbon markets are taking root. 

The time to act is now. n

 Overshadowing Difficulties
Geoengineering is a seductive idea. Maybe too seductive

© 2008 SCIENTIFIC AMERICAN, INC.



1. Origin of the Universe  
2. Origin of the Solar System 
3. Continental Drift 
4. Plate Tectonics 
5. The Formation of Minerals 
6. Classification of Minerals 
7. The Identification of Minerals 
8. Kinds of Rocks 
9. Sedimentary Rocks 
10. Metamorphic Rocks 
11. Volcanic Activity 
12. Phases of Volcanic Activity 
13. The Hawaiian Islands and  
 Yellowstone Park 
14. Mass Wasting—Gravity at Work 
15. Mass Wasting Processes 
16. Weathering 
17. Soils and the Clay Minerals 
18. Climate and the Type of Soils 

19. Streams—The Major Agent of 
Erosion 
20. Sculpting of the Landscape 
21. Stream Erosion in Arid Regions 
22. Ice Sculpts the Final Scene 
23. Groundwater 
24. The Production of Groundwater 
25. Karst Topography 
26. Groundwater Contamination 
27. Rock Deformation 
28. The Geologic Structures 
29. Faults and Joints 
30. Earthquakes 
31. Damage from Earthquakes 
32. Seismology 
33. The Formation of Mountains 
34. Orogenic Styles 
35. Economic Geology of Coal 
36. Economic Geology of Petroleum 

The Nature of Earth:  
An Introduction to Geology

1-800-TEACH-12
www.TEACH12.com/7sa

It Pays to Know Your Planet
Geology, the study of Earth’s physical structure and resources, is 
a fascinating subject you can participate in every day. The Nature 
of Earth: An Introduction to Geology

But geology is also about everyday human issues, including the 

of Earth.

This course is one of  The Great Courses®, a noncredit, record
ed college lecture series from The Teaching Company®  

Taught by Professor John J. Renton, West Virginia University

Lecture Titles

Order Today! 
Offer expires Friday, December 19, 2008 

  

DVDs $374.95 NOW $99.95

The Nature of Earth: An Introduction to Geology
Course No. 1700
36 lectures (30 minutes/lecture)

Priority Code: 30810

+ $15 Shipping, Processing, 
and Lifetime Satisfaction Guarantee

ACT NOW!
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Sustainable Developments
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Many of the greatest problems facing the planet  
will hit hardest in 50 to 100 years. Climate 
change, which already wreaks havoc through 
local droughts and heat waves, could well 
unleash global-scale havoc in a few decades. 
Higher temperatures and changing rainfall  

patterns could cut global food production sharply and trigger 
mass famine in needy parts of the world; conceivably, the great 
ice sheets of Greenland and Antarctica could partially collapse 
and raise the sea level by several meters, flooding the coasts. 

Prevention of those disasters is usually seen as pitting the cur-
rent generation against the future: we are advised to cut 
back on consumption, energy use and other re-
source-depleting activities now to ensure the 
well-being of later generations. The conflict 
is thereby framed in ethical terms: 
What does the present owe the fu-
ture? How much should the cur-
rent generation tighten its belt on 
behalf of later ones? Such ques-
tions are important, but they 
miss a crucial and overlooked 
aspect of the challenge. 

Suppose we take extant con-
sumption levels as a given, set 
by shortsighted politicians re-
sponding to a shortsighted elector-
ate. We can nonetheless affect the well-
being of future generations through how we 
manage public investment decisions that have long-
term consequences. Imagine that we can head off future climate 
change through a more expensive energy system that costs an ex-
tra 1 percent of national income. For instance, this plan might in-
clude the research, development and deployment costs of carbon 
capture and storage technologies at coal-fired power plants or 
those for a large-scale solar-based electric grid. 

These extra costs need not be borne by today’s generation. In-
stead they can be financed through long-term government bonds 
to be serviced by later generations. Without changing our con-
sumption levels, we thereby have a choice of what we offer the 
future: a low-carbon power grid and a stable climate, at the cost 
to later generations of a somewhat larger public debt, or a dirty 
power grid, runaway climate change and a smaller public debt. 

Rather than asking how to sacrifice for the sake of the future, 

we can focus instead on how to leave a given amount of public 
capital to the future. Naturally, future generations might prefer 
that we pay for the cleanup through belt-tightening today. Yet if 
that was not to be, later generations would presumably choose a 
safer climate and a sustainable energy system at the cost of inher-
iting a somewhat larger public debt.

The challenge of effectively allocating public capital for the 
future involves more than climate change, of course. We can be-
queath to the future more or less biodiversity (versus human-built 
infrastructure) or a larger or smaller global population (depend-
ing on public investments to support voluntary reductions in fer-
tility through access to family planning). Those choices do not 

pit the present against the future; they represent alter-
natives for the kinds of public capital being left 

to the future.
Our political process is designed 

mainly to make choices about collec-
tive investments for those alive now. 
It is poorly equipped to deal with 
long-term problems, even when they 
are recast to make a future generation 
bear the costs of its own well-being. 

Nor are today’s politicians and the  
general public prepared to think about 

such choices with any clarity. 
We need to experiment with new ways 

to represent the future politically. We can use 
powerful analytical tools, such as the “genera-

tional accounts” developed by economist Laurence 
J . Kotlikoff of Boston University, to examine various balanc-

es of public, natural and private capital that we leave to later gen-
erations—and thereby elucidate our alternative effects on their 
well-being. We might introduce trained ethicists or even politicians 
as ombudsmen to represent future generations at the negotiating 
table. Such ideas might sound outlandish but are less so than 
would be a future beset by environmental devastation because we 
failed to think clearly about the consequences of our choices.  n

Jeffrey D. Sachs is director of the Earth Institute at Columbia 
University (www.earth.columbia.edu).

 Looking after the Future 
Don’t pit today against tomorrow: instead focus on the public capital we will leave to the future  

By Jeffrey D. SachS

An extended version of this essay is available at 
www.SciAm.com/nov2008

© 2008 SCIENTIFIC AMERICAN, INC.
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Denial, anger, bargaining, depression, acceptance. 
So annealed into pop culture are the five 

stages of grief—introduced in the 1960s by 
Swiss-born psychiatrist Elisabeth Kübler-Ross 
based on her studies of the emotional state of 
dying patients—that they are regularly refer-

enced without explication. 
There appears to be no evidence, however, that most people 

most of the time go through most of the stages in this or any oth-
er order. According to Russell P. Friedman, executive director of 
the Grief Recovery Institute in Sherman Oaks, Calif. (www.
grief-recovery.com), and co-author, with John W. James, of The 
Grief Recovery Handbook (HarperCollins, 1998), “no study 
has ever established that stages of grief actually exist, and what 
are defined as such can’t be called stages. Grief is the normal and 
natural emotional response to loss... .  No matter how much peo-
ple want to create simple, bullet-point guidelines for the human 
emotions of grief, there are no stages of grief that fit any two peo-
ple or relationships.”

Friedman’s assessment comes from daily encounters with peo-
ple experiencing grief in his practice. University of Memphis psy-
chologist Robert A. Neimeyer confirms this analysis. He con-
cluded in his scholarly book Meaning Reconstruction and the  
Experience of Loss (American Psycho-
logical Association, 2001): “At the 
most obvious level, scientific studies 
have failed to support any discern-
ible sequence of emotional phases 
of adaptation to loss or to identify 
any clear end point to grieving that 
would designate a state of ‘recovery.’” 

Nevertheless, the urge to compress the 
complexities of life into neat and tidy stages is 
irresistible. Psychoanalyst Sigmund Freud insisted that 
we moved through five stages of psychosexual develop-
ment: oral, anal, phallic, latency and genital. Develop-
mental psychologist Erik H. Erikson countered with 
eight stages: trust vs. mistrust (infant); autonomy vs. 
doubt (toddler); initiative vs. guilt (preschooler); in-
dustry vs. inferiority (school-age period); identity vs. 
role confusion (adolescent); intimacy vs. isolation 
(young adult); generativity vs. stagnation (middle age); 
and integrity vs. despair (older adult). Harvard Univer-
sity psychologist Lawrence Kohlberg postulated that 

our moral development progresses through six stages: parental 
punishment, selfish hedonism, peer pressure, law and order, so-
cial contract and principled conscience. 

Why stages? We are pattern-seeking, storytelling primates try-
ing to make sense of an often chaotic and unpredictable world. A 
stage theory works in a manner similar to a species-classification 
heuristic or an evolutionary-sequence schema. Stages also fit well 
into a chronological sequence where stories have set narrative pat-
terns. Stage theories “impose order on chaos, offer predictability 
over uncertainty, and optimism over despair,” explained social 
psychologist Carol Tavris, author of The Mismeasure of Woman 
(Touchstone, 1993) and co-author, with Elliot Aronson, of Mis-
takes Were Made (But Not by Me) (Harcourt, 2007), in an in-
terview with me. “One appeal of stage theories is that they tell a 
story—they give us a narrative to live by (‘you feel this now, but 
soon . . .’). In cognitive psychology and also in ‘narrative psycho-
therapy,’ there has been a lot of work on the importance of story-
telling. Some therapists now make this idea explicit, helping clients 
change a negative, self-defeating narrative (‘look at all I suffered’) 
into a positive one (‘I not only survived but triumphed’).”

What’s wrong with stages? First, Tavris noted, “in develop-
mental psychology, the notion of predictable life stages is toast. 

Those stage theories reflected a time when most people 
marched through life predictably: mar-

rying at an early age; then having chil-
dren when young; then work, work, 
work; then maybe a midlife crisis; then 
retirement; then death. Those ‘passag-
es’ theories evaporated with changing 

social and economic conditions that 
blew the predictability of our lives to hell.”

Second, Tavris continued, “is the guilt and 
pressure the theories impose on people who are 

not feeling what they think they should. This is why 
consumers of any kind of psychotherapy or posttrau-
matic intervention that promulgates the notion of ‘in-
evitable’ stages should be skeptical and cautious.”

Stages are stories that may be true for the story-
teller, but that does not make them valid for the nar-
rative known as science.  n

Michael Shermer is publisher of Skeptic  
(www.skeptic.com). His latest book is  
The Mind of the Market.

 Stage Fright
From the stages of grief to the stages of moral development, stage theories have little evidentiary support

By Michael SherMer



in photonics to address the world’s unmet needs.

And already, students from this school have

started 14 new companies! For example...

One company produces

special light sources for 

cultivating high-nutrition

vegetables (shown at left).

Another develops laser-

based therapeutic instruments

for treating living tissue.

Another is creating new measurement tech-

nology using colloidal crystals and UV detectors.

The possibilities are endless. And Hamamatsu

is proud to be helping these bright young minds

to open the exciting new frontiers of light!

http://jp.hamamatsu.com/en/rd/publication/

A new route to photonics innovation   

Usually, universities teach photonics in terms of

known principles and processes. Only later do

students go into the commercial world and begin

applying the principles.

But at the Graduate

School for the Creation of

New Photonics Industries

the process is reversed...

Here, each student

must first identify an unfilled market need. Then

in the next three years, they must develop new

photonics processes and products—and start their

own new companies—to address those needs!

Founded in 2005, this unique graduate

school was the inspiration of Hamamatsu’s CEO

Teruo Hiruma, as a new way to foster innovation

Hamamatsu is opening

the new frontiers

of Light

P h o t o n  i s  O u r  B u s i n e s s

This unique graduate school

starts with real-world needs—

then uses photonics to fill them...

An associate professor sets up an imaging mass spectrometer for a student project
investigating ion distribution at the subcellular level—at the Graduate School for
the Creation of New Photonics Industries in Hamamatsu City, Japan.
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Why am I so hungry after writing one of these  
columns? I have often wondered. Now comes  
an answer.

A study in the journal Psychosomatic Medi-
cine contends that intellectual work—that’s 
right, I’m calling writing this stuff, ya know, in-

tellectual—induces a big increase in caloric intake. The research 
had 14 Canadian students do three things at different times: sit 
and relax; complete a series of memory and attention tests; and 
read and summarize a text. (It was that last activity that disqual-
ified rodents and U.S. students as study subjects.) After 45 min-
utes at each task, the kids were treated to an all-you-can-eat buf-
fet lunch. Because Canada has a truly advanced code of human-
subject research ethics.

Each session of intellectual work required the burning of 
only three more calories than relaxing did. But when the 
students hit the buffet table after the text summation, they 
took in an additional 203 calories. And after the memory 
and attention tests, the subjects consumed another 253 
calories. Blood samples taken before, during and after the 
activities found that all that thinking causes big fluctu-
ations in glucose and insulin levels. And because 
glucose fuels the neurons, a transitory low level 
in the brain may signal the stomach to get the 
hands to fill up the mouth, even though the en-
ergy actually spent has gone up just a hair. The 
researchers note that such “caloric overcompen-
sation following intellectual work, combined with 
the fact that we are less physically active when doing 
intellectual tasks, could contribute to the obesity epi-
demic.” Think about that—unless you’re on a diet.

Speaking of calories. The journal Science reports 
that mathematicians from the Massachusetts Insti-
tute of Technology, New York University and the 
Free University of Brussels have figured out a 
better way to wrap spherical pieces of choco-
late. There’s a lot of wasted material when 
wrapping spheres with square pieces of 
foil or paper. But our intrepid geometers 
found that by using equilateral triangles 
rather than squares, they could generate a 
savings of 0.1 percent. That’s one full square 
saved for every 1,000 pieces of triangle-
wrapped chocolate you eat. 

Speaking of the munchies. Some of the chemical compounds 
found in marijuana show promise for fighting drug-resistant bac-
terial infections. That’s according to the Journal of Natural Prod-
ucts, published by the American Chemical Society. (As opposed 
to The Book of Mr. Natural, published by Fantagraphics Books. 
Seriously.) Naturally, scientists have long known that pot con-
tains antibacterial constituents. But lack of seed money stems re-
search, so little has been done to investigate pot’s potential. 

In the new study researchers tested five cannabinoid marijua-
na ingredients against the superbug MRSA, methicillin-resistant 
Staphylococcus aureus. All five did a lot of damage to the bacte-
rium. And two of the substances don’t even appear to be psycho-
active, meaning they could be turned into medications that don’t 

cause a high. Because the last thing you want to administer to a 
patient incapacitated for weeks in a hospital bed experiencing 

the horrors of an out-of-control staph infection is an anti-
bacterial drug that would also lighten his mood.

Speaking of mood-altering. Earlier this year Republi-
cans in the House of Representatives adopted as a reelection 

sales pitch the phrase “The Change You Deserve.” Which they 
apparently didn’t realize was already the trademarked slogan 

for Effexor XR, a potent antidepressant. But I digress. 
At the Republican National Convention former real 
senator and fictional New York City district attor-
ney Fred Thompson said of Sarah Palin, “I think I 
can say without fear of contradiction she is the only 

nominee in the history of either party who knows 
how to properly field-dress a moose. With the pos-
sible exception of Teddy Roosevelt.” 

Be afraid, Fred. Because I’m fairly sure that 
Grant, Lincoln and Andrew Jackson could 
have dressed a moose. Not to mention 
Washington, Zachary Taylor and William 
Henry Harrison, although they weren’t 
members of either current political party. 
(Bill Clinton could probably undress a 
moose.) I’m also fairly sure that if Teddy 

Roo se velt were alive 
today, he’d be referred 
to in some quarters as 
“that effete East Coast 
elitist environmental-

ist wacko.” Speaking of 
which, I’m hungry.  n

 Hungry for Change
Why reading this magazine might cause you to clean out the fridge—and other mysteries explained 

By steve mIrsk y
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W hen David W. Keith, a physicist 
and energy expert at the Univer-
sity of Calgary in Alberta, gives 

lectures these days on geoengineering, he 
likes to point out how old the idea is. People 
have been talking about deliberately altering 
climate to counter global warming, he says, 
for as long as they have been worrying about 
global warming itself. As early as 1965, 
when Al Gore was a freshman in college, a 
panel of distinguished environmental scien-
tists warned President Lyndon B. Johnson 
that carbon dioxide (CO2) emissions from 
fossil fuels might cause “marked changes in 
climate” that “could be deleterious.” Yet the 
scientists did not so much as mention the 
possibility of reducing emissions. Instead 
they considered one idea: “spreading very 
small reflective particles” over about five 
million square miles of ocean, so as to 
bounce about 1 percent more sunlight back 
to space—“a wacky geoengineering solu-
tion,” Keith says, “that doesn’t even work.”

In the decades since, geoengineering ideas 
never died, but they did get pushed to the 

fringe—they were widely perceived by scien-
tists and environmentalists alike as silly and 
even immoral attempts to avoid addressing 
the root of the problem of global warming. 
Three recent developments have brought 
them back into the mainstream. 

First, despite years of talk and interna-
tional treaties, CO2 emissions are rising 
faster than the worst-case scenario envi-
sioned as recently as 2007 by the Intergov-
ernmental Panel on Climate Change. “The 
trend is upward and toward an ever increas-
ing reliance on coal,” says Ken Caldeira, a 
climate modeler at the Carnegie Institution 
for Science in Stanford, Calif.

Second, ice is melting faster than ever at 
the poles, suggesting that climate might be 
closer to the brink—or to a tipping point, in 
the current vernacular—than anyone had 
thought.

And third, Paul J. Crutzen wrote an essay. 
The 2006 paper in the journal Climatic 
Change by the eminent Dutch atmospheric 
chemist, in which with heavy heart he, too, 
urged serious consideration of geoengineer-

KEY CONCEPTS
n   Many scientists now sup

port serious research into 
“geoengineering,” deliber
ate actions taken to slow 
or reverse global warming. 

n   Of the various geoengi
neering proposals, the 
ones that shade the earth 
from the sun could bring 
about the most immediate 
effects. But all of them 
have drawbacks and side 
effects that probably  
cannot be anticipated.

n   Pumping sulfur dioxide 
into the stratosphere, as 
volcanoes do, is the most 
well established way to 
block the sun. Other pro
posals call for brightening 
clouds over the oceans by 
lofting sea salt into the  
atmosphere and building  
a sunscreen in space. 

 —The Editors

geoengineering

Global warming has become such an overriding emergency that 
some climate experts are willing to consider schemes for partly 
shielding the planet from the sun’s rays. But no such scheme is 
a magic bullet  By Robert Kunzig

a forSunshade
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Planet Earth

Clouds of “parasols” in 
space, as shown in this 
artist’s conception of a 
sunshade, might slow the 
warming of our world.
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[suNsHadE #1: THE VolCaNo EffECT]

sulfur in the stratosphere
Past volcanic eruptions have cooled the earth substantially by injecting sulfur dioxide (SO2) gas into the upper atmosphere.  
Atmospheric scientists have proposed that SO2—already emitted in vast quantities into the lower atmosphere by burning  
fossil fuels—could have the same cooling effect if it were lofted into the stratosphere.

dEploYMENT BY MIssIlE
Shells charged with SO2 and fired from  
ships at sea could respond quickly to 
changing conditions in the upper atmo
sphere, provided atmospheric scientists 
gain a better understanding of the details  
of aerosol formation there.

Light is scattered  
by clouds of sulfate 
droplets

Past volcanic 
eruption

HoW IT WorKs
When SO2 reaches the stratosphere, a series of chemical reactions that 
involve such molecules as the hydroxyl radical (OH), diatomic oxygen 
(O2) and water, either in its vapor form or condensed into a liquid 
droplet, give rise to sulfate particles about a micron across. The 
particles—made up of sulfuric acid (H2SO4), water and trace amounts 
of impurities—deflect some of the incoming sunlight. The diagram 
below shows some of the molecules involved, but none of the specific 
chemical pathways are portrayed.

H2SO4

H2O

H2O

STRATOSPHERE

OH

SO2O2

dEploYMENT BY plaNEdEploYMENT BY plaNE
Running on “dirty,” highsulfur 
fuel at cruising altitudes, airplanes 
could add plenty of SO2 to the 
stratosphere.

dEploYMENT BY BallooNdEploYMENT BY BallooN
Lighterthanair craft would require  
very little energy to raise a cargo of  
SO2 at least six miles high.
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world to carbon-neutral energy sources. “The 
reason I think geoengineering should be consid-
ered,” says Tom M. L. Wigley of the National 
Center for Atmospheric Research (NCAR), “is 
I don’t think we are going to save the planet with 
the emissions-reductions approaches that are on 
the table. No one is taking the magnitude of the 
technological challenge seriously.” 

Particles in the Stratosphere
The geoengineering scheme Crutzen and Wigley 
both defend is the cheapest and most certain to 
work; it was proposed as long ago as 1974 by the 
late Russian physicist Mikhail I. Budyko, then at 
the Main Geophysical Observatory in Lenin-
grad. The idea is to inject several million tons a 
year of sulfur dioxide (SO2) into the strato-
sphere. There it would react with oxygen, water 
and other molecules to form minute sulfate 
droplets made up of water, sulfuric acid (H2SO4) 
and whatever dust, salt or other particles onto 
which the acid and water condense. Clouds of 
sulfate droplets would scatter sunlight, making 
sunsets redder, the sky paler and the earth’s sur-
face, on average, cooler—everyone agrees on all 
that. In 1991 the volcanic erup tion of Mount 
Pinatubo in the Philippines put 20 million tons 
of SO2 into the stratosphere, and it had all those 
effects: it cooled the earth by nearly one degree 
Fahrenheit for about a year. “So we basically 
know it works,” Caldeira says. In fact, Caldeira 
started modeling the idea nearly a decade before 
Crutzen wrote about it.

By the time Crutzen picked up the thread, the 
world was readier for geoengineering; it had 
gotten a degree warmer since Budyko’s paper, 
and a lot of ice had melted. In the 1990s Edward 
Teller and his colleagues at Lawrence Livermore 
National Laboratory had suggested that metal-
lic particles might stay aloft longer and reflect 
more sunlight, but Crutzen stuck with the more 
well established idea of injecting SO2. It enabled 
him to frame his proposal in an appealing way.

By burning fossil fuels, he pointed out, people 
are already putting 55 million tons of SO2 into 
the lower atmosphere every year (along with 
eight billion tons of CO2). According to the 
World Health Organization, the resulting con-
centration of SO2 kills 500,000 people a year. It 
also cools the planet, however—although no 
one knows by exactly how much—and so as 
governments enforce antipollution laws, such as 
the U.S. Clean Air Act, they are making global 
warming worse. Wouldn’t it make more sense, 
Crutzen suggested, to loft some of that SO2 into 

ing, “let the cat out of the bag,” Keith says. 
Crutzen had won the Nobel Prize in Chemistry 
for his work on the destruction of atmospheric 
ozone in 1995; if he was taking geoengineering 
seriously, it seemed, everyone needed to.

By November 2007 Keith and Harvard Uni-
versity geophysicist Daniel P. Schrag had no 
trouble convincing top climate scientists to join 
zealous geoengineers at a workshop in Cam-
bridge, Mass. At the end, all agreed that more 
research was necessary—some because geoen-
gineering truly excites them, some because they 
consider it the lesser of two evils, and some be-
cause they hope to drive a stake through its 
heart. But still there was a consensus: geoengi-
neering is back.

Geoengineering schemes fall into two catego-
ries, corresponding to the two knobs you might 
imagine twiddling to adjust the earth’s tempera-
ture. One knob controls how much sunlight—or 
solar energy, to be more precise—reaches the 
planet’s surface; the other controls how much 
heat escapes back into space, which depends on 
how much CO2 is in the atmosphere. Schemes 
for removing CO2 from the atmosphere, say, 
by fertilizing the oceans with iron [see box on 
pages 54 and 55], would strike closer to the root 
of the problem. But they would inevitably take 
decades to have much of an effect. In contrast, a 
sunshade could, in principle, stop global warm-
ing immediately—albeit only for as long as it was 
maintained. Sunshade ideas thus address what 
some scientists see as the extreme urgency of the 
climate problem. “If the Greenland ice sheet 
started to collapse tomorrow, and you’re presi-
dent of the United States, what do you do?” 
Schrag asks. “You don’t have a choice.”

So far, however, relatively little research has 
been done on any of the approaches or on their 
potentially substantial and unpredictable side 
effects. “There’s a lot more talk than work,” 
Caldeira says. “Most of the research has been at 
the hobby level.” Some ideas do not merit much 
more than that—scattering reflective particles 
over a large part of the ocean, for instance, 
would inevitably pollute it, and the particles 
would probably wash up on beaches fairly 
quickly. But others are harder to dismiss.

Dismissing the basic rationale behind geoen-
gineering is harder still. Few investigators today 
suggest that blocking the sun is a substitute for 
stopping the rise of atmospheric CO2 or that 
geoengineering can fix the CO2 problem by it-
self. They argue instead that it might give us 
time for the revolution needed to convert the 

[THE auTHor]

robert Kunzig is a freelance 
science writer who specializes in 
ocean science and global climate. 
He is author of Mapping the Deep: 
The Extraordinary Story of Ocean 
Science, which won the 2001 
aventis prize for science Books, 
and, more recently (with Wallace s. 
Broecker), Fixing Cli mate: What 
Past Climate Changes Reveal about 
the Current Threat—and How to 
Counter It. He divides his time 
between Bir    mingham, ala.,  
and dijon, france.

THE doWNsIdEs

n   uNprEdICTaBlE CHaNgEs  
in regional wind and rainfall 
patterns

n   rEduCEd EVaporaTIoN, lead
ing to reduction in global rainfall

n   INCrEasINg aCId raIN, possi
bly polluting pristine ecosystems

n   aCCElEraTEd dEsTruCTIoN  
of ozone layer, causing higher  
incidence of skin cancer

n   CHEap ENougH to be done  
unilaterally, without inter
national agreements, which 
could increase global tensions

n   CoNTINual MaINTENaNCE  
required; the earth would warm 
quickly if maintenance was  
deferred and carbon emissions 
continued unabated
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sea Mist in the Troposphere
Seawater sprayed high into the air will largely evaporate as it rises, leaving little more than airborne crystals of salt by the time  
it reaches 1,000 feet. Those crystals could brighten the clouds that form at that altitude, reflecting more sunlight back into space.

●5   Cloudforming water 
droplets remain small

●4   Water vapor condenses 
around existing dust 
and added salt crystals

●3   Salt crystals 
precipitate

●2   Water evaporates 
from mist droplets

●1   Droplets  
of seawater 
mist contain  
dissolved salt

0.8 micron

Flettner ship

HoW IT WorKs
Rising into cool, humid air over the ocean, the mist adds  
to the density of particles onto which water vapor in the 
atmosphere can condense, or nucleate, into cloudforming 
droplets (right). For a given quantity of liquid condensate 
(which depends only on the temperature and humidity  
of the air), the higher the density of airborne nucleation 
particles, the smaller the droplets in the resulting cloud and 
the greater their total surface area: eight small droplets, for 
instance, have the same volume but twice the surface area 
of one large droplet with twice their diameter. 

Surface area

Volume =

<

Normal droplet

1

1

Saltgenerated droplets

1

2

The greater surface area of the smaller droplets leads to the 
reflection of more incoming sunlight back into space, 
thereby brightening the clouds they form and cooling the 
ocean surface underneath them.

Ship rotors

Silicon wafer nozzle

Antenna

Silicon wafer in each  
rotating cylinder would 
act as an inverted 
showerhead (side view 
enlarged at right), 
spraying seawater 
upward in a fine mist.

dEploYMENTdEploYMENT
Unmanned, satelliteguided Flettner ships would crisscross the oceans, 
spraying seawater mist upward through vertical rotors. Turbines driven by the 
ship’s motion through the water would generate electricity that turns the 
rotors. The spinning rotors would act as sails because they spin with the wind 
on one side and against the wind on the opposite side, generating lift. 

[suNsHadE #2: BrIgHTENINg THE Clouds][suNsHadE #2: BrIgHTENINg THE Clouds]
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the stratosphere? Up there it would shade us 
from the sun without killing us.

Budyko’s original idea had been to send planes 
into the stratosphere burning high-sulfur fuel; 
Crutzen proposed delivering the SO2 with bal-
loons. Estimates vary of just how much SO2 
would be needed to counteract, say, a doubling 
of CO2 over preindustrial levels. Wigley put the 
number (generally expressed as the weight of the 
sul  fur alone) at five million tons a year; Crutzen 
and Philip J. Rasch of NCAR have calculated 
that 1.5 million tons would do the job—provided 
the particles were smaller, on average, than the 
typical volcanic ones, which are less than 0.2 mi-
cron across.

All those estimates are small compared with 
the amount of SO2 we have already put in the 
lower atmosphere—and by the scale of the CO2 
problem, they are tiny. The annual amount of 
SO2 needed, Caldeira remarks, is roughly what 
you could push through a fire hose. Crutzen es-
timated that his scheme would cost between $25 
billion and $50 billion a year, which amounts to 
between $25 and $50 for each citizen of the de-
veloped countries. That is less than the average 
American spends on lottery tickets, and the re-
turn would be far more certain: a cooler planet—
at least on a globally averaged basis.

All Climate Change Is Local
Yet the regional temperature pattern is what 
matters most. On that score, according to cli-
mate modeler David S. Battisti of the University 
of Washington, sun-blocking SO2 and heat-
trapping CO2 are not well matched. CO2 warms 
the planet day and night, summer and winter. 
As ice melts on sea and land, replacing a white 
and cold surface with a dark and warmer one, 
the CO2 warming is amplified near the poles. In 
contrast, a stratospheric sulfate sunshade would 
block the sun only when and where the sun was 
shining; it would have no direct effect at all dur-
ing polar winter. One would thus expect it to 
cool the tropics more than the poles—just the 
opposite of what is needed to restore climate to 
its preindustrial state.

Surprisingly, the few model simulations done 
so far suggest the effects of a sulfate sunshade 
are not that simple. “What we found is that it 
actually did a pretty good job” of reversing the 
warming trend in global climate, Caldeira says. 
By cooling the poles enough during the summer 
to maintain sea ice, the sunshade triggers the 
same powerful feedback that amplifies CO2 
warming, but in reverse.

 “If the Greenland 
ice sheet started  
to collapse 
tomorrow, and 
you’re president of 
the United States, 
what do you do?“

—Daniel P. Schrag, 
Harvard University

But the sulfate sunshade could have serious 
drawbacks on other grounds. SO2, like CO2, 
would not just affect the planet’s tem perature; 
it would change winds and precipitation as well, 
in ways that are not yet foreseeable. As less sun-
light reached the earth’s surface, there would be 
less evaporation, particularly in the tropics, 
which would probably make rain and freshwa-
ter scarcer than they are today. The eruption of 
Mount Pinatubo seems to have done just that: 
according to an analysis by Kevin E. Trenberth 
and Aiguo Dai, both at NCAR, the amount of 
precipitation on land and the volume of river 
runoff dropped dramatically in the year after 
the eruption. At the same time, less evaporation 
should lead to moister soils. And Caldeira’s 
modeling suggests that adding SO2 to the atmo-
sphere along with the CO2 leads to smaller 
changes in precipitation than adding the CO2 
alone—in short, that geoengineering would still 
be an improvement over business as usual. 

Whether or not there is less of it, the rain is 
likely to become more acidic if we put millions 
of tons of sulfuric acid into the stratosphere. 
Globally, the acid increase will probably be 
small—because we are already putting so much 
SO2 into the lower atmosphere—but as Alan 
Robock of Rutgers University has pointed out 
in the Bulletin of the Atomic Scientists, some 
acid rain might fall in pristine areas that have 
been spared so far. 

Return of the Ozone Hole?
A more serious worry is stratospheric ozone. 
Chlorine atoms that reach the upper atmosphere, 
the legacy of the chlorofluorocarbons long used 
as coolants and spray propellants, dig a hole in 
the Antarctic ozone layer every spring and let 
ultraviolet (UV) sunlight flood in. The chemical 
reactions that destroy ozone, however, take place 
only below a certain temperature threshold and 
only on the surfaces of stratospheric particles—

including tiny droplets of sulfuric acid. As chlo-
rofluorocarbons are phased out under the 1987 
Montreal Protocol, the ozone hole is getting both 
smaller and shallower. But if more sulfuric acid 
is pumped into the stratosphere, it could act as a 
catalyst that could delay ozone recovery.

Sure enough, the Pinatubo “experiment” 
caused some ozone loss but not very much. Ac-
cording to Simone Tilmes of NCAR, however, 
the small size of the effect is misleading, because 
the winters following the eruption happened to 
be mild. In a colder winter, Tilmes says, the 
ozone destruction at the poles would have been 

THE doWNsIdEs

n   uNprEdICTaBlE CHaNgEs in  
regional temperatures, perhaps 
with wider swings of hot and cold

n   INCrEasEd loNgEVITY  
of clouds made up of smaller 
droplets, reducing rainfall

n   MagNITudE of the brightening 
effect not well understood

n   uNproVEd EffECT; no field  
testing of the idea yet conducted

n   CHEap ENougH to be done  
unilaterally, without international 
agreements, which could  
increase global tensions

n   CoNTINual MaINTENaNCE  
required; the earth would warm 
quickly if maintenance was  
deferred and carbon emissions 
continued unabated
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dEploYMENT
The disk fliers, each equipped with an onboard navigation 
system, would be stacked into cylinders a million fliers long and 
launched into space by electromagnetic coil guns at a rate of 
one cylinder a minute for 30 years. The combined launch weight 
of the cylinders would be kept to less than 20 million tons. The 
fliers would eventually separate (right) and form a cloud (above) 
60,000 miles long and 4,500 miles in diameter, parked a million 
miles from the earth at “Lagrangian point 1” (L1), where the 
gravity of the sun and the earth are equal and in balance.

HoW IT WorKs
Once the fliers reached the cloud at L1, they would steer 
themselves, by means of mirrors acting as sails in the solar 
wind, to positions as directed by “shepherd” satellites. Each 
disk flier, onefortieth the thickness of Saran Wrap and 
weighing no more than a gram, would be pricked with 
thousands of tiny holes.

Film

Light waves  
cancel  

each other

“Sum” of the two yellow waves above

Light waves 
reinforce  

each other

Shepherd 
satellite

Cloud of  
disk fliers

Hole

Solar sail  
and navigation 

system

Rays of sunlight passing 
through a hole in the 
disk would interfere 
destructively with rays 
that slow down briefly 
as they pass through the 
disk itself (right), 
thereby reducing the 
total solar radiation that 
reaches the earth.

disks by the Trillion in spacedisks by the Trillion in space
Trillions of twofootwide, diskshaped “fliers” placed in stationary solar orbit could provide enough shade to cool the earth.  
Constructing a sunshade in space would avoid tampering with the earth’s atmosphere.

[suNsHadE #3: VENETIaN spaCE BlINds][suNsHadE #3: VENETIaN spaCE BlINds]
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far more severe. Even worse for the ozone, the 
greenhouse gases that cause global warming ac-
tually tend to cool the stratosphere by trapping 
heat closer to the surface.

By Tilmes’s calculations, if we were to start 
injecting SO2 into the stratosphere in the next 
few years, the recovery of the Antarctic ozone 
hole would be delayed by between 30 and 70 
years. In cold years an ozone hole would appear 
in the high northern latitudes as well, bathing 
cities there in cancer-causing UV radiation. As 
Rasch points out, however, Tilmes’s results may 
represent a “worst-case scenario”; she combined 
the amount of SO2 needed to counteract a dou-
bling in CO2 decades from now with the amount 
of chlorine that is in the stratosphere today—

even though chlorine is steadily decreasing.
The effect of SO2 on ozone thus remains un-

certain, like just about every aspect of sulfate 
geoengineering. We could start doing it next 
year, but aside from cooling the planet globally 
we would have no real idea what we were do-
ing—much as we did not know what we were 
doing to the ozone layer when the world began 
using chlorofluorocarbons in refrigerators and 
underarm deodorant. Crutzen acknowledged 
this iron law of unintended consequences in his 
essay, writing: “The chances of unexpected cli-
mate effects should not be underrated, as clearly 
shown by the sudden and unpredicted develop-
ment of the Antarctic ozone hole.”

Sea Mist in the Troposphere
In the lower atmosphere, SO2 does not just scat-
ter sunlight and cause respiratory disease: it cre-
ates clouds where there were none, and it bright-
ens existing ones, the so-called aerosol indirect 
effect. Climate scientists think this effect 
already cools the planet at least as much as 
direct scattering by aerosol particles. Ship 
tracks—linear clouds of engine exhaust—illus-
trate the phenomenon vividly: they persist for 
days and extend for hundreds of miles as the 
ship steams along. Satellite photographs record 
the sunlight they reflect back to space.

John Latham’s idea for cooling the planet is 
essentially to whiten existing marine clouds by 
lacing them with lots of ship tracks—but made 
in a cleaner way. Latham, a retired English cloud 
physicist, thinks spraying microscopic drops of 
seawater into the sky from a fleet of unmanned 
sailing vessels could do the trick.

The basic mechanism of the aerosol indirect 
effect is simple enough. The amount of sunlight 
reflected by a cloud depends on the surface area 

of the water drops that make up the cloud. “If 
instead of having a few big drops, you have a lot 
of little drops, then for the same amount of wa-
ter [condensing from the vapor phase into drop-
lets], there’s more surface area,” Latham ex-
plains. In principle, adding particles to the at-
mosphere makes for more but smaller drops, 
hence whiter and more reflective clouds. 

Over land these days, the air is loaded with 
man-made particles, and as a result clouds are 
thought to be whiter and more reflective than 
they otherwise would be. But over the ocean the 
air is filled primarily with natural particles, in-
cluding seawater droplets blown aloft by foam-
ing waves. By the time the droplets reach 1,000 
feet, most of the water has evaporated, leaving 
particles of salt—but at that altitude water va-
por begins to condense again around the parti-
cles. The new droplets form low marine strato-
cumulus clouds, which cover about a quarter of 
the world’s ocean. Latham’s idea is to brighten 
such clouds by adding enough airborne salt 
spray to quadruple the number of water drop-
lets in the clouds.

Stephen Salter, an emeritus engineering pro-
fessor at the University of Edinburgh, has come 
up with a scheme that, on paper at least, looks 
ingenious. “It’s basically a watering can,” La-
tham says—but the nozzle would be a silicon 
wafer etched with billions of holes less than a 
micron across, and it would be mounted on an 
unmanned, satellite-guided sailing ship. More 
specifically, the vessel would be a Flettner ship, 
which has tall, spinning cylinders that resemble 
smokestacks but act as sails, generating lift be-
cause one side is moving with the wind and the 
other side against it.

In Salter’s concept, turbines spun by water 
moving past the ship would generate the electric-
ity to keep the cylinders spinning and also to 
spray seawater out the stacks in 0.8-micron drop-
lets. Salter and Latham estimate that 1,500 ships, 
each spraying eight gallons a second—and each 
costing $2 million, for a total of $3 billion—

could offset the global warming caused by a dou-
bling of CO2. Half the job could be done, accord-
ing to modeling results from the Met Office Had-
ley Center for Climate Prediction and Research 
in Exeter, England, by deploying ships over just 
4 percent of the ocean.

Still, no one has modeled how evenly the cool-
ing would spread around the planet. “You could 
end up with a polka-dotted world, where there 
are really cold places and really hot places,” Bat-
tisti says. Another concern is drought downwind 

With a $5trillion 
price tag for put
ting a sunshade 
in space, maybe 
it’s easier to build 
wind turbines 
and solar power 
plants instead.

THE doWNsIdEs

n   CosT EsTIMaTEd at $5 trillion, 
requiring huge diversion of  
resources that could be spent on 
alternative energy

n   lENgTHY CoNsTruCTIoN TIME, 
too long for the necessary quick fix

n   uNprEdICTaBlE CHaNgEs in re
gional wind and rainfall patterns

n   rEduCEd EVaporaTIoN, lead
ing to reduction in global rainfall

n   rEplaCEMENT of “flIErs” 
needed after 50 years; the earth 
would warm quickly if replace
ment was deferred and carbon 
emissions continued unabated

n   dIffICulTY convincing people 
that cloud of disks could not be 
used as a weapon to change sun
light on various parts of the earth
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tion system and weighing no more than a gram. 
(Monarch butterflies, Angel points out, weigh 
less than a gram, and they navigate thousands 
of miles to their breeding grounds in Mexico.) 
These “fliers” would be launched in stacks of a 
million, one stack every minute or so for 30-odd 
years, by electromagnetic coil guns that would 
be more than a mile long and mostly under-
ground. Thus, Angel proposes to keep the 
weight of the sunshade to less than 20 million 
tons launched from the earth. Still, for compar-
ison, that is only slightly less than 70,000 times 
the current mass of the International Space Sta-
tion—no trivial mass to fling into the heavens.

Highly efficient, ion-propulsion engines 
would carry each stack from earth orbit to L1, 
where the fliers would be dealt, like cards flung 
from a deck, into a cloud 60,000 miles long, 
pointed at the sun. “Shepherd” satellites patrol-
ling the cloud would set up a local Global Posi-
tioning System, and each flier would keep itself 
from drifting out of the cloud with tiny mirrors 
acting as solar sails. Solar photons would pass 
right through the silicon nitride in each flier, but 
the ones passing through the holes in the flier 
would come out slightly ahead. The two sets 
would thus interfere destructively, blocking 
some of the sunlight that would otherwise reach 
the earth and scattering around 2 percent of it 
to either side of the planet.

It is hard to know just how serious Angel is 
about the idea. “It’s not a quick, cheap fix,” he 
says cheerfully. In fact, with a price tag loosely 

of the spray vessels; clouds made of many small 
droplets last longer, which is desirable in a sun-
shade, but they also produce less rain.

Finally, just how much brighter the new clouds 
would be is not known. Existing climate models 
overestimate the effect: according to them, the 
aerosols in the atmosphere right now should be 
canceling global warming, which is manifestly 
not happening. Rasch has thus started modeling 
La tham’s idea. “This is one of the parts of cli-
mate that we understand most poorly,” he says.

Still, as geoengineering schemes go, spraying 
seawater into the air from wind-powered vessels 
sounds pretty benign. If anything went wrong, 
Latham says, you could shut off the spray within 
days or, at most, a few weeks—whereas sulfuric 
acid in the stratosphere would stay aloft for 
years. “It’s definitely worth looking into,” Wig-
ley says. But only a field test could answer some 
of the questions about the idea—and so far the 
only support Latham has received has been from 
the Discovery Channel. In need of good visuals 
for a documentary series on geoengineering, 
television producers funded the construction of 
a small Flettner ship.

A Sunshade in Space 
The Discovery Channel has also paid to build 
something for J. Roger P. Angel: a half-inch-
wide disk of silicon nitride ceramic. It is trans-
parent, pierced with many tiny holes, and about 
a quarter-micron thick—one-fortieth the thick-
ness of Saran Wrap but much stiffer. Angel, 
director of Steward Observatory Mir ror Labo-
ratory at the University of Arizona, is well 
known as an innovative developer of telescope 
mirrors and optics, and so his idea for a disk-
shaped optical device made out of the same stuff 
used in high-performance automotive bearings 
is entirely in character. A couple of years ago his 
wife asked him if he could do something about 
climate change. He responded by looking into 
an old geoengineering proposal that, to put it 
mildly, lies way outside the box.

That proposal called for placing a sunshade 
at L1, the inner Lagrangian point, a million 
miles from the earth in the direction of the sun. 
(At a Lagrangian point the sun exerts the same 
pull of gravity as the earth does.) From L1 a sun-
shade would cast an even shadow over the plan-
et without polluting the atmosphere.

In Angel’s scheme, the space-based sunshade 
would not be a single spacecraft but trillions of 
them—each a two-foot-wide disk of silicon ni-
tride equipped with a computer and a naviga-

If we did not  
reduce carbon 
emissions and ever 
allowed a cooling 
sunshade to fail, 
temperatures 
would soar so fast 
that one scientist 
labels the event 
“Fall of Rome.”

one way of taking carbon out of the atmosphere  
is to increase the growth of plankton, say, by 

spreading iron, a micronutrient, across ironpoor 
regions of the ocean. The resulting plankton bloom 
would draw carbon dioxide (CO2) out of the air—that 
much is certain. What is not clear after a dozen field 
tests of iron fertilization is just how much of the carbon 
captured by organic matter would go deep enough to 
stay out of the atmosphere, as shown in the artist’s 
conception (right), or what the side effects would be of 
such a substantial manipulation of marine ecosystems.

A second way, suggested most recently by graduate 
student Kurt Zenz House and his colleagues at Harvard 
University, is to make seawater itself more alkaline. 
House’s idea is to split sea salt, or sodium chloride, and 
allow it to react with seawater to create sodium hydroxide 
and hydrochloric acid. The acid would then be stored on 
land and the sodium hydroxide left in the ocean. That would 
cause more CO2 to dissolve into the water—without 
acid  ifying the ocean any further. Ultimately, House says, the 
carbon would end up as calcium carbonate on the seafloor. But 
building the seawater treatment plants would be hugely 

expen sive—it would take 100 large ones 
just to absorb about a tenth of the CO2 
people add to the atmosphere every year.

Perhaps the most promising alternative, 
pioneered by Klaus S. Lackner of Columbia 
University as well as by David W. Keith of 
the University of Calgary in Alberta, is to 
build scrubbers on land that can capture CO2 
out of ambient air. Lackner and his partner, 
Allen B. Wright of Global Research 
Technologies (GRT) in Tucson, Ariz., have 
developed a proprietary plastic that grabs 
CO2 from the atmosphere the way fly paper 
grabs flies. When the CO2enriched plastic is 
rinsed with water vapor, a stream of pure CO2 
forms that can be sequestered under ground—

or, one day perhaps, even converted back into a 
hydrocarbon fuel. The stumbling block again is 
cost, but the approach could start on a small 

scale: GRT is hoping to sell its first units in about 
two years to commercial greenhouses, which use 

CO2 to enrich the atmosphere for their plants.  —R.K.

Capturing Carbon
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shade—and then allowed it to fail. Raymond T. 
Pierrehumbert, a climate modeler at the Univer-
sity of Chicago, refers to this scenario as “Damo-
clesWorld.” The thin sulfate thread that holds up 
the CO2 sword would have to be maintained, 
year after year, with steady injections of ever in-
creasing amounts of SO2. If it ever snapped, for 
reasons of war or civil unrest or budget crises, 
the accumulated CO2 would warm the planet in 
one fell swoop, creating precisely the emergency 
the sunshade was intended to prevent, only 
worse. Caldeira, too, has simulated the collaps-
ing-sunshade scenario, along with H. Damon 
Matthews of Concordia University in Montreal; 
they found that the earth might warm at a rate 
of between four and seven degrees F per decade, 
10 times faster than it is warming today. Human 
history, Pierrehumbert argues, does not inspire 
confidence that we could forestall such a catas-
trophe. On a graph he uses to illustrate the result 
of his own simulations, the point at which geoen-
gineering stops and temperatures soar is labeled 
“Fall of Rome.”

No one knows today whether geoengineer-
ing could ever make sense. Most workers would 
agree that further research is now inevitable—

but their attitudes toward such study vary. To 
some, such as Wigley, a sunshade could be a ra-
tional strategy to buy time for the long labor of 
converting to a carbon-neutral energy supply. 
Others fear it would remove the incentive to do 
that hard work. “It’s extremely unfortunate 
that this genie has come out of the bottle just at 
a time when the world seems finally awakening 
to the seriousness of climate change,” Pierrehum-
bert told an audience recently at the Kavli Insti-
tute for Theoretical Physics at the University of 
California, Santa Barbara. “There is a huge risk 
that if people begin to see this prematurely as a 
fallback position, this technology will cut off at 
the knees actions that are just starting to be tak-
en that make serious reductions in emissions.”

In the end the debate comes down to differ-
ing views about human nature—and the power 
of science to restrain it. “Scientifically it would 
be utterly stupid just to do geoengineering” 
without reducing emissions, Wigley says. “If we 
were to do that, we’d get to the crunch where 
people realize there aren’t any more fish in the 
sea. We’re not that stupid. We can be guided by 
good science.” 

Pierrehumbert, like many others, takes a 
darker view. A bullet point on one of his Power-
Point slides reads simply: “We are quite capable 
of doing stupid things.”  n

estimated at $5 trillion, a space-based sunshade 
is, according to Wigley, “just completely out of 
the question.” It would “require such a Hercu-
lean effort,” Caldeira says, “that maybe it’s eas-
ier to build wind turbines and solar power 
plants.” Angel himself seems to agree; he spends 
most of his time these days trying to think of 
ways to concentrate sunlight and make photo-
voltaics more efficient. After all, he notes, any 
sunshade would waste solar power.

Smart vs. Stupid
Geoengineering cannot solve the CO2 prob-
lem—in part because the problem is not just one 
of global warming. If we were to stop global 
warming with a sunshade, CO2 would continue 
to seep into the ocean, slowly acidifying it, and 
in time the ecological consequences would like-
ly be dire. Nevertheless, stopping global warm-
ing temporarily might be worthwhile. And sul-
fate geoengineering, Caldeira says, would be 
“cheap enough that single actors could do it and 
bear the cost themselves.” The U.S. could 
choose to save Greenland’s ice cap (and thus 
prevent Florida from flooding), China its Hima-
laya glaciers, Switzerland its ski industry, all 
without the fuss of negotiating a global climate 
treaty. Depending on your point of view, that is 
one of the more appealing or one of the scarier 
things about geoengineering.

Probably the scariest thing to think about, 
though, is what would happen if we did not re-
duce carbon emissions, built a cooling sun-

➥  more to 
explore

feasibility of Cooling the Earth 
with a Cloud of small spacecraft 
near the Inner lagrange point 
(l1). Roger Angel in PNAS, Vol. 103, 
No. 46, pages 17184–17189; Novem
ber 14, 2006.

20 reasons Why geoengin eer ing 
May Be a Bad Idea. Alan Robock in 
Bulletin of the Atomic Scientists, Vol. 
64, No. 2, pages 14–18, 59; May/June 
2008. Available at www.thebulletin.
org/files/064002006_0.pdf 

Alan Robock’s article and the  
debate it triggered are available  
at www.thebulletin.org/ 
webedition/roundtables/has
thetimecomegeoengineering

The September 2008 issue of the  
Philosophical Transactions of  
the Royal Society A, devoted to  
geoengin eer ing, is available at  
http://publishing.royalsociety.
org/index.cfm?page=1814

Talks on geoengineering by David W. 
Keith, Raymond T. Pierrehumbert, 
Kurt Zenz House and others are  
available at the Web site of the Kavli 
Institute for Theoretical Physics: 
http://online.itp.ucsb.edu/online/
climate_c08

expen sive—it would take 100 large ones 
just to absorb about a tenth of the CO2 
people add to the atmosphere every year.

Perhaps the most promising alternative, 
pioneered by Klaus S. Lackner of Columbia 
University as well as by David W. Keith of 
the University of Calgary in Alberta, is to 
build scrubbers on land that can capture CO2 
out of ambient air. Lackner and his partner, 
Allen B. Wright of Global Research 
Technologies (GRT) in Tucson, Ariz., have 
developed a proprietary plastic that grabs 
CO2 from the atmosphere the way fly paper 
grabs flies. When the CO2enriched plastic is 
rinsed with water vapor, a stream of pure CO2 
forms that can be sequestered under ground—

or, one day perhaps, even converted back into a 
hydrocarbon fuel. The stumbling block again is 
cost, but the approach could start on a small 

scale: GRT is hoping to sell its first units in about 
two years to commercial greenhouses, which use 

CO2 to enrich the atmosphere for their plants.  —R.K.

Capturing Carbon
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KEY CONCEPTS
■   Futurists and science- 

fiction writers specu-
late about a time when 
brain activity will 
merge with computers. 

 ■   Technology now exists 
that uses brain signals to 
control a cursor or pros-
thetic arm. How much 
further development of 
brain-machine interfac-
es might progress is still 
an imponderable.

■   It is at least possible to 
conceive of inputting 
text and other high-lev-
el information into an 
area of the brain that 
helps to form new mem-
ories. But the technical 
hurdles to achieving this 
task probably require 
fundamental advances 
in understanding the 
way the brain functions.

 —The Editors

neuroscience

The cyberpunk science fiction that emerged 
in the 1980s routinely paraded “neural im-
plants” for hooking a computing device 

directly to the brain: “I had hundreds of mega-
bytes stashed in my head,” proclaimed the pro-
tagonist of “Johnny Mnemonic,” a William 
Gibson story that later became a wholly forget-
table movie starring Keanu Reeves. 

The genius of the then emergent genre (back 
in the days when a megabyte could still wow) 
was its juxtaposition of low-life retro culture 
with technology that seemed only barely beyond 
the capabilities of the deftest biomedical engi-
neer. Although the implants could not have been 
replicated at the Massachusetts Institute of Tech-
nology or the California Institute of Technology, 
the best cyberpunk authors gave the impression 
that these inventions might yet materialize one 
day, perhaps even in the reader’s own lifetime. 

In the past 10 years, however, more realistic 
approximations of technologies originally 
evoked in the cyberpunk literature have made 
their appearance. A person with electrodes im-
planted inside his brain has used neural signals 
alone to control a prosthetic arm, a prelude to al-
lowing a human to bypass limbs immobilized by 
amyotrophic lateral sclerosis or stroke. Re-
searchers are also investigating how to send elec-

trical messages in the other direction as well, 
providing feedback that enables a primate to ac-
tually sense what a robotic arm is touching. 

But how far can we go in fashioning replace-
ment parts for the brain and the rest of the ner-
vous system? Besides controlling a computer 
cursor or robot arm, will the technology some-
how actually enable the brain’s roughly 100 bil-
lion neurons to function as a clandestine reposi-
tory for pilfered industrial espionage data or  
another plot element borrowed from Gibson?

Will Human Become Machine? 
Today’s Hollywood scriptwriters and futurists, 
less skilled heirs of the original cyberpunk tradi-
tion, have embraced these neurotechnologies. 
The Singularity Is Near, scheduled for release 
next year, is a film based on the ideas of comput-
er scientist Ray Kurzweil, who has posited that 
humans will eventually achieve a form of im-
mortality by transferring a digital blueprint of 
their brain into a computer or robot.

Yet the dream of eternity as a Max Head-
room–like avatar trapped inside a television set 
(or as a copy-and-paste job into the latest hu-
manoid bot) remains only slightly less distant 
than when René Descartes ruminated on mind-
body dualism in the 17th century. The wholesale 

How far can science advance brain-machine interface technology?  
Will we one day pipe the latest blog entry or NASCAR highlights directly 
into the human brain as if the organ were an outsize flash drive? 

By Gary Stix

into the
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transfer of self—a machine-based facsimile of 
the perception of the ruddy hues of a sunrise, the 
constantly shifting internal emotional palette 
and the rest of the mix that combines to evoke 
the uniquely subjective sense of the world that 
constitutes the essence of conscious life—is still 
nothing more than a prop for fiction writers. 

Hoopla over thought-controlled prostheses, 
moreover, obscures the lack of knowledge of the 
underlying mechanisms of neural functioning 
needed to feed information into the brain to re-
create a real-life cyberpunk experience. “We 
know very little about brain circuits for higher 
cognition,” says Richard A. Andersen, a neuro-
scientist at Caltech. 

What, then, might realistically be achieved by 
interactions between brains and machines? Do 
the advances from the first EEG experiment to 
brain-controlled arms and cursors suggest an in-
evitable, deterministic progression, if not toward 
a Kurzweilian singularity, then perhaps toward 
the possibility of inputting at least some high-lev-
el cognitive information into the brain? Could  
we perhaps download War and Peace or, with a 
nod to The Matrix, a manual of how to fly a  
helicopter? How about inscribing the sentence 
“See Spot run” into the memory of someone who 
is unconscious of the transfer? How about just 
the word “see”? 

These questions are not entirely academic,  
although some wags might muse that it would 
be easier just to buy a pair of reading glasses and 
do things the old-fashioned way. Even if a pipe-
line to the cortex remains forever a figment of 
science fiction, an understanding of how pho-
tons, sound waves, scent molecules and pressure 

on the skin get translated into lasting 
memories will be more than mere cy-
berpunk entertainment. A neural pros-
thesis built from knowledge of these un-

derlying processes could help stroke  
victims or Alz heimer’s patients form  
new memories. 

Primitive means of jacking in already 
reside inside the skulls of thousands of peo-
ple. Deaf or profoundly hearing-impaired 
individuals carry cochlear implants that 
stimulate the auditory nerve with sounds 

picked up by a microphone—a device that neu-
roscientist Michael S. Gaz zaniga of the Univer-
sity of California, Santa Barbara, has character-
ized as the first successful neuroprosthesis in hu-
mans. Arrays of electrodes that serve as artificial 
retinas are in the laboratory. If they work, they 
might be tweaked to give humans night vision. 

The more ambitious goal of linking Amazon.
com directly to the hippocampus, a neural struc-
ture involved with forming memories, requires 
technology that has yet to be invented. The bill 
of particulars would include ways of establish-
ing reliable connections between neurons and 
the extracranial world—and a means to trans-
late a digital version of War and Peace into the 
language that neurons use to communicate with 
one another. An inkling of how this might be 
done can be sought by examining leading work 
on brain-machine interfaces. 

Your Brain on Text 
Jacking text into the brain requires consideration 
of whether to insert electrodes directly into 
tissue, an impediment that might make neural 
implants impractical for anyone but the disabled. 
As has been known for nearly a century, the 
brain’s electrical activity can be detected without 
cracking bone. What looks like a swimming cap 
studded with electrodes can transmit signals 
from a paralyzed patient, thereby enabling typing 
of letters on a screen or actual surfing of the Web. 
Niels Birbaumer of the University of Tübingen in 
Germany, a leading developer of the technology, 
asserts that trial-and-error stimulation of the 
cortex using a magnetic signal from outside the 
skull, along with the electrode cap to record 
which neurons are activated, might be able to 
locate the words “see” or “run.” Once mapped, 
these areas could be fired up again to evoke those 
memories—at least in theory. 

Some neurotechnologists think that if partic-
ular words reside in specific spots in the brain 
(which is debatable), finding those spots would 
probably require greater precision than is afford-
ed by a wired swim cap. One of the ongoing ex-
periments with invasive implants could possibly 
lead to the needed fine-level targeting. Philip R. 
Kennedy of Neural Signals and his colleagues 
designed a device that records the output of neu-
rons. The hookup lets a stroke victim send a sig-
nal, through thought alone, to a computer that 
interprets it as, say, a vowel, which can then be 
vocalized by a speech synthesizer, a step toward 
forming whole words. This type of brain-ma-
chine interface might also eventually be used for 
activating individual neurons. 

Still more precise hookups might be furnished 
by nanoscale fibers, measuring 100 nanometers 
or less in diameter, which could easily tap into 
single neurons because of their dimensions and 
their electrical and mechanical properties. Jun 
Li of Kansas State University and his colleagues ko
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 neural ImplanTs—iconic 
props in science-fiction and 
futurist literature—have  
now made their way into  
the lab. But the more 
far-reaching uses of the 
technology (text input into 
the brain, for one) are still  
a literary figment.

Ghost in the Shell

Johnny Mnemonic
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The two groups—led by Theodore W. Berger 
at U.S.C. and Samuel Deadwyler at Wake For-
est—are preparing a technical paper showing 
that an artificial hippocampus took over from 
the biological organ the task of consolidating a 
rat’s memory of pressing a lever to receive a drop 
of water. Normally the hippocampus emits sig-
nals that are relayed to cortical areas responsible 
for storing the long-term memory of an experi-
ence. For the experiment, a chemical temporar-
ily incapacitated the hippocampus. When the rat 
pressed the correct bar, electrical input from sen-
sory and other areas of the cortex were chan-
neled through a microchip, which, the scientists 
say, dispatched the same signals the hippocam-
pus would have sent. A demonstration that an 
artificial device mimicked hippocampal output 
would mark a step toward deducing the under-
lying code that could be used to create a memory 
in the motor cortex—and perhaps one day to un-
ravel ciphers for even higher-level behaviors. 

If the codes for the sentence “See Spot run”—

or perhaps an entire technical manual—could be 
ascertained, it might, in theory, be possible to in-
put them directly to an electrode array in the 
hippocampus (or cortical areas), evoking the 
scene in The Matrix in which instructions for 
flying a helicopter are downloaded by cell phone. 
Artificial hippocampus research postulates a 
scenario only slightly more prosaic. “The kinds 
of examples [the U.S. Department of Defense] 
likes to typically use are coded information for 
flying an F-15,” says Berger. 

The seeming simplicity of the model of neural 
input envisaged by artificial hippocampus-relat-
ed studies may raise more questions than it an-
swers. Would such an implant overwrite existing 
memories? Would the code for the sentence “See 
Spot run” be the same for me as it is for you or, 
for that matter, a native Kurdish speaker? Would 

have crafted a brushlike structure in which nano-
fiber bristles serve as electrodes for stimulating 
or receiving neural signals. Li foresees it as a way 
to stimulate neurons to allay Parkinson’s disease 
or depression, to control a prosthetic arm or 
even to flex astronauts’ muscles during long 
spaceflights to prevent the inevitable muscle 
wasting that occurs in zero gravity. 

Learning the Language
Fulfilling the fantasy of inputting a calculus text—
or even plugging in Traveler’s French before 
going on vacation—would require far deeper 
insight into the brain signals that encode lan-
guage and other neural representations.

Unraveling the neural code is one of the most 
imposing challenges in neuroscience—and, to 
misappropriate Freud, would likely pave a royal 
road to an understanding of consciousness. The-
orists have advanced many differing ideas to ex-
plain how the billions of neurons and trillions of 
synapses that connect them can ping meaning-
ful messages to one another. The oldest is that 
the code corresponds to the rate of firing of the 
voltage spikes generated by a neuron. 

Whereas the rate code may suffice for some 
stimuli, it might not be enough for booting a 
Marcel Proust or a Richard Feynman, supplying 
a mental screen capture of a madeleine cake or 
the conceptual abstraction of a textbook of dif-
ferential equations. More recent work has fo-
cused on the precise timing of the intervals be-
tween each spike (temporal codes) and the con-
stantly changing patterns of how neurons fire 
together (population codes) [see box on next 
two pages].

Some help toward downloading to the brain 
might come from a decadelong endeavor to build 
an artificial hippocampus to help people with 
memory deficits, which may have the corollary 
benefit of helping researchers gain insights into 
the coding process. A collaboration between the 
University of Southern California and Wake 
Forest University has worked to fashion a re-
placement body part for this memory-forming 
brain structure. The hippocampus, seated deep 
within the brain’s temporal lobe, sustains dam-
age in stroke or Alzheimer’s. An electronic by-
pass of a damaged hippocampus could restore 
the ability to create new memories. The project, 
funded by the National Science Foundation and 
the Defense Advanced Research Projects Agen-
cy, might eventually go further, enhancing nor-
mal memory or helping to deduce the particular 
codes needed for high- level cognition. 

 QuaDrIpleGIC confined to  
a wheelchair can negotiate a 
virtual street using brain waves 
captured by an electrode cap. 

 monkey see, monkey GraB:  
neural signals from a primate 
manipulate a robotic arm  
to snatch a morsel at the 
university of pittsburgh.
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the hippocampal codes merge cleanly with other 
circuitry that provides the appropriate context, 
a semantic framework, for the sentence? Would 
“See Spot run” be misinterpreted as a laundry 
mishap instead of a trotting dog?

Some neuroscientists think the language of 
the brain may not be deciphered until under-
standing moves beyond the reading of mere 
voltage spikes. “Just getting a lot of signals and 
trying to understand what these signals mean 
and correlating them with particular behavior 
is not going to solve it,” notes Henry Markram, 
director of neuroscience and technology at the 
Swiss Federal Institute of Technology in Lau-
sanne. A given input into a neuron or groups of 
neurons can produce a particular output—con-
version of sensory inputs to long-term memory 
by the hippocampus, for instance—through 
many different pathways. “As long as there are 
lots of different ways to do it, you’re not even 
close,” he says.

The Blue Brain Project, which Markram 
heads, is an attempt that began in 2005 to use 
supercomputer-based simulations to reverse-en-
gineer the brain at the molecular and cellular 
levels—modeling first the simpler rat organ and 
then the human version to unravel the underly-

ing function of neural processes. The latter task 
awaits a computer that boasts a more than 
1,000-fold improvement over the processing 
power of current supercomputers. The actual 
code, when it does emerge, may be structured 
very differently from what appears in today’s 
textbooks. “I think there will be a conceptual 
breakthrough that will have significant implica-
tions for how we think of reality,” Markram 
says. “It will be quite a profound thing. That’s 
probably why it’s such an intractable problem.” 

The challenge involved in figuring out how 
to move information into the brain suggests a 
practical foreseeable limit for how far neuro-
technology might be advanced. The task of 
forming the multitude of connections that make 
a memory is vastly different from magnetizing 
a set of bits on a hard disk. “Complex informa-
tion like the contents of a book would require 
the interactions of a very large number of brain 
cells over a very large area of the nervous sys-
tem,” observes neuroscientist John P. Donoghue 
of Brown University. “Therefore, you couldn’t 
address all of them, getting them to store in 
their connections the correct kind of informa-
tion. So I would say based on current knowl-
edge, it’s not possible.” 

[proGress anD prospeCTs For neuroTeCHnoloGy] 

How to load Text into neurons—maybe
a clue to how you might input War and Peace or other high-level 
information directly into the brain might be discerned by looking at 
some of the most advanced research in neuroscience. scientists are 
studying ways to connect computers and prostheses directly to the 

brain and to understand the brain’s neural code—how it converts 
electrical signals that serve as inputs into behavioral outputs, such  
as moving an arm or producing speech. Whether the obstacles to 
constructing a brain input device can be overcome is highly uncertain. 

 Wiring brain cells presents numerous challenges: 
the connections can jiggle out of place, disinte-
grate and even cause infection. Existing designs of 
neural electrodes would need to achieve a higher 
level of spatial and temporal resolution for a task 
such as inputting information into the hippo cam-
pus, a brain structure that helps to form memories. 

raTe CoDe
The nature of the neural code is a topic of ongo-
ing research and debate. The oldest notion is 
that of a rate code made up of the average num-
ber of voltage spikes when a neuron fires in a 
given interval of, say, 100 milliseconds.

 Temporal CoDe
More recently, neuroscientists have focused on 
temporal codes that gauge how much time elaps-
es between each individual spike within that 
100-millisecond interval, allowing the coding of 
more information than in a simple rate code.

populaTIon CoDe
The most advanced research assess-
es population codes: the patterns of 
activity that change in both space 
and time when groups of neurons 
fire. A graph of neurons firing to-
gether is at the left. 

TYPES OF NEuRAl COdE PluggINg INTO NEuRONS

100 milliseconds

Electrodes

Electrode array

Hippocampus
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moving from one end to the other of a simulated 
street. Duke University’s Miguel A. L. Nicolelis, 
another pioneer in brain-machine interfaces, has 
begun to explore how monkeys connected to 
brain-controlled prosthetic devices begin to de-
velop a kinesthetic awareness, a sense of move-
ment and touch, that is completely separate from 
sensory inputs into their biological bodies. 
“There’s some physiological evidence that dur-
ing the experiment they feel more connected to 
the robots than to their own bodies,” he says. 

The most important consequences of these 
investigations may be something other than 
neural implants and robotic arms. An under-
standing of central nervous system development 
acquired by the Blue Brain Project or another 
simulation may let educators understand the best 
ways to teach children and determine at what 
point a given pedagogical technique should be 
applied. “You can build an educational develop-
ment program that is engineered to, in the short-
est possible time, allow you to acquire certain ca-
pabilities,” Markram says. If he is right, research 
on neural implants and brain simulations will 
produce more meaningful practical benefits 
than dreams of the brain as a flash drive drawn 
from 20th-century science-fiction literature.  ■

Writing to the brain may remain a dream lost 
in cyberspace. But the seeming impossibility 
does not make Donoghue less sanguine about 
ultimate expectations for feeding information 
the other way and developing brain-controlled 
prostheses for the severely disabled. He has been 
a leader in studies to implant an array of multi-
ple electrodes into the brain that can furnish a 
direct line from the cortex to a prosthetic arm 
or even a wheelchair. 

Donoghue predicts that in the next five years 
brain-machine interfaces will let a paralyzed 
person pick up a cup and take a drink of water 
and that, in some distant future, these systems 
might be further refined so that a person with 
an upper spinal cord injury might accomplish 
the unthinkable, perhaps even playing a game 
of basketball with prosthetics that would make 
a reality of The Six Million Dollar Man, the 
1970s television series. Even without an infor-
mation pipeline into the brain, disabled patients 
and basic researchers might still reap the benefits 
of lesser substitutes. Gert Pfurtscheller of the 
Graz University of Technology in Austria and 
his colleagues reported last year on a patient 
with a spinal cord injury who was able, merely 
by thinking, to traverse a virtual environment, 

How to load Text into neurons—maybe

➥  more to 
explore

Toward replacement parts for  
the Brain: Implantable Biomimetic 
electronics as neural prostheses. 
Edited by Theodore W. Berger and 
Dennis L. Glanzman. MIT Press, 2005.

The Forgotten era of Brain Chips. 
John Horgan in Scientific American, 
Vol. 293, No. 4, pages 66–73;  
October 2005.

The singularity Is near: When  
Humans Transcend Biology. Ray  
Kurzweil. Penguin Books, 2007.

Human: The science behind  
What makes us unique. Michael S. 
Gazzaniga. Ecco, 2008. 

The singularity (The rapture of 
the Geeks). Special report of IEEE 
Spectrum, Vol. 45, No.6; June 2008.

 An artificial hippocampus, a prosthetic under development 
to assist patients with memory deficits, might be used to un-
ravel the code used by the brain to represent high-level infor-
mation such as words and sentences. A spoken sentence such 
as “See Spot run” could be translated into the neural code and 
stored in a computer. 

FuTuRE APPlICATIONS

Derived   
neural code

 The neural code for “See Spot run” 
might then be transferred using either 
a wired or wireless connection to 
special implanted electrodes that 
would allow information to be fed 
into the hippocampus and stored in 
certain areas of the cerebral cortex. 
Whether a technological memory 
pipeline would really work is still 
an imponderable, however.  

Artificial 
hippocampus

Hippocampus

Electrode array
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Science has given humanity more than its share of letdowns. It has set lim-
its to our technology, such as the impossibility of reaching the speed of 
light; failed to overcome our vulnerabilities to cancer and other diseases; 

and confronted us with inconvenient truths, as with global climate change. But 
of all the comedowns, the second law of thermodynamics might well be the big-
gest. It says we live in a universe that is becoming ever more disordered and that 
there is nothing we can do about it. The mere act of living contributes to the in-
exorable degeneration of the world. No matter how advanced our machines be-
come, they can never completely avoid wasting some energy and running down. 
Not only does the second law squash the dream of a perpetual-motion machine, 
it suggests that the cosmos will eventually exhaust its available energy and nod 
off into an eternal stasis known as heat death.

Ironically, the science of thermodynamics, of which the second law is only one 
part, dates to an era of technological optimism, the mid-19th century, when steam 
engines were transforming the world and physicists such as Rudolf Clausius, Ni-
colas Sadi Carnot, James Joule and Lord Kelvin developed a theory of energy and 
heat to understand how they work and what limited their efficiency. From these 
nitty-gritty beginnings, thermodynamics has become one of the most important 
branches of physics and engineering. It is a general theory of the collective prop-
erties of complex systems, not just steam engines but also bacterial colonies, com-
puter memory, even black holes in the cosmos. In deep ways, all these systems be-

physics

 THE long arm oF  THE SEConD laW

In seeming defiance  
of the second law of 
thermodynamics, 
nature is filled with 
examples of order 
emerging from chaos.  
A new theoretical 
framework resolves 
the apparent paradox

By J. Miguel Rubí
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have the same. All are running down, in accor-
dance with the second law.

But despite its empirical success, the second 
law often seems paradoxical. The proposition 
that systems steadily run down seems at odds 
with the many instances in nature not only of 
disorganization and decay but also of self-orga-
nization and growth. In addition, the original 
derivation of the second law has serious theo-
retical shortcomings. By all rights, the law 
should not apply as widely as it does.

Many of the scientists who founded thermo-
dynamics were conscious of these failings and 
sought to formulate a more complete theory, a 
task taken up in the 20th century by Lars On-
sager, Ilya Prigogine, Sybren de Groot, Peter 
Mazur and others. Yet even their more sophis-
ticated approach had limited applicability. My 
colleagues and I have recently made progress in 
solidifying the foundations of thermodynamics 
and extending it into new realms. We have con-

KEY CONCEPTS
n   Waste is unavoidable—a sad fact 

of life quantified by the famous 
second law of thermodynamics. 
But if the world is steadily be-
coming more disordered, how do 
you explain the self-organization 
that often occurs in nature? At 
root, the trouble is that classical 
thermodynamics assumes sys-
tems are in equilibrium, a placid 
condition seldom truly achieved 
in the real world.

n    A new approach closes this 
loophole and finds that the  
second law holds far from equi-
librium. But the evolution from  
order to disorder can be  
unsteady, allowing for pockets  
of self-organization.

 —The Editors

 THE long arm oF  THE SEConD laW

firmed that the second law is universal but also 
found that it is not nearly as gloomy as its repu-
tation suggests.

Out of Balance
Thermodynamics is one of the most widely mis-
understood branches of physics. Laypeople and 
scientists alike regularly use concepts such as 
temperature, pressure and energy without 
knowing their rigorous meaning and subtleties. 
But those of us who plumb the theory’s depths 
are acutely aware of the need to take care. The 
Achilles’ heel of thermodynamics is that, strict-
ly speaking, it applies only when the system 
under study is in a quiescent state called equi-
librium. In this state the system’s parameters, 
such as mass, energy and shape, have ceased to 
change. Putting two objects together at differ-
ent temperatures makes heat flow from the hot-
ter object to the colder. This process stops when 
both reach the same temperature—that is, when 
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namics is limited to equilibrium situations may 
come as a surprise. In introductory physics class-
es, students apply thermodynamics to dynamic 
systems such as car engines to calculate quanti-
ties such as efficiency. But these applications 
make an implicit assumption: that we can ap-
proximate a dynamic process as an idealized 
succession of equilibrium states. That is, we 
imagine that the system is always in equilibrium, 
even if the equilibrium shifts from moment to 
moment. Consequently, the efficiency we calcu-
late is only an upper limit. The value that engines 
reach in practice is somewhat lower because they 
operate under nonequilibrium conditions.

The second law describes how a succession 
of equilibrium states can be irreversible, so that 
the system cannot return to its original state 
without exacting a price from its surroundings. 
A melted ice cube does not spontaneously re-
form; you need to put it in the freezer, at a cost 
in energy. To quantify this irreversibility, the 

the two are in thermal equilibrium. From that 
point on, nothing changes.

A common example is when you put ice in a 
glass of water. The ice melts, and the water in the 
glass reaches a uniformly lower temperature. If 
you zoom in to the molecular level, you find an 
intense activity of molecules frantically moving 
about and endlessly bumping into one another. 
In equilibrium, the molecular activity organizes 
itself so that, statistically, the system is at rest; if 
some molecules speed up, others slow down, 
maintaining the overall distribution of veloci-
ties. Temperature describes this distribution; in 
fact, the very concept of temperature is meaning-
ful only when the system is in equilibrium or suf-
ficiently near it.

Thermodynamics therefore deals only with 
situations of stillness. Time plays no role in it. In 
reality, of course, nature never stands still, and 
time does matter. Everything is in a constant 
state of flux. The fact that classical thermody-

[where thermodynamics fails]

CAuTION: CONTENTS MAY bE bOTh hOT ANd COld

The second law
the second law is the best known 
of the four laws of thermodynam
ics, the study of heat and energy. 
whereas the first law states that 
you cannot get something for noth
ing, the second law states that you 
cannot even get something for 
something. almost all processes 
lose some energy as heat, so to get 
something, you have to give some
thing more. such processes are 
irreversible; to undo them exacts a 
toll in energy. consequently:

n  Engines are inherently limited in 
their energy efficiency.

n  Heat pumps tend to be more 
efficient than furnaces, because they 
move rather than generate heat.

n  Erasing computer memory is an 
irreversible act, so it produces heat.

eQUiliBriUm
A glass of water, left undisturbed, comes to room 
temperature. The water molecules collide with one 
another and reapportion their energy so that their 
overall pattern of velocities stabilizes. Although the 
glass contains billions on billions of molecules, it 
takes only one number—the temperature—to de-
scribe this pattern. Classical thermodynamics applies.

modest diseQUiliBriUm
Heating the water from below disturbs the equilibri-
um. But if the heating is modest, individual layers of 
water remain approximately in equilibrium—so-
called local equilibrium—and the water can be de-
scribed by a temperature value that increases from 
top to bottom. The theory of nonequilibrium thermo-
dynamics developed in the 20th century applies.

seVere diseQUiliBriUm
If you crank up the heat, individual layers may no longer 
be even approximately in equilibrium. The molecules be-
come a chaotic jumble in which the concept of tempera-
ture ceases to apply. To describe the system, you would 
have to introduce a raft of new variables and, in the 
most extreme case, specify the molecular velocities one 
by one. This situation demands a new theory.

temperature seems like such a simple, universal concept. things may be hot or cold, but they always have a temperature, right?  
not quite. it is possible to assign a temperature only to systems (such as the molecules in a glass of water) that are in, or almost in, a stable 
condition known as equilibrium. as systems deviate from equilibrium, the temperature becomes progressively more ambiguous.

molecUlar Velocities
Some textbooks define temperature  
as the average random velocity of mol-
ecules. In fact, temperature is the mea-
sure of an entire pattern of velocities. 
In modest departures from equilibrium, 
this pattern is merely shifted, but in  
severe departures, it is dis torted,  
rendering temperature meaningless. Molecular velocity (arbitrary units)

Fraction of 
molecules
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to measure temperature or produce power. 
A related phenomenon is reverse os mosis for 

seawater desalination. In standard osmosis, the 
difference in salt concentration across a mem-
brane creates a difference in pressure, ensuring 
that water flows to the saltier side and dilutes it. 
The system thereby approaches equilibrium. In 
reverse osmosis, an external pressure keeps the 
system out of equilibrium, forcing water to flow 
over to the less salty side and become potable.

The toaster and thermocouple, and forward 
and reverse osmosis, are mirror-image process-
es. They are connected by the so-called reci-
procity relation, the formulation of which won 
Onsager the 1968 Nobel Prize in Chemistry. 
The symmetry between these processes reflects 
the reversibility of the laws governing the mo-
tion of the particles of the system. Those laws 
work equally well backward or forward in time. 
The irreversibility we observe at a macroscopic 
level arises only when we consider particles  
en masse.

The discovery of the reciprocity relation 
changed how physicists think of equilibrium. 
They used to think of it as the most highly or-
dered state. Although the molecules may be 
maximally disordered, the system overall is plac-
id, symmetrical and orderly. Yet the reciprocity 
relation exemplifies how a nonequilibrium sys-
tem, too, can be highly ordered. Regularities, 
symmetries and islands of tranquility may come 
up in situations far from equilibrium.

Another classic example is a thin fluid layer 
heated from below. Heat flows from the bottom 
to the top, and a temperature gradient develops 
across the layer. By increasing the gradient, one 
can increase the departure from equilibrium. 
For modest gradients, the fluid remains at rest. 
For larger gradients, however, it begins to move. 
Its convective motion, far from being chaotic, is 
orderly. Small hexagonal cells form as if the fluid 
were a crystal. For even larger gradients, the mo-
tion becomes turbulent. This phenomenon, 
known as the Bénard problem, demonstrates 
that order can shade into chaos and back to or-
der as a system deviates from equilibrium.

In yet another example, an experimenter be-
gins with a fluid at rest. The fluid is isotropic: it 
looks the same in every direction. The experi-
menter then forces the fluid to pass through a 
metal grid at a certain speed. Although the fluid 
becomes turbulent on the downstream side, its 
motion still takes place in one direction. Thus, 
the fluid is no longer isotropic. As the experi-
menter increases the speed of the fluid, the tur-

second law introduces a key quantity: entropy. 
Entropy is popularly described as the degree of 
disorder in the system, but as I will discuss later, 
this description can be misleading. Quantita-
tively, entropy is the amount of heat exchanged 
in a process divided by the temperature. In an 
isolated system, entropy always stays the same 
or increases.

For instance, a typical engine works by ex-
ploiting the flow of heat from a hot to a cold res-
ervoir, which are two large masses exterior to 
the engine mechanism. If the reservoirs main-
tain a constant temperature and the engine 
parts are frictionless, the engine goes through 
its cycle in a completely reversible way; the total 
entropy remains constant. In a real engine, these 
idealizations do not apply, so the cycle is irre-
versible and the total entropy increases. Eventu-
ally the engine runs out of available energy, heat 
ceases to flow and entropy reaches a maximum 
value. At that point, the reservoirs and engine 
are in equilibrium with one another and will re-
main that way, unchanged, from then on.

The fact that classical thermodynamics pre-
sumes equilibrium situations limits the applica-
bility of the second law. Entropy and tempera-
ture cannot even be defined unless the system is 
in equilibrium. Moreover, many systems cannot 
be modeled as a heat engine. The cosmos is one: 
if space is expanding, entropy can increase with-
out limit, so that the universe approaches but 
never reaches equilibrium [see “The Cosmic Or-
igins of Time’s Arrow,” by Sean M. Carroll; Sci-
entific American, June]. What these systems 
have in common is that they are not in equilib-
rium or even close to it.

Order from Chaos
Nonequilibrium systems behave in some fasci-
nating ways that the classical theory of thermo-
dynamics does not capture and that belie the 
idea that nature tends to become steadily more 
disordered. For instance, consider a familiar 
appliance, the electric toaster. The wire inside it 
heats up because the wire material offers resis-
tance to the flow of electric current. The second 
law stipulates that this process is irreversible: 
you cannot use a toaster to untoast a piece of 
bread and thereby generate electricity.

You can, however, do something similar. 
You can impose a temperature difference be-
tween the tips of the toaster wire, thereby ensur-
ing the system remains out of equilibrium. Then 
it will indeed generate electricity. This reversal 
is the basis of the thermocouple, a device used 

applicaTions 
many important physical and  
biochemical processes operate  
far from equilibrium, where the 
standard theory of thermo
dynamics dare not tread. the 
author and his colleagues have 
fixed this shortcoming.

microfluidics. Fluids flowing 
through microscopic channels are 
prone to effects that are negligible in 
larger channels, such as diffusion of 
molecules. The standard equations 
describing the fluids’ behavior are 
often intractable. But the new 
nonequilibrium theory of thermo-
dynamics circumvents these compli-
cations and can readily calculate the 
basic flow properties.

chemical reactions. Chemical 
reactions and other processes such as 
crystallization are inherently 
nonlinear: they occur only when the 
energy exceeds a certain threshold. 
They become still more complex 
when they occur in a medium whose 
density and other properties vary. 
The non equi lib rium theory is 
nonetheless able to predict the 
reaction rates.

molecular folding and unfolding.
Strings of amino acids pack 
themselves into three-dimensional 
proteins whose shape helps to 
determine their biological function. 
The process is notoriously poorly 
understood. The nonequilibrium 
theory has recently had some success 
on the related problem of how RNA 
molecules unfold.

cell membranes. Molecules weasel 
their way through cell membranes 
aided by various biochemical 
contraptions, such as ion channels 
and proteins that act as ratchets.  
Yet the speed of this process has  
long puzzled theorists. The non-
equilibrium theory shows that 
features once seen as complica-
tions—large and sustained de -
partures from equilibrium, as well  
as nonlinearities and fluctuations  
of density—are actually what enable 
the process.
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another—an abrupt change described by a non-
linear equation. Another type of failure occurs 
when the system is so small that the chaotic jum-
ble of molecular motions dictates its behavior 
and causes the system’s properties to vary wildly 
over short distances. Processes taking place in 
small systems, such as the condensation of water 
vapor and the transport of ions through a pro-
tein channel in a cell membrane, are dominated 
by such fluctuations. In them, temperature and 
entropy cease to be well-defined quantities. Does 
the failure of the theory in these instances imply 
the failure of the second law, too?

In the past several years David Reguera of the 
University of Barcelona, José M. G. Vilar of the 
Sloan-Kettering Institute and I have extended 
thermodynamics into these realms. We have 
shown that many of the problems go away with 
a change of perspective. Our perception of 
abruptness depends on the timescale we use to 
observe these processes. If we analyzed one of 
the seemingly instantaneous chemical processes 
in slow motion, we would see a gradual trans-
formation as if we were watching a pat of butter 
melting in the sun. When the process is viewed 
frame by frame, the changes are not abrupt.

The trick is to track the intermediate stages 
of the reaction using a new set of variables be-
yond those of classical thermodynamics. With-
in this expanded framework, the system re-
mains in local thermodynamic equilibrium 
throughout the process. These additional vari-
ables enrich the behavior of the system. They de-
fine a landscape of energy that the system ram-
bles through like a backpacker in the mountains. 
Valleys correspond to a dip in energy, sometimes 
involving molecular chaos, other times molecu-
lar order. The system can settle into one valley 
and then be kicked into another by external forc-
es. If it is in the grasp of chaos, it can break away 
from disorder and find order, or vice versa.

Next, consider the problem of fluctuations. 
Does thermodynamics fail when systems are ex-
cessively small? A simple example shows that the 
answer is no. If we toss a coin only a few times, 
it could happen, by chance, that we would get a 
series of heads. But if we flip the coin many 
times, the result reliably approaches an average. 
Nature flips coins quite often. A few particles 
moving around in a container collide only occa-
sionally and can maintain large velocity differ-
ences among themselves. 

But even in a seemingly “small” system, the 
number of particles is much larger, so collisions 
are much more frequent and the speed of the 

bulence increases and eventually becomes so 
great that the fluid no longer flows one way. At 
this point, the fluid is again isotropic. The fluid 
has gone from isotropic to anisotropic and back 
to isotropic—a type of progression from order to 
disorder to order.

Standard thermodynamics does not capture 
such phenomena, a limitation that has become 
all the more pressing in recent years. Research-
ers in molecular biology and the nascent field of 
nanotechnology have discovered a great diver-
sity of organized but ever changing structures 
in physical, chemical and biological systems. To 
explain them requires a theory of nonequilibri-
um thermodynamics.

Breaking It Down
Earlier efforts to develop such a theory started 
from the concept of local equilibrium states. 
Although a system may not be in equilibrium, 
individual pieces of it can be. For instance, imag-
ine stirring a cocktail with a swizzle stick. The 
equilibrium is disturbed by the motion of the 
stick but can still be found if you look closely at 
small pockets of fluid, which retain their inter-
nal coherence. These small regions are able to 
reach equilibrium if the forces acting on the sys-
tem are not too large and if its properties do not 
change by large amounts over small distances. 
Concepts such as temperature and entropy apply 
to these islands of equilibrium, although the 
numerical values of these quantities may vary 
from island to island.

For instance, when one heats up one of the 
ends of a metal bar, heat flows through the bar 
toward the other end. The temperature differ-
ence between the ends of the bar acts as a force 
driving the heat flow, or flux, along the bar. A 
similar phenomenon occurs with a drop of ink 
in water. The difference in ink concentration is 
the driving force that makes the ink invade the 
host liquid until it becomes uniformly colored. 
These forces are linear: the heat flux is propor-
tional to the temperature difference and the par-
ticle flux to the concentration difference, a pro-
portionality that holds even when the forces act-
ing on the system are strong. Even in many 
turbulent flows, the internal stresses in the fluid 
are proportional to the velocity gradients. For 
these cases, Onsager and others formulated a 
theory of nonequilibrium thermodynamics and 
showed that the second law continues to hold.

But when those conditions are not met, this 
theory breaks down. When a chemical reaction 
takes place, one substance suddenly changes into 

[the aUthor]

J. miguel rubí describes his 
introduction to physics as almost 
accidental. as a student, he nearly 
decided to study latin instead,  
but an inspiring physics teacher,  
he says, “opened my eyes to a 
fascinating world full of principles 
and laws that surprisingly could 
explain what was observed.” 
today rubí is a physics professor  
at the University of Barcelona,  
the city of his birth. in 2003 he 
received the onsager medal 
(awarded by the norwegian 
University of science and 
tech nology) and the alexander  
von humboldt Prize (awarded by 
the eponymous foundation) for his 
contributions to nonequilibrium 
thermodynamics and the theory  
of stochastic processes.
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chines is very deep. Fluctuations of the chemical 
energy affect a molecular motor in the same 
way that a random and variable amount of fuel 
affects the piston of a car motor. Therefore, the 
long tradition of applying thermodynamics to 
large motors can be extended to small ones. Al-
though physicists have other mathematical tools 
for analyzing such systems, those tools can be 
tricky to apply. The equations of fluid flow, for 
example, require researchers to specify the con-
ditions at the boundary of a system precisely—a 
Herculean task when the boundary is extremely 
irregular. Thermodynamics provides a compu-
tational shortcut, and it has already yielded 
fresh insights. Signe Kjelstrup and Dick Be-
deaux, both at the Norwegian University of Sci-
ence and Technology, and I have found that heat 
plays an underappreciated role in the function 
of ion channels.

In short, my colleagues and I have shown 
that the development of order from chaos, far 
from contradicting the second law, fits nicely 
into a broader framework of thermodynamics. 
We are just at the threshold of using this new 
understanding for practical applications. Per-
petual-motion machines remain impossible, 
and we will still ultimately lose the battle against 
degeneration. But the second law does not man-
date a steady degeneration. It quite happily co-
exists with the spontaneous development of or-
der and complexity.  n

particles is brought down to an average (if slight-
ly fluctuating) value. Although a few isolated 
events may show completely unpredictable be-
havior, a multitude of events shows a certain reg-
ularity. Therefore, quantities such as density can 
fluctuate but remain predictable overall. For this 
reason, the second law continues to rule over the 
world of the small.

From Steam Engines  
to Molecular Motors
The original development of thermodynamics 
found its inspiration in the steam engine. Nowa-
days the field is driven by the tiny molecular 
engines within living cells. Though of vastly dif-
fering scales, these engines share a common 
function: they transform energy into motion. 
For instance, ATP molecules provide the fuel for 
myosin molecules in muscle tissue to move along 
actin filaments, pulling the muscle fibers to 
which they are attached. Other motors are pow-
ered by light, by differences in proton concentra-
tions or by differences in temperature [see “Mak-
ing Molecules into Motors,” by R. Dean Astumi-
an; Scientific American, July 2001]. Chemical 
energy can drive ions through channels in a cell 
membrane from a region of low concentration to 
one of high concentration—precisely the oppo-
site direction that they would move in the 
absence of an active transport mechanism.

The analogy between large and small ma-

ORdER FROM dISORdER
although the molecules in a system out of equilibrium may be hopelessly jumbled, the system can become ordered in other ways. 
classical thermodynamics, based as it is on equilibrium, cannot account for that, but the newly developed nonequilibrium theory can. 

eXtreme 
dePartUre
As the heating increases 
still further, the chaos be-
comes equally distributed
and the fluid recovers the 
lost isotropy.

➥  more To 
explore

nonequilibrium thermodynam
ics. S. R. de Groot and P. Mazur.  
Dover, 1984.

thermodynamics “beyond”  

local equilibrium. José M. G. Vilar 
and J. Miguel Rubí in Proceedings of 
the National Academy of Sciences 
USA, Vol. 98, No. 20, pages 
11081–11084; September 25, 2001.  
http://arxiv.org/abs/ 
condmat/0110614

active transport: a Kinetic  
description Based on thermody
namic Grounds. Signe Kjelstrup, 
 J. Miguel Rubí and Dick Bedeaux in 
Journal of Theoretical Biology, Vol. 
234, No. 1, pages 7–12; May 7, 2005. 
http://arxiv.org/abs/ 
condmat/0412493

the mesoscopic dynamics  
of thermodynamic systems.  
David Reguera, J. Miguel Rubí and 

José M. G. Vilar in Journal of Physical 
Chemistry B, Vol. 109, No. 46, pages 
21502–21515; November 24, 2005. 
http://arxiv.org/abs/ 
condmat/0511651

eQUiliBriUm
An unheated glass of 
water at room tempera-
ture looks the same in 
every direction, a sym-
metry known as 
isotropy. 

increasinG 
dePartUre
If the temperature gradi-
ent is larger, the water 
begins to overturn, set-
ting up an orderly pattern 
of convection cells.

seVere 
dePartUre
As the heating increases, the 
pattern of convection cells 
eventually breaks down into 
turbulent chaos.

modest 
dePartUre
A glass of water heated 
from below develops a 
temperature gradient. If 
the gradient is too slight 
to overcome viscous resis-
tance to motion, the fluid 
remains static.

[why a noneQUiliBriUm theory is needed]
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Special Report

the 
hiv 25 YEARS LATER

big
ChALLeNgeS
eDitORS’ iNtRODUCtiON
In 1983 and 1984 scientists established that HIV (the human 
immunodeficiency virus) causes AIDS, which had recently 
begun cropping up in gay men in California and New York. 
The discovery quickly led to predictions that a preventive 
vaccine would soon be on tap. Similarly, in 1996, after pow-
erful drug combinations began forcing HIV down to unde-
tectable levels in the blood, prominent HIV researcher David 
D. Ho of the Rockefeller University voiced optimism that 
attacking the virus early and hard could prove curative.

Yet neither a vaccine nor a cure has materi-
alized. Indeed, the most promising vac-

cine prospects have failed. And when 
aggressive treatment stops, the wily 

virus comes roar  ing back. 
Where do we go from here? 

Scientific AmericAn asked two 
leading HIV researchers to address 
the biggest scientific challenges 

facing the field today: Is finding a 
vaccine even possible? And what, ex-

actly, would it take to rid a person’s body 
of HIV and thus effect a cure? Their frank, 

thought-provoking answers follow. 
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Not long after the virus that 
causes AIDS was identified, 
Margaret Heckler, then the 

U.S. secretary of health and human 
services, told a group of reporters that 
the discovery would enable scientists to  
develop a vaccine to prevent AIDS. “We hope  
to have such a vaccine ready for testing in ap-
proximately two years,” she declared proudly.  
It was 1984. 

Government officials have certainly been 
spectacularly wrong on other occasions but rare-
ly has a large portion of the scientific community 
been so overly optimistic as well. Twenty-five 
years after isolating HIV, we still have no effec-
tive vaccine. One year ago a major clinical trial of 
a candidate made by Merck was shut down be-
cause it became obvious that the vaccine was not 
working and might even be doing harm. This 
past summer another vaccine hopeful was 
shelved and its trial canceled before it could be-
gin because there was no reason to believe its re-
sults would be any better.

After decades of struggle to make a vaccine 
against HIV, these events plunged the effort into 
disarray. We in the field have realized that if 
none of the classical methods of making vaccines 

Special Report

Repeated failures in the quest for an AIDS vaccine  
have sent investigators back to the drawing board  
By David I. Watkins
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KEY CONCEPTS
■   HIV has so far defeated 

the best efforts of vaccine 
scientists because the vi-
rus evades and under-
mines the immune system.

■   If HIV infection cannot cur-
rently be prevented, a sec-
ond goal of vaccine mak-
ers is to reduce the virus’s 
spread and the severity of 
illness it causes.

■   Researchers are already 
returning to basic science 
to follow new leads, and 
are far from giving up.  

 —The Editors
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works against this virus, then we need a new 
one—some unusual creative approach that has 
yet to be imagined or some new insight into the 
virus itself that might reveal a vulnerability. We 
have to go back to basics, but that is not to say 
we have learned nothing of value over the past 
25 years. Indeed, every failure has revealed 
tricks this virus uses, suggesting new ways to go 
after it. Those lessons are already spawning 
fresh ideas and bringing scientists together to at-
tack remaining unanswered questions about this 
unique virus.

Why Vaccines Work—but  
Not against HIV
Understanding how to approach the problem of 
making a vaccine against HIV first requires an 
understanding of how vaccines normally func-
tion. Several different methods for manufactur-
ing vaccines exist, but in each case a vaccine’s 
effectiveness depends on the human body’s nat-
ural immune responses. The annual influenza 
vaccine, for example, is made by inactivating 
that year’s strains of influenza virus and admin-
istering the killed viruses to people through a 

Efforts to devise vaccines and new treatments for HIV depend on 
knowledge of the virus’s life cycle. HIV invades host cells and comman-
deers their machinery to make more copies of itself. First, a protein called 
Envelope on the virus must bind to CD4 and CCR5 proteins on the cell 
surface (1). As the virus fuses with the cell, it empties its contents into 
the cytoplasm (2). A viral enzyme, reverse transcriptase, then copies the 
virus’s RNA genome into double-stranded DNA (3), often making errors 
that generate diversity in the virus copies. Another viral enzyme, 

integrase, inserts the copy into the host DNA (4). Cell machinery 
transcribes the viral genes back into RNA (including RNA that can serve 
as templates for proteins) that travels to the cytoplasm, where ribosomes 
produce the encoded proteins (5). Viral RNA and proteins then move 
toward the cell membrane, where they gather into a budding virus 
particle (6). In the immature new virus copy, the HIV protease enzyme 
modifies viral protein chains, enabling the particles, or “virions,” to 
mature into a form that is ready to infect a new cell (7).

Cell membrane

Nucleus

Mature virus

Fusion

Envelope 
protein

CD4

Budding 
virus

Immature 
virion

Protease

Viral protein 
chain

Ribosome

Viral genome
DNA copy

HIV DNA

Integrase

Host DNA

RNA

A SELF-COPYING COMMANDO
[HIV LIFE-CYCLE BASICS]
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shot in the arm. Immune cells in the deep layers 
of the skin recognize the viral proteins as for-
eign and within a few weeks cause the body to 
manufacture tiny molecules called antibodies 
tailored to that virus strain. If the same virus 
enters the body again during flu season, the 
antibodies will “neutralize” the virus by attach-
ing themselves to it, blocking its ability to infect 
the cells of the host.

In 1962 Albert Sabin licensed a successful 
vaccine made from live but attenuated (disabled) 
polioviruses. Because this live vaccine is able to 
infect cells to a limited degree, it induces not 
only antibodies but also a so-called cellular im-
mune response from specialized cells known as 
T lymphocytes. Should someone vaccinated this 
way be exposed to polio, the T cells would quick-
ly respond, destroying any host cells infected by 
viruses that eluded the antibodies.

These two examples represent the basic prin-
ciples underlying vaccines that have been the 
mainstay of defense against infectious agents 
over the past 50 years. Unfortunately, the stan-
dard methods of inducing antibodies and T cells 
have failed to protect against HIV. In essence, all 
vaccines imitate aspects of a natural infection, 
allowing the immune system to create a “mem-
ory” of the event and respond more aggressively 
the next time. Yet everything about HIV seems 
almost perfectly adapted to evading or disabling 
that very system of natural immune responses.

When HIV first infects a new host, the virus 
starts rapidly reproducing itself inside the host’s 
cells, and the new viruses move on to comman-
deer additional cells [see box on opposite page]. 
Viral replication is so intensive that sometimes 
infected individuals can have 100 million viral 
copies per milliliter of blood plasma within a 
month after infection. Normally the first line of 
natural immune defense is the innate, or “non-
specific,” immune system, made up of cells that 
patrol the body for invaders. Some of these will 
destroy any virus-infected cell they encounter on 
the spot, although in most people this system is 
probably overwhelmed by the initial onslaught 
of replicating HIV. Innate immune cells known 
as antigen-presenting cells, however, are also 
busy engulfing some of the viral proteins so that 
they can later show them to more specialized im-
mune system components with the aim of incit-
ing a response.

Among these are the aforementioned T cells, 
which have two important types: “helper” and 
“killer.” The helper T cells play a critical role in 
sounding an alarm to engage the cellular im-

mune system and in orchestrating its attack. An-
tigen-presenting cells first display the foreign pro-
teins—antigens—they have sampled to the help-
er and killer T cells, using major histocompatibility 
complex (MHC) molecules to present the frag-
ments. The T cells, in turn, use their T cell recep-
tors to recognize the antigen-MHC complexes 
[see box on next two pages]. Once the killer cells 
have a description of the intruder and receive  
a chemical signal from helper cells, they multi-
ply, then fan out on a seek-and-destroy mission. 
This killer T cell response kicks in approximate-
ly three weeks after infection, and it destroys 
most virus-infected cells, driving virus levels 
down. But the response is usually too little and 
too late, and lifelong chronic infection has been 
established.

The helper T cells may represent the body’s 
most important regulator of responses to infec-
tious agents because of their pivotal role in di-
recting the activities of other immune cells. Un-
fortunately, from the start, HIV targets helper 
T cells themselves, replicating inside them and 
destroying them in the process. In particular, 
HIV goes after so-called memory helper T cells, 
which serve as the immune system’s memory of 
past exposures to pathogens. Within a few weeks 
of the initial infection, the body’s supply of these 
memory helper T cells is so depleted that the en-
tire immune system’s command-and-control 
system is crippled and never fully recovers.

At the same time, the virus gets better at evad-
ing the killer T cells. After entering a cell, HIV 
copies its RNA genetic material into DNA in a 
sloppy procedure prone to errors that result in 
mutations in the viral copy. These changes get 
passed along and added to every time the prog-
eny viruses copy themselves. Moreover, if two 
virus copies infect the same cell, they can swap 
genetic material in a process called recombina-
tion, creating another virus variant.

As a result of this growing diversity, viral pro-
teins displayed by infected cells become increas-
ingly unrecognizable to immune cells primed to 

remember the original version of the virus. As 
the killer T cells destroy all the cells dis-
playing recognizable antigens, the virus-
infected cells carrying mutant proteins 
take over. For much the same reason, anti-

bodies produced by the immune system 
three to four weeks after the initial infection 
cannot recognize many of the virus particles in 
the host later in the infection.

This problem of immune defenses being un-
able to recognize variant versions of HIV is per-

[THE AUTHOR]

David I. Watkins investigates  
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so rapidly that the diversity of proteins on the 
surface of HIV particles in a single person after 
six years of infection is estimated to be greater 
than the diversity of all the human flu virus 
strains worldwide in a given year. In effect, a 
vaccine that uses traditional methods to produce 
antibodies and other immune responses to HIV 
would have to be a vaccine against thousands, 
and perhaps hundreds of thousands, of different 
viruses, not just one.

Shifting Goals, Litany of Failures
The best long-term solution to the HIV pandem-
ic would be a vaccine that prevents infection 
completely, providing “sterilizing immunity.” At 

haps the greatest source of frustration for vac-
cine developers because it is equally true of anti-
bodies and killer T cells generated by a vaccine. 
Even a strong vaccine-evoked memory response 
against one strain of HIV might be ineffective 
against the strain that later enters the body or 
might become useless as the virus mutates.

To get a sense of the scale of the challenge pre-
sented by the enormous diversity of HIV, note 
that manufacturers change the flu vaccine every 
year because the flu viruses in circulation around 
the world are continuously evolving, slightly 
changing their outer proteins just enough so that 
last year’s antibodies will not recognize and pro-
tect against this year’s flu strains. HIV mutates 

[THE GOAL]

An ideal vaccine would prime the body’s immune defenses to prevent HIV 
from infecting cells. A second-best solution would allow infection but 
prevent the virus from reproducing to high levels in the critical early stages 
of infection. Toward those ends, vaccines typically depend on stimulating 
some of the same immune responses provoked by natural infection to 

create a “memory” of the virus; however, HIV’s tremendous mutability 
often thwarts this approach because immune memory is not broad enough. 
The trick to making an effective vaccine is generating antibodies and 
killer T cells able to recognize HIV particles that may be as much as 20 
percent different from the version used to make the vaccine.

EARLY IMMUNE RESPONSE

NATURAL INFECTION

Within hours of entering the 
body, HIV starts infecting helper 
T cells. Antigen-presenting cells (APCs) 
patrolling for invaders engulf any in-
fected cells or viruses they encounter. 

Within weeks, the trained  
killer T cells seek out infected cells 
displaying viral antigens to destroy 
them, while the antibodies block  
viruses from infecting new cells. 

Within days, APCs display small pieces of virus (antigens) on major histocom-
patibility complex (MHC) molecules to uninfected helper T cells and killer T cells. In 
response, helper T cells release chemical messengers to activate B cells and the kill-
er T cells. These, in turn, begin proliferating. Some of the resulting “memory” B and 
T cells are retained by the immune system to respond to future infections.

HIV
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lar simian immunodeficiency virus (SIV), show-
ing that killer T cells are important in control-
ling viral load. Furthermore, rare cases exist of 
both humans and monkeys whose bodies con-
trol replication of the AIDS virus with neither 
vaccines nor drugs. Most of these individuals 
possess particular variations in their genes en-
coding certain MHC molecules, which act as 
important intermediaries in priming killer T 
cells to respond to foreign antigens.

Such evidence formed a rationale to proceed 
with T cell-inducing vaccines, and researchers 
had high hopes for a recent trial of an HIV vac-
cine developed by Merck and aimed at inducing 
anti-HIV killer cells. The company had invested 
heavily in HIV vaccine research and tested many 
different methods for inducing the killer T cells. 
Ultimately, it settled on using a common cold vi-
rus known as adenovirus type 5 (Ad5) to carry 
three HIV genes into cells, expecting the cells to 
manufacture the HIV proteins. The immune 
system would then be tricked into thinking the 
body was infected with HIV and would mount 
a protective response. The proteins used, called 
Gag, Pol and Nef, are relatively conserved—

meaning they tend not to vary much—across di-
verse HIV variants. 

Unfortunately, this most promising approach 
for inducing killer T cell responses tested in hu-
mans failed in the trial. On average, individual 
volunteer subjects mounted relatively weak T cell 
responses to the vaccine—between 10 and 20 
percent of what is seen in HIV-infected individu-
als whose immune systems are controlling viral 
replication. Moreover, the cellular responses 
were specific to only three regions of the viral 
proteins. In contrast, HIV-infected patients who 
exhibit some measure of control over viral repli-
cation normally make between three and six spe-
cific responses against the Gag protein alone.

The Merck vaccine’s failure to suppress HIV 
replication may have been caused by the Ad5 
vector or the choice of HIV genes it carried, or a 
combination of those factors. It is possible that 
Ad5 is inherently unable to stimulate cellular 
immune responses that are sufficiently potent or 
broad to control HIV infection. Many of us have 
been infected by this common cold virus and 
have already made immune responses to it. Pre-
existing cold virus–specific antibodies will re-
strict the number of Ad5 particles that can infect 
target cells, weakening the vaccine’s effect. Sim-
ilarly, preexisting adenovirus-specific killer T 
cells might have dominated the initial immune 
response to the vaccine, potentially reducing the 

a minimum, that would probably require a vac-
cine able to induce broadly reactive neutralizing 
antibodies that can recognize HIV in all its 
forms and prevent it from infecting cells.

Once scientists discovered that to enter helper 
T cells HIV must attach to a CD4 receptor and 
usually to a co-receptor called CCR5 on the 
cells’ surface, blocking the ability of the virus to 
bind to those receptors became a major objective 
of vaccine research. One of the primary targets 
of that work is a glycoprotein on the virus’s out-
er shell that makes contact with the two recep-
tors before the virus fuses with a cell. Known 
simply as Envelope, that protein is even more 
variable than the rest of the virus, however.

One of the first HIV vaccines to be tried in 
humans, called AIDSVAX, was designed to in-
duce antibody responses against Envelope. After 
a five-year trial beginning in 1998, the vaccine 
was deemed a failure. Antibodies engendered by 
the vaccine did not prevent HIV from entering 
CD4+ T cells and thus did not prevent HIV in-
fection in the people who received it.

To date, no HIV vaccine tried in humans has 
induced the kind of broadly neutralizing anti-
bodies required to prevent HIV from entering 
cells. Because this neutralizing antibody prob-
lem remains the primary obstacle to a safe and 
effective vaccine, researchers are also now ex-
ploring the less desirable but still acceptable op-
tion of a vaccine that does not prevent infection 
but rather lowers the likelihood of getting sick 
or transmitting the disease.

Such a vaccine would aim to keep virus levels 
very low by inducing killer T cells that are 
primed and ready to destroy infected cells, there-
by preventing viral levels from soaring in the ear-
ly phase of infection. Suppressing HIV replica-
tion at this acute infection stage could help spare 
the body’s population of helper T cells. It could 
also reduce the risk of virus transmission to oth-
ers. After the initial surge of viral replication, the 
virus levels in untreated HIV-positive subjects 
settle at a median of about 30,000 virus copies 
per milliliter of plasma, but in observational 
studies, those whose viral loads are less than 
1,700 copies per milliliter had a substantially re-
duced risk of transmitting the virus to their HIV-
negative partners. Any HIV vaccine that cannot 
provide sterilizing immunity should therefore 
aim to limit peak viral levels and to reduce 
chronic viral loads to 1,700 or less.

This approach has also been encouraged by 
data from studies of human HIV infections and 
of monkeys experimentally infected with a simi-

[THE GOAL]

EARLY IMMUNE RESPONSE

To induce production of memory B and 
T cells ready to respond to HIV, vaccines 
try to simulate HIV infection of host cells. 

Candidate vaccines usually package 
HIV genes inside a live but harmless 
virus or bacterium or within a DNA 
ring called a plasmid that host cells 
will take in. When the cells manufac-
ture the viral proteins encoded by the 
genes and display them, they appear 
to immune cells to be infected.

Viral genes

PlasmidCold virus

Host cell

Immune cell

Viral 
antigen

VACCINE OBJECTIVES
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potency and breadth of HIV-specific T cell re-
sponses. Finally, the trio of HIV genes selected 
may be insufficient for viral control.

In contrast with the limited number of HIV 
proteins generated by the Ad5 vaccine, a live, 
attenuated SIV vaccine produces every viral an-
tigen except parts of the Nef protein. Like the 
polio vaccine, this live virus can replicate in im-
munized monkeys, though more weakly than a 
natural virus, and it does protect the animals 
against later infection with versions of SIV that 
are significantly different from the vaccine vi-
rus. This vaccine’s ability to protect a host 
against infection, even when the immune sys-
tem is challenged by diverse versions of the vi-
rus, is, of course, the goal of HIV vaccine re-
searchers. But the experiments also show that 
the disabled vaccine virus eventually repairs it-
self and goes on to create a full-fledged SIV in-
fection that kills the monkeys. Furthermore, 
the vaccine and experimental challenge viruses 
can combine, producing a deadly new strain. 
For safety reasons, therefore, a live, attenuated 
HIV is unlikely to ever be used as a vaccine in 
humans.

The Road Ahead
The Merck vaccine failure was a huge blow to the 
field, prompting open discussions about whether 
an effective vaccine against HIV will ever be pos-
sible. It has also led to a careful rethinking of cur-
rent vaccine candidates. At present, a vaccine tri-
al being conducted in Thailand and due to wrap 

up later this year is the only large-scale human 
test of a vaccine candidate under way, and none 
are expected to begin in the near future. A big 
international trial of a DNA plasmid vaccine 
developed at the National Institutes of Health 
had been scheduled to start this fall. In July, how-
ever, Anthony S. Fauci, director of the National 
Institute of Allergy and Infectious Diseases, can-
celed the trial, stating that the evidence did not 
support such a large test.

At the same time, Fauci announced that his 
agency would redirect its funding for HIV vac-
cine research efforts toward basic science to ad-
dress fundamental questions about HIV and its 
behavior in the body that could reveal a new ap-
proach to disarming the virus. Developing the 
next generation of improved vaccine candidates 
will require that scientists tackle a number of im-
portant issues.

HIV diversity remains the great barrier to 
vaccine-induced antibodies or killer T cell re-
sponses able to mount an effective defense early 
in infection. As a result of mutation and recom-
bination within each infected person, an individ-
ual vaccinee is likely to be exposed to a virus that 
differs by more than 10 percent from the virus 
used to make a vaccine. For instance, accumu-
lated changes within the highly mutable env 
gene that encodes the viral Envelope glycopro-
tein are important in classifying HIV into differ-
ent groups (labeled M, N and O) and then into 
subtypes, or clades. Analyses of the amino acid 
sequences that make up Envelope show that they 
can vary by up to 35 percent from one clade to 
another. Even within a clade, Envelope sequence 
diversity can reach 20 percent.

For this reason, many T cell–based HIV vac-
cine designs have abandoned the idea of using 
Envelope to induce a response by the immune 
system, focusing instead on more conserved re-
gions of the virus, such as the Pol and Gag pro-
teins. Relatively minor variations in those pro-
teins may still have grave implications for vaccine 
efficacy, however. Single amino acid differences 
in a viral protein can impair or even eliminate the 
ability of vaccine-induced antibodies or killer 
T cells to recognize the virus. Figuring out how 
to make a broadly neutralizing antibody remains 
the most important goal of the HIV vaccine 
field. 

A related question has to do with host killer 
T cell responses to HIV during natural infection: 
Should we be seeking to emulate or boost all of 
them, or should we focus on just certain kinds? 
Killer T cells select various parts of HIV to re-

Naive helper T cells

HIV INFECTION STAGES

Acute AIDS
Max

First Weeks Months to Years
Zero

Chronic

Memory helper T cells
Immune competence
HIV

critical clues 
Rhesus macaques provide a valu-
able model for AIDS research 
because they are susceptible to 
simian immunodeficiency virus 
(SIV), which is very similar to HIV.

Vaccines made from a disabled 
version of SIV completely protect the 
monkeys from SIV infection for years. 
Unfortunately, the weakened strain 
eventually repairs itself and the 
monkeys ultimately succumb to  
AIDS caused by the vaccine. 

Understanding why the monkeys are 
protected for so long could reveal 
what immune responses need to be 
induced by an effective vaccine.

[VACCINE PLAN B]

Altering the Course of Infection
In the first 21 days after infection, HIV wipes out significant numbers of helper T cells, and 
memory helper T cells are the hardest hit. This cell population never fully recovers from the 
onslaught. Any vaccine that cannot prevent infection should aim to keep viral levels low early 
on. Sparing the memory helper T cells could prevent the sharp decline in overall immune 
competence that eventually leads to AIDS, the highly symptomatic end stage of HIV infection.

© 2008 SCIENTIFIC AMERICAN, INC.
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spond against, depending on the amino acid se-
quences of those viral pieces, and some viral re-
gions provoke responses more frequently than 
others do. It is also becoming increasingly ap-
parent that not all killer T cell responses are 
functionally equivalent—some are more efficient 
than others at controlling viral replication. New 
laboratory assays developed very recently should 
help us determine, for the first time, which of the 
many cell responses can actually control HIV 
replication in the laboratory. If it turns out that 
some of the rarest responses seen in natural in-
fections are the most efficient at controlling the 
virus, then the best vaccine approach might be 
to boost those by altering the natural frequency 
patterns of HIV-specific killer T cell responses.

Similarly, understanding how certain rare in-
dividuals known as elite controllers are natural-
ly able to suppress HIV or SIV replication should 
help inform vaccine design. A limited number of 
people and monkeys spontaneously control viral 
replication after infection, much as an effective 
killer T cell–inducing vaccine would aim to do. 
In these cases, the suppression of viral replica-
tion occurs after the initial acute infection sub-
sides, so studying that transition phase should 
yield clues to how the virus is first brought under 
control. We already know that certain of these 
individuals have genetic variations that boost 
the number or functioning of their immune cells 
or that reduce the virus’s ability to access CCR5 
receptors on cells. A large group of human con-
trollers is currently being assembled for study, 
and extensive genetic, immunological and viro-

logical analyses will likely yield important clues 
as to why these individuals are able to suppress 
virus replication. These discoveries, in turn, will 
give rise to new vaccine concepts that can be di-
rectly tested in monkeys.

Further studies of monkey responses to atten-
uated, live SIV vaccines will also be valuable be-
cause these potent vaccines enable the monkeys 
to fend off highly pathogenic viruses, even those 
that differ significantly from the vaccine strain, 
for considerable amounts of time. Although 
safety concerns mean the attenuated virus ap-
proach will never be used in humans, under-
standing exactly why it is so effective could yield 
new insights. 

Finally, scientists’ ability to find a new ap-
proach to creating an HIV vaccine will also ben-
efit from our taking a new approach in our work. 
For the first time, groups of researchers have as-
sembled in consortia to address these key issues, 
and funding for these collaborative efforts is 
coming from the Bill & Melinda Gates Founda-
tion, the International AIDS Vaccine Initiative 
and the NIH. Working together, these consortia 
have a stronger chance than ever before of find-
ing the all-important clues that facilitate the dis-
covery of an HIV vaccine. 

Far from giving up, HIV vaccine researchers 
are gearing up for a renewed fight. We could nev-
er have imagined in Margaret Heckler’s day how 
stubbornly this virus would resist traditional 
vaccine techniques, but we are a stubborn bunch, 
too, and given time, science will find a way to de-
fend against HIV.  ■

➥  more to 
explore

HIV Pathogenesis: The First Cut  
Is the Deepest. Louis J. Picker and  
David I. Watkins in Nature Immunolo-
gy, Vol. 6, No. 5, pages 430–432;  
May 2005.

Basic HIV Vaccine Development. 
David I. Watkins in Topics in HIV  
Medicine, Vol. 16, No. 1, pages 7–8; 
March/April 2008.

HIV Vaccine Research: The Way 
Forward. Anthony S. Fauci et al. in 
Science, Vol. 321, pages 530–532; 
July 25, 2008.

Reflecting on a Quarter Century of 
HIV Research. Andrew E. Armitage, 
Andrew J. McMichael and Hal Drake-
smith in Nature Immunology, Vol. 9, 
No. 8, pages 823–826; August 2008.

2004
Merck’s STEP trial tested a vaccine 
comprising three HIV genes within the 
Ad5 cold virus. Also designed to induce 
T cells, the vaccine generated robust 
immune responses in recipients. Never-
theless, the trial was cut 
short in 2007 when moni-
toring showed that more 
vaccinees than placebo re-
cipients had become infect-
ed with HIV. Analyses of the 
vaccine failure are ongoing.

2008
An international trial set to start in  
September of a vaccine that delivered 
HIV genes packaged in naked DNA,  
followed by Ad5, was canceled in July 
by NIAID director Anthony S. Fauci.  
The PAVE 100 trial would have included 
2,400 men. Immune responses pro-
duced by the vaccine in smaller tests 
were not substantially different from 
those produced by the Merck vaccine, 
and Fauci called the trial’s size 
unwarranted.

Vaccine Timeline
Only a handful of vaccine candidates 
made it to large-scale human trials in 
the past decade. So far traditional vac-
cine-making methods for inducing an-
tibodies or mobilizing immune T cells 
have failed to produce a vaccine that 
protects against AIDS. In light of these 
disappointments, the National Institute 
of Allergy and Infectious Diseases (NI-
AID) announced in August it would re-
focus on fundamental HIV research.

1998 
VaxGen’s AIDSVAX was the first  
vaccine to enter phase III testing. After 
international trials, the vaccine— 
designed to stimulate antibodies to 
HIV’s outer envelope—was declared  
a failure in 
2003. It provid-
ed no greater 
protection 
against infec-
tion than  
a placebo.

1984
April 23:  
Margaret Heckler,  
U.S. secretary  
of health and  
human services, 
and Robert Gallo 
of the National 
Cancer Institute announced the discov-
ery of a virus believed to be the cause  
of AIDS. With the infectious agent 
known, Heckler said that a vaccine 
could be ready for trials in two years.

2003
The U.S. and Thailand launched a 

large trial of a vaccine designed 
to elicit T cell responses to the 

Envelope glycoprotein by first 
priming the immune system 
with canarypox virus. Many 
scientists publicly op  posed 
the trial at its outset  
because smaller studies 

showed only weak responses 
to the vaccine. Final results 

are expected in 2009.

New HIV particles bud from the  
surface of an infected helper T cell

© 2008 SCIENTIFIC AMERICAN, INC.



Back in 1933, the single most important 
watch ever built was engineered for a quiet 
millionaire collector named Henry Graves. 

It took over three years and the most advanced horological
technique to create the multifunction masterpiece. This
one-of-a-kind watch was to become the most coveted
piece in the collection of the Museum of Time near
Chicago. Recently this ultra-rare innovation was auctioned
off for the record price of $11,030,000 by Sotheby’s to a
secretive anonymous collector. Now the watch is locked
away in a private vault in an unknown location.
We believe that a classic like this should be 
available to true watch aficionados, so Stauer
replicated the exact Graves design
in the limited edition Graves ‘33.

The antique enameled face 
and Bruguet hands are true to 
the original. But the real beauty 
of this watch is on the inside. We
replicated an extremely compli-
cated automatic movement with
27 jewels and seven hands. There
are over 210 individual parts that
are assembled entirely by hand 
and then tested for over 15 days 
on Swiss calibrators to ensure 

accuracy. The watches are then reinspected in 
the United States upon their arrival.  

What makes rare watches rare? 

Business Week states it best…“It’s the complica-
tions that can have the biggest impact on price.”
(Business Week, July, 2003). The four interior
complications on our Graves™ watch display 
the month, day, date and the 24 hour clock
graphically depicts the sun and the moon. The
innovative engine for this timepiece is powered
by the movement of the body as the automatic
rotor winds the mainspring. It never needs bat-
teries and never needs to be manually wound.

The precision crafted gears are
“lubricated” by 27 rubies that give the
hands a smooth sweeping movement.
And the watch is tough enough to
stay water resistant to 5 atmospheres.
The movement is covered by a 
2-year warranty.

Not only have we emulated this
stunning watch of the 1930s but just
as surprising, we’ve been able to build
this luxury timepiece for a spectacular
price. Many fine 27-jewel automatics
that are on the market today are 

usually priced well over $2,000
dollars, but you can enter the
rarified world of fine watch 
collecting for under $100. You
can now wear a millionaire’s
watch but still keep your 
millions in your vest pocket.
Try the handsome Graves ‘33
timepiece risk free for 30 days.
If you are not thrilled with the quality and rare
design, please send it back for a full refund of 
the purchase price.

World’s Most Valuable
Timepiece Disappears
World’s Most Valuable
Timepiece Disappears

Not Available in Stores
Call now to take advantage of this 
limited offer.
Stauer Graves™ ‘33 Wristwatch • $99 +S&H

or 3 Credit Card Payments of $33 +S&H

800-859-1736
Promotional Code GRV893-04
Please mention this code when you call.
To order by mail, please call for details.

For fastest service, call toll-free 24 hours a day 800-859-1736
Visit us online at www.Stauer.com for the complete line of Stauer Watches, Jewelry and Collectibles 

27 jewels and 210
hand-assembled 
parts drive this 

classic masterpiece.

14101 Southcross Drive W.,
Dept. GRV893-04
Burnsville, Minnesota 55337

The face of the
original 1930’s

Graves timepiece
from the 

Museum of Time.
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In contrast to the failed attempts at develop-
ing a vaccine against HIV, efforts to provide 
drug therapies stand as a great success. More 

than 25 agents have been approved thus far, and 
the right combinations can suppress replication 
of the virus, often keeping blood levels so low as 
to be undetectable by standard tests. These 
powerful drug cocktails, collectively termed 
highly active antiretroviral therapy, or HAART, 
have prolonged life and health in countless in-
fected individuals. Yet vexingly, today’s treat-
ments cannot actually cure the infection. If for 
any reason therapy is interrupted, the virus rap-
idly rebounds. 

Figuring out how HIV manages to hang 
around in the company of these potent drugs is 
one of the most important tasks currently fac-
ing researchers. Over the past decade investiga-
tors have gleaned key insights into this mystery. 
The answers, we hope, will ultimately reveal 
whether complete eradication of the virus in a 
patient is feasible.

Understanding the nature of HIV’s hiding 
places, or reservoirs, and what it will take to 
eradicate them requires some insight into how 
HIV typically behaves in the body. Like all 
viruses, HIV needs to get into the body’s cells to 
replicate. There the invader exploits the cells’ 

machinery to make copies of its own genome 
and to translate viral genes into proteins. It thus 
generates new viral copies, called virions, which 
spread to other cells. But unlike most human 
viruses, HIV actually inserts its genome into 
that of the cell. Every time the cell reproduces, 
the viral genes get copied and passed down to 
the daughter cells, thereby ensuring that the 
virus persists for as long as the cell and its prog-
eny survive in the body. 

The immune system typically manages to 
eliminate viruses by knocking out infected cells. 
It identifies such cells readily by the bits of viral 
proteins, or antigens, they display on their sur-
face to flag the presence of interlopers within. In 
the case of HIV, the immune system has a hard 
time eradicating infected cells on its own in part 
because the virus attacks components of the im-
mune system itself. The body does manage for 
a while to counterattack, generating healthy 
new immune cells able to recognize the virus 
and other infectious agents. In untreated indi-
viduals, however, the virus gains the upper hand 
over time, leading to AIDS. 

Today’s powerful drug combinations protect 
the immune system because they suppress HIV 
replication and limit the spread of virus to new 
cells. In theory, these treatments should permit 

topictktktk

KEY CONCEPTS
■   Current drug regimens can 

dramatically suppress HIV  
in patients, but none of 
these agents can com-
pletely eliminate the virus. 

■   To eradicate HIV from  
infected individuals,  
researchers must figure 
out where the virus hides 
and how to hit it in  
those places.

■   Recent findings have  
exposed some of HIV’s ref-
uges, suggesting new ther-
apeutic targets.

 —The Editors

Eliminating HIV from the body would require flushing the virus out  
of its hiding places and preventing those reservoirs from being refilled. 
A tall order but perhaps not impossible

By Mario Stevenson 

Can hIv Be Cured?

Special Report

© 2008 SCIENTIFIC AMERICAN, INC.
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other lymph nodes and circulate in the blood.
In the course of fighting most kinds of viral 

infections, the bulk of helper T cells involved in 
the fight die off when they are no longer needed. 
A subset, however, survives as long-lived mem-
ory T cells, ready to multiply and call in the re-
serves when they encounter signs of reinfection. 
It is these memory T cells that appear to produce 
the most virus in HIV-infected patients. As they 
prepare to divide to fight remembered patho-
gens, they both duplicate their own DNA and 
proteins and churn out new HIV virions. Most 
of the infected memory cells die from the virus 
itself or the immune attack against them, but 
some return to a dormant state. At that point, 
HIV exists only as viral DNA sitting quietly in 

the still healthy parts of the immune system to 
clear out any remaining infected cells and cure 
the disease. So why is the drug-protected im-
mune system failing to do that job?

Keeping a Low Profile
A big component of the answer appears to be 
the persistence of cells that are genetically able 
to make new virions but that do not produce 
any and thus do not inform the immune system 
of their presence. As David I. Watkins notes in 
“The Vaccine Search Goes On,” starting on 
page 69, HIV preferentially infects immune cells 
called helper T lymphocytes, which mostly 
reside in the lymph nodes and connective tissue 
of the gastrointestinal tract but also occupy  

LYING IN WAIT: Even after therapy 
forces HIV in the blood down to 
undetectable levels, the virus 
still lurks elsewhere—ready to 
storm back if given the chance. 

[THE AUTHOR]
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bring HIV back after therapy stops. It seems 
that despite the absence of virus in the blood, 
some helper T cells and other cells keep on mak-
ing new virus at a low level even when therapy 
seems to be working beautifully. This activity 
falls under the radar of tests, because the virus 
either hides successfully in the cells or, when re-
leased, stays trapped in tissues and does not find 
its way into the blood. In the past year, for in-
stance, research has revealed that helper T lym-
phocytes in the gut get depleted within weeks of 
the individual contracting HIV and even before 
the virus is detected in the blood. It is therefore 
possible that during treatment the virus can 
continue to replicate in tissues such as those of 
the gut—activity that could go unnoticed for 
quite some time until the virus spills over into 
the blood.

Another Unwitting Accomplice
Most AIDS research has focused on helper 
T cells because they circulate in the blood, 
which can easily be drawn for study. Recently, 
however, investigators have come to realize that 
other immune cells infected by HIV—mac-
rophages and dendritic cells—may also contrib-
ute to resurgence of the virus after HIV therapy 
is halted or after the virus becomes resistant to 
it. Less is known about macrophages and den-
dritic cells because they are located strictly in 
tissues, but recent findings suggest that drug 
therapy may not totally stop HIV reproduction 
in these cells. The level may be too low to result 
in the virus reaching the blood in detectable 
amounts. It may, however, be high enough to 
reach nearby T lymphocytes and to continually 
restock the reservoir of dormant infected mem-
ory T cells. Also, some infected macrophages 
seem to evade being killed by the virus inside 
them or by other components of the immune 
system. Macrophages, then, may sit ready to 
pump up replication when drug therapy stops. 

In 2001, for instance, Malcolm A. Martin of 
the NIH and his colleagues reported that al-
though monkeys infected with simian immuno-
deficiency virus (SIV)—a close relative of HIV—

lost most of their helper T lymphocytes within 
a few weeks of being infected, copious quanti-
ties of virus were still being produced. Mac-
rophages, it turned out, were generating the vi-
rus. Subsequent treatment of the monkeys with 
a drug that inhibits viral replication—and thus 
prevents infection of new cells—failed to signif-
icantly lower the amount of virus in the ani-
mals’ blood. This finding meant that the mac-

the cells’ genome. This viral DNA does not get 
copied and does not give rise to viral proteins, 
so no protein bits get displayed on the surface. 
Consequently, anti-HIV drugs have no effect on 
the cells, and the immune system remains blind 
to them.

This understanding has been informed by 
studies published in 1997. Teams led indepen-
dently by Robert F. Siliciano of Johns Hopkins 
University, Anthony S. Fauci of the National In-
stitutes of Health and Douglas D. Richman of 
the University of California, San Diego, found 
that inactive T lymphocytes isolated from HIV-
infected individuals do not manufacture HIV. 
When those cells were roused, however, the pre-
viously dormant virus began replicating anew. 
HIV is not the only virus to exhibit such latency. 
An array of viruses can enter into similarly quiet 
states. In fact, some, such as the herpesviruses, 
make proteins that actually encourage the virus 
to become latent. Estimates based on the life 
span of memory T cells suggest it would take in 
excess of five decades for the reservoir of cells in-
fected with latent HIV to naturally die out. 

Researchers are also beginning to compre-
hend that it is not only latent helper T cells that 

Anti-HIV 
immune cells

[OBSTACLE TO A CURE]

ThE MAKINg OF A hIdEOuT

Viral components

Viral genome

Dead T cell

Dormant 
infected T cell

Most HIV in the blood appears to come from immune cells known as memory T lympho-
cytes that have been infected by the virus. These cells, which display bits of HIV on their 
surface, usually die from the infection itself or from an immune attack targeted to the 
displayed bits. But some survive and enter a dormant state (far right). In this condition 
they harbor the HIV genome in their DNA and can make new copies of the virus if 
reactivated but tend to sit quietly for years. 

Newly 
made  
virus

FAST FACTS
■  In 2007 an estimated  

33 million people worldwide 
were living with HIV.

■  Every day some 6,000 people 
die from HIV and another  
6,800 contract the virus.

■  Less than a third of  
people who need HIV treatment 
have access to it.

■  Highly active antiretroviral  
therapy (HAART) increases  
patient survival by  
 13.3 years on average.

Displayed viral 
fragment

Infected 
memory T cell
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the virus may go on to infect specialized mac-
rophages known as microglia, which reside per-
manently within the CNS. 

Evidence suggests that infection of cells in 
the CNS would afford the virus some degree of 
protection from drugs because certain of 
them—notably protease inhibitors important 
to the proper processing of new viral proteins—

do not efficiently cross the blood-brain barrier. 
Further, most other circulating immune cells 
stay out of the brain. No one knows whether 
infected cells in the brain can send HIV out to 
other parts of the body, but if the virus-infect-
ed macrophages can cross the blood-brain bar-
rier into the CNS, they can probably filter back 
out as well. 

Other sites that seem difficult for some drugs 
to penetrate include the walls of the gastrointes-
tinal tract and the genital tract. Semen often 
contains HIV RNA even in people whose blood 
seems to be clear of the virus.

New Plans of Attack
At a minimum, thoroughly clearing HIV from 
an infected individual would require removal of 
all latently infected T cells. One way that 
researchers are currently exploring to address 

rophages were not dying in the process of spew-
ing out new copies of the virus.

HIV also seems to replicate somewhat differ-
ently in macrophages as compared with T cells—

in a way that may be additionally advantageous 
to the virus. Whereas in T cells the virus com-
ponents assemble close to, and subsequently de-
tach from, the cell surface, in macrophages 
some viral particles appear to be deposited into 
compartments within the cells called vacuoles. 
Eventually the vacuoles may migrate up to the 
cell surface to release the stored virus particles. 
The packing of the virus into walled-off com-
partments might help HIV dodge immune de-
tection by preventing the display of antigens on 
the cell surface that tip the immune system off 
to the presence of an intruder. 

Finally, studies suggest that higher drug con-
centrations are needed to suppress viral replica-
tion in macrophages than in T cells. Exactly 
why this should be the case is uncertain. Yet we 
do know that some cellular proteins whose nor-
mal function is to excrete biological substances 
from the cell can interfere with drug therapy by 
hindering the uptake and retention of drugs. 
Perhaps, then, in macrophages these cellular 
proteins are particularly active and so prevent 
the drugs from being efficiently retained inside 
the cells. The same thing may occur in dendritic 
cells, although so far very little is known about 
how these cells respond to HIV.

Anatomical Refuges 
It is not only the inherent properties of helper 
T cells and macrophages that allow HIV to per-
sist in the face of intensive therapy. Certain of 
these cells also sit in anatomical compartments 
that may shelter them from various drugs or 
immune defenses, or both. Ridding the body of 
HIV would necessitate reaching it in those 
places.

The central nervous system (CNS) is one such 
compartment. Researchers have long known 
that the CNS is susceptible to HIV infection. 
The neurological problems that arise in late-
stage AIDS stem largely from the production of 
neurotoxins released from infected macrophag-
es in the brain. To enter the brain, any molecule 
or cell must cross the blood-brain barrier, essen-
tially a selectively permeable membrane that 
regulates the traffic of cells and other substanc-
es from the blood to the CNS. Macrophages 
that become infected with HIV in the tissues 
outside the CNS can apparently cross the blood-
brain barrier and settle down in the CNS, where 

[WHERE THE VIRUS HIDES]

Beyond lying in wait in dormant memory T cells, HIV may reproduce at a low rate in 
certain other immune system cells—particularly macrophages and dendritic cells that 
seem inherently able to ward off immune defenses and anti-HIV drugs to some extent. 
Further, HIV-infected cells in a few parts of the body may be physically shielded to a 
degree from the immune system and certain drugs. HIV made in cellular and anatomical 
reservoirs does not reach the blood readily in aggressively treated patients but might 
generate a vigorous infection if treatment stops. 

hIV’S MANY RESERVOIRS 

CELLULAR 
RESERVOIRS

ANATOMICAL 
RESERVOIRS

Dormant memory T cells  
in lymph nodes and blood

Central nervous system

Gastrointestinal tract

Macrophages and 
dendritic cells in  
various tissues  
(especially in lymph  
nodes, gut and central 
nervous system)

Genital tract

At a minimum, 
thoroughly clearing 
HIV from an  
infected individual 
would require 
removal of all 
latently infected 
T cells.
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plexes of DNA and protein that compose chro-
mosomes) in dormant infected T cells. Yet even 
these so-called chromatin remodelers would be 
of limited use if they worked only in T cells and 
the virus were also present in macrophages. 

A second prong of attack for clearing HIV 
from the body would involve blocking all viral 
replication, so that HIV disappears not only 
from the blood but from all tissues and from all 
cell types that harbor it. Drugs currently in use 
typically interfere with one of two enzymes: re-
verse transcriptase, which converts the virus’s 
genetic material from RNA to DNA for inser-
tion into the cellular genome, or protease, which 
helps nascent viral particles to mature. Within 
weeks after a person starts standard therapy, 
the level of virus in the individual’s blood drops 

the latent reservoirs is treating patients with 
compounds that stimulate dormant infected  
T lymphocytes to divide, in the hopes that  
the cells will make virus and thus become vul-
nerable to antiretroviral therapy. A couple of 
limited human trials have tested this approach 
using drugs previously approved to treat other 
conditions. They have yielded mixed results, 
however. 

The ideal agents would tickle the T cells 
enough to rekindle the production of the viral 
proteins that get displayed on the cell surface but 
not so much as to trigger the cells to make new 
copies of the virus. To that end, researchers are 
currently exploring the potential of drugs that 
would induce the synthesis of HIV proteins by 
altering the organization of chromatin (com-

[NEW IDEAS]

At a minimum, erasing HIV from the body would require inducing infected 
dormant T cells to make new virus or viral proteins—actions that would 
invite attack by drugs or the immune system. Such treatments would be 
given together with standard drugs that block cell-to-cell spread of the 
virus. New evidence suggests that intensifying control of HIV replica-
tion—by hitting new viral or cellular targets—could be helpful as well. 

Some potential therapeutic targets for achieving these aims (orange) are 
described at the right. Drugs already on the market take aim at the virus’s 
envelope protein and the T cell’s CCR5 receptor (to block viral entry into 
cells) and try to inhibit HIV’s reverse transcriptase, integrase and protease 
enzymes (to halt, respectively, the copying of HIV’s genome, its insertion 
into the cells’ DNA and the maturation of HIV proteins).

PROMISINg TREATMENT APPROAChES

ExISTING DRUG TARGETS

POTENTIAL DRUG 
TARGETS

HIV

INFECTED T CELL

Vpu

Integrase

Reverse 
transcriptase

Envelope

CCR5

Vif

LEDGF

Chromatin

Protease

A3G
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can wipe out any virus-making reservoirs left 
over when latent infected memory cells are 
eliminated.

In the past year several new drugs that inter-
fere with previously untargeted steps in viral 
replication have entered into clinical trials. In 
addition to the integrase inhibitor, another drug 
blocks infection by interfering with the ability 
of the virus to attach to a molecular receptor 
known as CCR5 that sits on the cell surface. Re-
search also suggests that certain cellular pro-
teins may be good therapeutic targets. Whereas 
HIV commandeers some of these proteins to aid 
its replication (CCR5, for example), it is now 
apparent that other cellular proteins—or cellu-
lar restrictions, as they are termed—actually an-
tagonize viral replication. 

Six years ago Michael H. Malim of King’s 
College London and his research group identi-
fied the first of these cellular restrictions, called 
A3G. This protein is abundant in macrophages 
and in lymphocytes. Unfortunately, the virus 
has evolved a countermeasure to A3G: it makes 
a protein called Vif that induces the degrada-
tion of A3G. The good news is that both A3G 
and the viral Vif protein represent promising 
targets for therapy. Drugs that inhibit Vif or 
otherwise protect A3G from degradation would 
theoretically render human cells resistant to 
HIV infection. 

Just this year Paul D. Bieniasz of the Aaron 
Diamond AIDS Research Center in New York 
City and John C. Guatelli of U.C.S.D. and their 
teams independently identified a second cellular 
restriction, named tetherin, that prevents the re-
lease of new copies of the virus from infected 
cells. The virus has evolved a defense against 
tetherin, too—in this case, the viral Vpu pro-
tein. Drugs that stymie Vpu could prevent HIV 
from spreading to new cells. 

Basic research will probably continue to re-
veal novel therapeutic targets, which could lead 
to the development of new antiviral agents that  
hit HIV in multiple ways. If we can design drugs 
that complement and intensify the effects of ex-
isting therapies, we may finally be able to de-
plete the all-important latent reservoir and erad-
icate the virus. To that end, larger studies ex-
ploring the impact of long-term therapy 
in tensification on the virus are currently under 
way, with results expected within the next two 
years. Those findings should tell us whether  
the eradication of HIV from an infected in-
dividual is a realistic goal. We wait with great 
anticipation. ■

to undetectable levels. The slope of decay is fair-
ly consistent from patient to patient, which re-
searchers have taken to mean that the therapies 
thoroughly forestall viral replication. Yet recent 
studies have shown that intensifying existing 
drug regimens with raltegravir, a new drug that 
targets a viral enzyme not hit by earlier agents 
(the viral integrase enzyme, which stitches HIV 
DNA into the cells’ own DNA), actually accel-
erates the viral decay. This success suggests that 
infected cells can probably be hit faster and 
more effectively than is now the case. If that sur-
mise is correct, the work also implies that inten-
sifying HIV therapy even further might limit the 
size of the original latent reservoir, block its lat-
er restocking and—dare we hope—lower repli-
cation so much that the immune system really 

➥  more To 
explore

Macrophages Are the Principal 
Reservoir and Sustain High Virus 
Loads in Rhesus Macaques after 
the Depletion of CD4+ T Cells by  
a Highly Pathogenic Simian Immu-
nodeficiency Virus/HIV Type 1  
Chimera (SHIV): Implications  
for HIV-1 Infections of Humans.  
T. Igarashi et al. in Proceedings of the 
National Academy of Sciences USA, 
Vol. 98, No. 2, pages 658–663;  
January 16, 2001.

Isolation of a Human Gene That  
Inhibits HIV-1 Infection and Is Sup-
pressed by the Viral Vif Protein.  
A. M. Sheehy et al. in Nature, Vol. 418, 
pages 646–650; August 8, 2002.

Antiretroviral Therapy with the  
Integrase Inhibitor Raltegravir  
Alters Decay Kinetics of HIV, Sig-
nificantly Reducing the Second 
Phase. J. M. Murray et al. in AIDS,  
Vol. 21, No. 17, pages 2315–2321;  
November 12, 2007.

Tetherin Inhibits Retrovirus  
Release and Is Antagonized by 
HIV-1 Vpu. S.J.D. Neil et al. in Nature, 
Vol. 451, pages 425–430; January 24, 
2008.

PROMISINg TREATMENT APPROAChES

POTENTIAL DRUG TARGETS

Vif (viral infectivity factor)
A cellular protein called A3G undercuts  
HIV’s viability by dramatically mutating  
its genes. But HIV’s Vif protein interferes. 
Inhibition of Vif or some other way of 
shielding A3G should allow A3G to carry  
out its antiviral tasks.

LEDGF (lens epithelium-derived 
growth factor)
In HIV-infected cells, LEDGF, a cellular 
protein, helps integrase to splice HIV DNA 
into the cell’s genome. Some findings 
indicate that LEDGF inhibition reduces  
HIV replication.

CHROMATIN (complexed DNA  
and protein that composes 
chromosomes)
Drugs called chromatin remodelers would 
alter the organization of chromatin in 
dormant infected T cells in a way that 
activates synthesis of HIV proteins—a step 
that would render the cells visible to  
the immune system and susceptible  
to attack. 

Vpu (viral protein U)
HIV-infected cells tether newly made virus  
to the surface, but HIV’s Vpu protein sets it 
free. A Vpu inhibitor should keep the virus 
from spreading to other cells.

Infected cells can 
probably be hit 
faster and more 
effectively than  
is now the case.
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TIC-TAC-TOE-PLAYING COMPUTER consisting 
of DNA strands in solution demonstrates 
the potential of molecular logic gates.

information science 
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By Joanne Macdonald, Darko Stefanovic and Milan N. Stojanovic

Logic gates made of DNA could one day operate in 
your bloodstream, collectively making medical 
decisions and taking action. For now, they play a 
mean game of in vitro tic-tac-toe
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From a modern chemist’s perspective, the 
structure of DNA in our genes is rather 
mundane. The molecule has a well-known 

importance for life, but chemists often see only 
a uniform double helix with almost no function-
al behavior on its own. It may come as a surprise, 
then, to learn that this molecule is the basis of a 
truly rich and strange research area that bridges 
synthetic chemistry, enzymology, structural 
nanotechnology and computer science. 

Using this new science, we have constructed 
molecular versions of logic gates that can oper-
ate in water solution. Our goal in building these 
DNA-based computing modules is to develop 
nanoscopic machines that could exist in living 
organisms, sensing conditions and making deci-
sions based on what they sense, then responding 
with actions such as releasing medicine or kill-
ing specific cells.

We have demonstrated some of the abilities of 
our DNA gates by building automata that play 
perfect games of tic-tac-toe. The human player 
adds solutions of DNA strands to signal his or 
her moves, and the DNA computer responds by 
lighting up the square it has chosen to take next. 
Any mistake by the human player will be pun-
ished with defeat. Although game playing is a 
long way from our ultimate goals, it is a good 
test of how readily the elementary molecular 
computing modules can be combined in plug-
and-play fashion to perform complicated func-
tions, just as the silicon-based gates in modern 
computers can be wired up to form the complex 
logic circuits that carry out everything that com-
puters do for us today.

Dissolved Doctors
Near the end of 1997 two of us (Stojanovic and 
Stefanovic) decided to combine our individual 
skills in chemistry and computer science and 
work on a project together. As friends from ele-

mentary school in Belgrade, Serbia, we hap-
pened to be having dinner, and, encouraged by 
some wine, we considered several topics, includ-
ing bioinformatics and various existing ways of 
using DNA to perform computations. We decid-
ed to develop a new method to employ molecules 
to compute and make decisions on their own.

We planned to borrow an approach from 
electrical engineering and create a set of molec-
ular modules, or primitives, that would perform 
elementary computing operations. In electrical 
engineering the computing primitives are called 
logic gates, with intuitive names such as AND, 
OR and NOT. These gates receive incoming 
electrical signals that represent the 0s and 1s of 
binary code and perform logic operations to 
produce outgoing electrical signals. For instance, 
an AND gate produces an output 1 only if its 
two incoming inputs are both 1. Modern-day 
computers have hundreds of millions of such 
logic gates connected into very complex circuits, 
like elaborate structures built out of just a few 
kinds of Lego blocks. Similarly, we hoped that 
our molecular modules could be mixed together 
into increasingly complex computing devices.

We did not aim, however, to compete with sil-
icon-based computers. Instead, because Sto-
janovic had just finished a brief stint with a phar-
maceutical company, we settled on developing a 
system that could be useful for making “smart” 
therapeutic agents, such as drugs that could sense 
and analyze conditions in a patient and respond 
appropriately with no human intervention after 
being injected. For example, one such smart 
agent might monitor glucose levels in the blood 
and decide when to release insulin. Thus, our 
molecular logic gates had to be biocompatible.

Such molecular modules could have innumer-
able functions. For instance, in diseases such as 
leukemia, numerous subpopulations of white 
blood cells in the immune system display char-

KEY CONCEPTS
n   DNA molecules can act  

as elementary logic gates 
analogous to the silicon-
based gates of ordinary 
computers. Short strands 
of DNA serve as the gates’ 
inputs and outputs.

n   Ultimately, such gates 
could serve as dissolved 
“doctors”—sensing mole-
cules such as markers on 
cells and jointly choosing 
how to respond.

n   Automata built from these 
DNA gates demonstrate 
the system’s computation-
al abilities by playing  
an unbeatable game of  
tic-tac-toe.

 —The Editors
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very analogous to the workings of silicon logic 
gates. Nevertheless, DNA clearly had a lot of po-
tential for biocompatible computation, and a 
couple of other advances gave us the tools to in-
vent our own brand of DNA logic gates.

First, in 1995 Gerald F. Joyce of the Scripps 
Research Institute in La Jolla, Calif., developed 
a method for producing enzymes made out of sin-
gle strands of DNA that cut other pieces of sin-
gle-stranded DNA into two segments. These so-
called deoxyribozymes have two short arms that 
will bind only to another stretch of DNA that has 
the correct complementary sequence of bases, so 
they are very specific about which substrate DNA 
strands they will cleave [see box on page 88].

Special dye molecules attached to each end of 
the substrate strands enable laboratory workers 
to monitor the cleaving process. At one end of 
the substrate, the dye molecule is a “quencher,” 
which prevents the fluorescent marker dye at the 
other end from fluorescing as long as the strand 
remains intact, keeping the quencher close 
enough to be effective. After the strand is cut, its 
two pieces move apart and the marker dye mol-
ecule can fluoresce unhindered. As the work of 
the DNA enzymes progresses, cutting more and 
more strands, the solution gradually lights up 
with the marker dye’s fluorescent color.

The other key advance came soon after our 
initial planning, when Ronald R. Breaker of Yale 
University reported a way to integrate a deoxyri-
bozyme with molecular groups acting as recog-
nition modules. These modules work like sensors 
that either activate or inhibit their attached DNA 
enzyme when the correct input molecule is bound 
to them. Breaker even combined two such mod-
ules in a construct that could serve as an AND 
gate with two small input molecules. Very in-
triguingly, his group has found that such two-
sensor constructs have been used by natural ri-
boswitches—molecules made of RNA used by 
bacteria to control which of their genes actively 
produce proteins [see “The Power of Riboswitch-
es,” by Jeffrey E. Barrick and Ronald R. Breaker; 
Scientific American, January 2007].

We saw that we could build our logic gates out 
of DNA enzymes integrated with controlling sen-
sor modules designed to recognize short DNA 
strands having specific base sequences. The DNA 
strands would thus act as inputs to the logic gates 
(an input of 1 if the strand is present; 0 if it is ab-
sent), and the gates’ enzymes would output “1” 
by cleaving other DNA strands in the solution. 
With DNA serving as both inputs and outputs, 
our gates could in principle be chained together 

acteristic markers on their cell surfaces, depend-
ing on the cells’ lineage and their stage of devel-
opment. Present-day therapies using antibodies 
eliminate large numbers of these subpopulations 
at once, because they target only one of the sur-
face markers. Such indiscriminate attacks can 
suppress the patient’s immune system by wiping 
out too many healthy cells, leading to serious 
complications and even death. Molecular mod-
ules capable of working together to sense and 
analyze multiple markers—including perform-
ing logical operations such as “markers A and 
either B or C are present, but D is absent”—

might be able to select the specific subpopula-
tions of cells that are diseased and growing out 
of control and then eliminate only those cells.

Another application of our modules could be 
in the analysis of DNA, looking for a large array 
of possible genetic mutations or identifying one 
of a wide variety of microbiological pathogens. 
Our most advanced tic-tac-toe-playing automa-
ton combines 32 different short DNA sequences 
(oligonucleotides). That many logic gate inputs 
could analyze four billion possible combinations 
of oligonucleotides and partition them into thou-
sands of patterns, each pattern being character-
istic of certain pathogens or genotypes.

Molecular Logic
Researchers reported logic gates based on syn-
thetic molecules as long ago as the early 1990s. 
In 1993, for instance, A. Prasanna de Silva and 
his collaborators at Queen’s University Belfast 
made AND gates out of small organic molecules 
that would fluoresce only if both hydrogen ions 
(from acid) and sodium ions were bound to 
them. In 1997 J. Fraser Stoddart, now at North-
western University, and his co-workers made 
“exclusive OR” (XOR) gates, in which the mol-
ecules fluoresced in the presence of either, but 
not both, of the inputs (in this case, hydrogen 
ions and molecules called amines). These exam-
ples, however, were not biocompatible, because 
they required concentrations of acid and other 
compounds that would harm living cells.

In the mid-1990s other researchers exploited 
DNA’s ability to store information in its se-
quence of bases—the molecules conventionally 
abbreviated as A, T, G and C, which pair up to 
form the rungs connecting the two strands of the 
famous double-helix structure. Their tech-
niques, however, were very different from the 
kind of system we envisaged, namely, one in 
which molecular logic gates floating in solution 
would process inputs and outputs in a fashion 

other dna 
computers
Researchers over the years 
have devised several ways to 
perform computations by 
exploiting DNA’s ability  
to store information in its  
sequence of bases.

1994: Leonard M. Adleman  
of the University of Southern 
California solved a puzzle 
known as the Hamiltonian path 
problem by encoding all the 
possible solutions (both correct 
and incorrect) on a large num-
ber of DNA molecules and  
carrying out a series of steps to 
isolate the molecules with the 
correct solution [see “Comput-
ing with DNA,” by Leonard M. 
Adleman; Scientific AmericAn, 
August 1998].

1995: Erik Winfree, now at the 
California Institute of Technolo-
gy, proposed that tiles made  
of DNA could be designed to 
perform computations by self-
assembling into two-dimension-
al structures [see “Nano-
technology and the Double 
Helix,” by Nadrian C. Seeman; 
Scientific AmericAn, June 2004].

2004: Ehud Shapiro of the 
Weizmann Institute of Science 
in Rehovot, Israel, and Yaakov 
Benenson of Harvard Universi-
ty, building on a proposal by 
Paul W. K. Rothemund of 
Caltech, developed a “doctor in 
a cell.” Enzymes operating on 
DNA analyzed whether a com-
bination of RNA molecules 
indicative of a disease was 
present in the solution and 
responded by releasing another 
molecule as a model for a drug 
[see “Bringing DNA Computers 
to Life,” by Ehud Shapiro and 
Yaakov Benenson; Scientific 
AmericAn, May 2006].
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stem will block the enzyme’s activity. We call 
this structure a sensor or a YES gate because 
adding the input strand (say, “input X”) for the 
stem-loop controller opens the stem, exposing 
the enzyme’s substrate-matching region and al-
lowing it to function. The enzyme’s output (spe-
cific cleaved strands of DNA) in essence says, 
“YES, input X is present.”

Adding a second stem-loop with a different 
loop sequence (Y) on the other of the enzyme’s 
two arms yields an AND gate. Only if input X 
AND input Y bind to it can the enzyme function 
and cleave DNA [see box on page 89].

We make an inhibitory controller—one that 
will deactivate the enzyme when the correct in-
put binds to the loop—by plugging a stem-loop 
sequence into the “back” of the enzyme. Now 
when the stem is closed, the enzyme is intact and 
produces output. The relevant input strand will 
open the stem-loop and deform the enzyme 
enough to inactivate it. Of course, this inactiva-
tion will not remove output strands already pro-
duced by the gate, so in isolation this NOT gate 
does not function as conveniently as an electron-
ic NOT gate. But the NOT unit comes into its 
own when combined with the AND gate struc-
ture. The resulting gate, which we call AND-

to form complex circuits. Like wires in electrical 
circuits, the base sequences of the sensors and the 
enzymes would control which gates’ outputs 
“connected” to which inputs, even as all the gates 
sloshed around independently in a test tube.

After some less than successful attempts us-
ing other designs, we settled on DNA structures 
known as stem-loops for our recognition mod-
ules. Sanjay Tyagi and Fred Kramer, both at the 
Public Health Research Institute in Newark, 
N.J., had reported that stem-loops switch be-
tween two shapes, or conformations. In the 
closed conformation the DNA strand making up 
the stem-loop folds onto itself, and the two ends 
zip together, forming a stem along with a loop of 
unzipped DNA, like the outline of a lollipop. An 
input DNA strand consisting of the sequence of 
bases complementary to the loop will bind to it, 
but in forming a stretch of the familiar double 
helix it pries the stem apart—the double-helical 
DNA cannot form a tight enough curve to main-
tain the closed loop.

Depending on how we attach a stem-loop to 
a DNA enzyme, opening the loop may either ac-
tivate or inhibit the enzyme’s activity. If one of 
the enzyme’s two substrate-matching arms 
serves as one side of the stem, then the closed 
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jObS FOR INTEllIgENT DNA
[APPLICATIONs]

DNA logic gates could have many applications, ranging from medical treatments to counterterrorism.

INJECTAbLE PANCREAs
Logic gates operating in the bloodstream of  
a diabetic patient could monitor glucose levels  
and release insulin when appropriate.

TARGETED TREATMENT
Gates that sense different markers on white blood 
cells and combine their data could target leukemia 
cells for destruction while sparing healthy cells that 
may have some but not all the same markers.

COUNTERTERRORIsM
DNA-based chemical sensors, along with DNA logic 
gates, could sniff out previously unknown nerve 
agents such as Soviet-made “novichok” chemicals 
as well as more familiar ones such as sarin.
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AND-NOT, produces output only if inputs X 
AND Y AND NOT Z are present. That func-
tion, also known as an INHIBIT gate, turned out 
to be very useful for our tic-tac-toe automata.

The most important aspect of our system is 
that it is highly modular. We can use hundreds 
and theoretically millions of different base se-
quences for the inputs, and we can also change 
the sequences of the output strands. We could 
even switch the underlying enzyme to be a ligase, 
one that joins together short strands to produce 
longer ones. Indeed, Andrew D. Ellington’s 
group at the University of Texas at Austin has 
studied ligase-based switches extensively.

The functioning of the gates is also autono-
mous. That is, once we trigger a computation by 
adding the input to the solution, no more human 
intervention is required. In essence, DNA mol-
ecules make the decisions on their own, based 
on whatever inputs they receive.

Our gates do have some significant differenc-
es, however, from the silicon-based logic in elec-
trical circuits. First, we cannot reset our gates. 
Once an input strand is bound to a stem-loop 
controller, it tends to remain there for the rest of 
the computation. Nor can the cleaved oligonu-
cleotide output strands be reassembled. Our ul-
timate biomedical goals do not require a gate-re-
set function, but it would be useful for potential 
molecular robotics applications (involving mov-
ing parts). We are exploring the use of ligase en-
zymes to reassemble output strands.

Second, electronic gates have a threshold 
voltage at which their switching happens, and 
their outputs are tied to specific voltages so that 
they cannot linger at an intermediate voltage. 
Thus, the 0s and 1s are well defined, and the log-
ic is truly digital. Solutions of our gates, in con-
trast, change in continuous fashion between the 
inactive and the fully active forms depending on 
how many inputs we add to the fluid. This be-
havior would be important if we were attempt-
ing to build the molecular equivalent of a per-
sonal computer, but it does not matter for many 
biomedical applications.

DNA Plays Tic-Tac-Toe
With a general approach to constructing molec-
ular logic gates in our hands, we looked for an 
objective test of their ability to compute. We 
wanted to apply our logic gates in a situation in 
which everyone would immediately see that the 
molecules were making decisions. A traditional 
test for a new computer system is to make it play 
a game of strategy. The rules of a game provide 
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MOlECulAR MODulES
[WORKING PARTs]

To perform as logic gates analogous to silicon ones, a technology must produce specific 
outputs in response to a variety of inputs. DNA enzymes and recognition modules 
provide these output and input functions for a system based on DNA in solution.

OUTPUT ENZYME
A DNA enzyme called a de-
oxyribozyme (top) consists of 
single-stranded DNA folded 
into a “core” structure with 
arms at each end that can 
bind to a substrate DNA 
strand that has the comple-
mentary sequences of bases 
separated by a specific se-
quence of three other bases 
(dark gray). The enzyme 
cleaves the strand into two 
pieces (bottom). The process 
can be monitored by attach-
ing a fluorescent molecule  
at one end of the substrate 
strands and a quencher mol-
ecule at the other end. The 
quencher molecule blocks 
fluorescence until the cleav-
ing of the strand takes it  
out of range.

INPUT sENsOR
In a DNA structure called a stem-loop, the DNA folds onto itself and zips together to form  
a double-stranded stem with a single-stranded loop ( left). When a matching input strand  
binds to the loop, it pries the stem apart (right).

DEOxYRIbOZYME

substrate 
binding 
region

Enzyme 
core

substrate

Cleaved substrate

CLOsED sTEM-LOOP OPEN sTEM-LOOP

Input

Input 
binding 
region

Fluorescent 
group

Quencher 
group

●1 ●2 ●3

sENsOR GATE
A stem-loop attached to the arm of an enzyme blocks the enzyme’s function (1) until an input DNA 
strand opens the controller and exposes the arm (2), enabling the enzyme to bind and cleave sub-
strates (3). This structure is also called a YES gate because it signals, “Yes, the input is present.”
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a challenge with a straightforward measure of 
success: the system will either be able to play the 
game or not. Game-playing ability is intimately 
connected with general computational ability.

We chose the classic children’s game of tic-
tac-toe for our demonstration. In this game, 
played on a 3  3 grid, two players try to put 
three marks in a row while blocking the oppo-
nent from doing the same. Tic-tac-toe is one of 
the simplest two-player games of perfect infor-
mation, meaning that a player knows everything 
that there is to know about the state of the game 
at each move (unlike, for instance, most card 
games, in which rivals’ cards are unknown). Tic-
tac-toe will always end in a draw if both parties 
play well, but our device will exploit any mistake 
the opponent makes.

The game is simple enough that we can en-
code all decision making into logic operations 
that examine only the opponent’s moves. That 
is, when you are using a fixed strategy, even if 
you remember only what your opponent’s moves 
have been, you can work out what your own past 
moves must have been and therefore what the 
current board position is and what your strategy 
dictates as your next move. We condensed that 
chain of reasoning down to a network of logic 
gates that takes the opponent’s moves as inputs 
and produces your next move as the output. In 
2002 we set out to build just such a network out 
of DNA logic gates, a tic-tac-toe-playing autom-
aton that we christened MAYA (molecular array 
of YES and AND-AND-NOT gates).

MAYA consists of nine wells corresponding 
to the squares of the tic-tac-toe grid. Each well 
contains its own precisely defined set of DNA 
logic gates in solution [see box on next page]. 
The enzymes of these gates are all designed to 
cleave the same substrate DNA strand, which is 
also in all the wells, but they require magnesium 
ions to function. Thus, adding magnesium ions 
stirs MAYA into action. Because the enzymes in 
the central well have no stem-loop controllers on 
them, they start cleaving the substrate immedi-
ately. The fluorescence from the central well in-
creases, signaling that MAYA has taken the cen-
tral square as the opening move.

The human (let’s call him Harry) has eight in-
put strands (one for each of the eight remaining 
squares) for inputting his moves. The base se-
quences of these strands are complementary to 
the sequences on the stem-loops that control 
MAYA’s DNA gates. To move in square 4, for 
instance, Harry adds input 4 to all nine of  
MAYA’s wells. MAYA signals its move in re-

HOW DNA COMPuTES
[LOGIC GATEs]

Combining DNA enzymes with stem-loop controllers yields a variety of fundamental 
logic gates that use short strands of DNA as both inputs and outputs. The cleaving 
action of the enzyme produces the strands that serve as the gate’s output of 1. No 
cleaving is an output of 0.

AND GATE
A logical AND gate has two inputs and produces an output of 1 only if both inputs are 1. A deoxy-
ribozyme with a stem-loop on each of its arms acts as an AND gate. The closed stems disable the 
enzyme (left), and only when both loops’ matching input strands are added can the enzyme 
cleave substrates (middle). Truth table (right) summarizes the gate’s function. 

AND-AND-NOT GATE
A stem-loop controller on the “back” of a deoxyribozyme acts as a NOT 
input that inhibits the enzyme when the matching input strand is pres-
ent. If the stem-loop’s input strand is not present (0), the stem remains 
closed and the enzyme cleaves substrates to produce output strands, 
provided that the enzyme’s arms are free (left). When the input strand 
binds to the controller, the stem opens, deforming the enzyme core and 
rendering it inactive (middle). A deoxyribozyme with controllers on 
both arms and its back thus behaves as an AND-AND-NOT gate. The  
enzyme is active, cleaving substrates and thus producing the 1 output, 
only if inputs X (blue) AND Y (purple) AND NOT Z (yellow) are present.
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stricted Harry’s first move to be either the upper 
left corner (square 1) or the left side (square 4). 
Those two moves are representative of all the 
moves that Harry might make in response to 
MAYA’s opening move in the center because the 
board is symmetric. If he moved somewhere else, 
the board could be rotated to make it a move in 
either square 1 or 4. With that restriction, the 
strategy we chose for MAYA allows 19 different 
possible games to be played. In one of the games, 

sponse by turning on the fluorescence in another 
of the wells.

As the game progresses, each well contains in-
put strands representing all Harry’s moves, and 
the combination of gates in each well processes 
those inputs. After every move, one of the wells 
contains a gate that the last input triggers in com-
bination with the previous inputs. That well 
lights up to indicate a move by MAYA.

To simplify MAYA’s programming, we re-

1 2 3

4

7 8 9

5

5

1 3 2

6

4

1

4
4

Mg+

9 7
4 9 7 9

1

2

6 7

1

8 9

6

1 2

6

1 3

6

1 8

6

1 7

6

1 9

9

4 2

9

4 3

9

4 7

9

4 6
4

7 97

6 9

1

2 9

7

2 6

7

6 8
9

4 8

4

7 8

1

7 9

1 6 4 9

to
m

m
y 

m
o

o
rm

a
n

PlAYINg TIC-TAC-TOE WITH DNA
[PROOF OF PRINCIPLE]

The first-generation automaton, MAYA-I, proves the potential of DNA logic gates by playing a perfect game of tic-tac-toe, albeit with some 
restrictions to simplify its programming. MAYA plays first, selecting the central square (5), and the human player’s first move must be in either  
the upper left corner (square 1) or the left side (square 4).

MAYA-I’s sTRUCTURE
The computer’s 3  3 array of wells contains a variety 
of molecular gates in solution, along with substrate 
strands (not shown). In wells where any enzymes  
become active, the cleaved substrates fluoresce red. 
The “gate” in the central well is a DNA enzyme with 
no stem-loop controllers.

ExAMPLE GAME
The human, “Harry,” adds magnesium 
ions to all nine wells to switch MAYA on. 
The enzymes in well 5 cleave substrate 
strands, and the well lights up, signaling 
MAYA’s opening move (X).

For his first move, Harry takes square 4. 
He tells MAYA by adding input strand 4 to 
all the wells. 

Input strand 4 activates the YES-4 gates in 
well 1, which lights up; MAYA has taken 
square 1 for its second move. 

To block MAYA from taking the diagonal, 
Harry takes square 9 by inputting strand 9 
to all the wells. 

His two inputs activate the 4-AND-9 gates 
in well 3; MAYA takes that square.

Harry desperately tries blocking MAYA  
by taking square 7. 

Unfortunately for Harry, his inputs now 
activate the 7-AND-9-AND-NOT-1 gate in 
well 2 (he has not added strand 1), and 
MAYA takes that square to win.
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ently within a mixture than they did on their 
own, necessitating other redesigns. Finally, after 
three consecutive summers and many Saturdays, 
through some changes of inputs and many small 
adjustments of gate sequences and concentra-
tions, our team had a system in which we could 
clearly distinguish active and inactive gates in all 
wells, for all the games, reproducibly.

Implications
Integrating more than 100 molecular logic com-
ponents in a single system represented a substan-
tial milestone. In the jargon of electronics, 
MAYA-II is the first “medium-scale integrated 
molecular circuit.” Our work on a device of such 
complexity let us refine our deoxyribozyme log-
ic gates as plug-and-play computing primitives. 
New efforts in our laboratories now proceed 
more smoothly with existing components, and 
we can design gates that usually work immedi-
ately without needing any fine-tuning.

We could integrate our method with other 
molecular computing approaches developed re-
cently. For example, Erik Winfree’s group at the 
California Institute of Technology came up with 
impressive “strand displacement cascades,” 
which could be used to analyze mixtures of oli-
gonucleotides in a similar fashion. In this 
scheme, strands of DNA combine, joining and 
displacing one another mostly without the 
need for any catalysts analogous to the DNA 
enzymes of our gates. Winfree’s system has 
been demonstrated with a cascade of five 
units. In comparison, our present system suffers 
from becoming prohibitively slow if three layers 
of gates are combined. MAYA-II, for all its com-
plexity, functions as a single layer of gates and 
takes around 15 minutes to carry out a move.

For our decision-making molecules, we are 
now very confident about putting many gates to-
gether, and tasks representing fresh challenges 
beckon. We hope one day to report a mixture of 
molecules that can be taught a strategy by play-
ing example games with them or by introducing 
some selection to eliminate the gates that encode 
losing strategies. We might then develop autom-
ata that we can train to recognize cancer cells.

But perhaps the most important next step of 
our program is to incorporate new primitives to 
carry out more functions, such as sensing and 
moving (or “actuating”). These are automata 
that would take action based on the presence of 
a given input. Our plug-and-play system would 
then be moving well beyond “play” and would 
be ready for some real work.  n

Harry plays perfectly and the game ends in a 
draw. In the remaining 18 games, MAYA ex-
ploits his mistakes and wins.

To work out all the required gates for the au-
tomaton, we considered every move in all 19 
games and determined which gates would pro-
duce the desired move. The hardest part was 
matching the strategy requirements with our 
logic-gate technology. Although our gates are 
designed to output DNA strands that could in 
principle serve as inputs to other gates, for 
MAYA we chose to avoid relying on that feature 
and the extra complications it might engender. 
Altogether we took less than three months to de-
sign and develop MAYA and fully test all 19 
games in the laboratory.

MAYA-II
Not content with MAYA’s limitations, we built 
an unrestricted version, MAYA-II. We also 
made MAYA-II more user-friendly, displaying 
both players’ moves in two different fluorescent 
colors. The automaton still goes first and claims 
the middle square, but Harry the human can 
then take any of the remaining eight squares. 
MAYA-II plays four times as many possible 
games as MAYA, winning 72 of them and draw-
ing four.

We wrote a computer program (for a stan-
dard silicon-based computer) to determine an 
appropriate arrangement of logic gates. The re-
sulting design calls for 128 different logic gates, 
96 for deciding and signaling the automaton’s 
moves using red fluorescence and 32 to highlight 
Harry’s moves in green fluorescence.

The sheer size of this automaton made build-
ing and testing MAYA-II an enormous chal-
lenge. One of us (Macdonald) led the project and 
trained several high school students to test au-
tomata, mostly during summers and on Satur-
days. The students checked all 76 games multi-
ple times. They had to make changes in MAYA-
II’s design to deal with several problems (and 
then recheck all the games after each tweak).

Our chief concern going into the project was 
that some sequences might bind in unintended 
places. Our computer-modeling tools were not 
advanced enough to be able to predict such dif-
ficulties. In fact, spurious binding was relatively 
rare. Instead the more serious problem turned 
out to be individual gates cleaving their sub-
strates at different rates. We (or, rather, our stu-
dents) had to adjust concentrations and struc-
tures to correct for this variability. We also 
quickly discovered that some gates acted differ-

➥  more to 
explore

A Deoxyribozyme-based Molecu-
lar Automaton. Milan N. Stojanovic 
and Darko Stefanovic in Nature Bio-
technology, Vol. 21, No. 9, pages 
1069–1075; September 2003.

Medium scale Integration of  
Molecular Logic Gates in an  
Automaton. Joanne Macdonald et al. 
in Nano Letters, Vol. 6, No. 11, pages 
2598–2603; November 2006.

MAYA II, a second-Generation Tic-
Tac-Toe Playing Automaton. Online 
at http://tinyurl.com/4mvbnm

Eric Winfree’s home page:  
www.dna.caltech.edu/~winfree

maYa-II
The second generation of  
the authors’ tic-tac-toe-play-
ing DNA computer, MAYA-II, 
goes beyond MAYA-I in  
several respects.

The human player may make 
any legal move in response to 
MAYA-II’s opening move, 
increasing the number of possi-
ble games to 76. MAYA-II wins 
72 of them and draws 4.

32 logic gates cleave green- 
fluorescing substrates to high-
light the human’s squares.

96 logic gates compute 
MAYA-II’s moves and indicate 
them with red fluorescence. A 
computer program designed 
the arrangement of gates. 
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You or someone you know has probably 
had an internal malady examined with a 
magnetic resonance imaging (MRI) ma-

chine. Lying in the claustrophobic confines of the 
room-size magnetic doughnuts that make MRI 
possible can be stressful, but the diagnostic value 
of the resulting high-contrast pictures of the var-
ious soft tissues inside the body makes up for any 
angst. A more generalized version of the tech-
nique, nuclear magnetic resonance (NMR), also 
offers enormous benefits, enabling scientists to 
characterize the chemical compositions of mate-
rials as well as the structures of proteins and oth-
er important biomolecules without having to 
penetrate the objects under study physically. 

But doctors and scientists have long yearned 
for portable NMR devices that could be used 
outside the laboratory. They have envisioned, for 
example, paramedics using a helmetlike MRI 
scanner to pinpoint blood clots in the brain of a 
stroke victim while still inside a speeding ambu-
lance. And they have imagined a handheld NMR 
spectroscope that could discern the chemical 
makeup of pigments, thus permitting art experts 
to distinguish old-master paintings hanging in 
museums and galleries from modern fakes. 

Researchers are nowhere near producing the 
all-purpose “tricorder” of television’s Star Trek 
fame, but Peter Blümler—a former doctoral stu-
dent of mine—and I took some of the first baby 
steps toward a portable NMR device in 1993, 
when we were both at the Max Planck Institute 

for Polymer Research in Mainz, Germany. Our 
effort eventually resulted in a small materials-
testing tool that provides useful findings to in-
vestigators out in the field. Since then, other 
workers in the now budding discipline of  
“mobile NMR” have been building on our ini-
tial approach and those of others to develop  
a wide range of related technologies that pack 
increasingly powerful analytical and imaging 
capabilities.

The Simplest NMR
Fifteen years ago, when Blümler and I first began 
to speculate half-jokingly on the simplest setup 
that could produce a practical NMR signal, the 
entire notion was indeed rather laughable. Most 
researchers were moving in the opposite direc-
tion—designing ever more complex NMR mea-
surement protocols to provide ever finer details 
about the structure of objects and matter. But 
our earlier efforts to develop MRI techniques for 
polymer materials had taught us that the costly 
and bulky magnets—and the uniform, or homo-
geneous, fields they create—are not always need-
ed for successful imaging. 

KEY CONCEPTS
■   Odiametum dolore ting 

eumsandio cor ad Bor in 
utatum vulput wisi eum eu 
feum quam.

■   Equat acipit, vullaoreet irit 
lorpercin henisismodit ul-
putem ipit nonsequ isisci 
eriliquat.

■   Um zzriurem vulputatet 
praesse magna consequis 
nit diatiscidui eum eu 
quam, quipis nosto odi-
ametum dolore ting eum-
sandio cor ad dolore del 
ullutat dolortio euis ac-
cumsandit, conse feu fac-
cummy nia.

 —The Editors

innovations

KEY CONCEPTS
■   Scientists have for decades 

used nuclear magnetic  
resonance (NMR) systems 
to investigate the chemical 
composition of materials 
without damaging them. 
And physicians have em-
ployed essentially the same 
technique, using magnetic 
resonance imaging (MRI) 
machines to view inside  
the human body. 

■   NMR and MRI machines 
are large. But researchers 
have now developed por-
table versions. A good ex-
ample is the NMR-MOUSE, 
which has found applica-
tions in the control of man-
ufacturing processes, the 
nondestructive testing of 
materials, archaeology and 
art conservation.

■   Ongoing research could 
lead to improved, special-
ized versions, including 
perhaps a football-helmet-
like brain scanner that 
could operate in a speed-
ing ambulance.

 —The Editors

The Incredible Shrinking 
Scanner

A portable version of a room-size nuclear magnetic resonance 
machine can probe the chemistry and structure of objects  
ranging from mummies to tires By Bernhard Blümich

 examining a Painting with the nmR-mOUSe,  
a portable materials analyzer (inside a positioning 
frame), allows eleonora Del Federico of Pratt 
institute to discriminate among the layers of 
varnishes, paints, gesso and the can   vas backing to 
determine the work’s state of conservation.
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We realized that the weaker and nonuniform, 
or inhomogeneous, magnetic fields of cheap per-
manent magnets (though some 20 to 50 times 
stronger than those that adorn refrigerators) 
could likewise produce data that could clearly 
distinguish among regions of different varieties 
of soft matter. Blümler soon came up with a de-
sign for a device that would yield the basic infor-
mation contained in a single pixel of a conven-
tional magnetic resonance image. Thinking that 
we could shift it around like a computer mouse 
to scan sizable objects, we named it NMR-
MOUSE, for nuclear magnetic resonance mo-
bile universal surface explorer.

The most intriguing aspect of our invention 
was that it promised to be potentially as small as 
a coffee cup, which would make it easy to move 
around. And unlike conventional NMR, which 
limits the maximum size of samples to some-
thing smaller than the big bore diameters of the 
toroidal magnets it uses, our system could be po-
sitioned on the surface of arbitrarily large ob-
jects to look inside them. 

But the NMR-MOUSE’s highly inhomo ge-
neous magnetic field was a problem. According 
to the textbook knowledge of the time, it would 
eliminate the possibility that the tool would be 
able to provide chemical analyses of materials.

Patient 
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How nuclear magnetic Resonance Works
Nuclear magnetic resonance (NMR) technology exposes objects to a magnetic field and pulses of radio-frequency (RF) energy. 
Analysis of a material’s response to those inputs can reveal both the constituent molecules and such properties as the substance’s 
strength or hardness. Huge magnetic resonance imaging (MRI) machines common in hospitals (right) are a form of NMR device. 

●1  magnetiZeD SPin gROUP  ●2  SPin HaS aBSORBeD RF eneRgy ●3  SPin HaS ReLeaSeD RF eneRgy

●1  RanDOm ORientatiOn ●2  magnetiZeD SPinS aLign. . . ●3  . . . anD PReCeSS Like tOPS StanDaRD mRi maCHine 

Hydrogen  
nucleus 
(spin)

Magnetic 
field

Circle of 
precession

Magnetic 
field

Circle of 
precession

Incoming  
RF pulse

Outgoing 
RF pulse

Single, unpaired protons (here, hydrogen nu-
clei) spin on their axes along random orienta-
tions. The motion of the positively charged 
protons (known as spins) makes them act as 
if they are tiny bar magnets.

Magnetized spins precess along random 
orientations in the magnetic field. When a 
coil in the NMR machine sends an RF pulse 
toward the group, only a spin that precesses 
at a rate and phase that matches the pulse’s 
frequency can absorb its energy.

Absorption causes the spin to flip 180 de-
grees. All nuclei that interact with the RF 
pulse in the same way absorb its energy 
and flip 180 degrees. The machine’s coil 
picks up the signal induced by the magne-
tization caused by these changes in spin 
precession and feeds it to a computer.

At random intervals, flipped spins  
release the absorbed RF energy and  
return to their original (prepulse)  
orientations. 

Results  

The computer registers the time 
it takes for each type of spin to 
release the absorbed radio ener-
gy (T1 graph). The system can 
also monitor the precessing 
spins as they fall randomly out 
of sync (T2 graph). At the same 
time, it records the precession 
frequency of the spins of differ-
ent chemical groups, which are 
summarized by a value called 
the chemical shift. The shift 
forms the basis of NMR spectra 
plots that identify constituent 
chemical groups in a sample, 
such as those in the hydrocar-
bon molecule toluene (chemical 
analysis graph). MRI machines 
combine all these NMR data to 
produce views of internal body 
tissues, including images of the 
human brain (above right). 

When the NMR machine applies a 
strong magnetic field to the sample, 
the spins (on average) tend to align 
their axes along the field lines.

The alignment is inexact, though, 
resulting in precession—the axes rotate 
around the field lines—at a frequency 
that is unique for each type of nucleus 
and chemical group in a molecule.

Creation of nuclear magnetization

RF energy absorption and Release
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Conventional NMR
We overcame that roadblock by taking advan-
tage of a specific metric used in standard NMR 
procedures known as the T2 time constant. 
Classic, high-resolution NMR spectroscopy is 
typically conducted today by placing a sample 
inside a huge, stationary magnet that produces 
a powerful, homogeneous magnetic field. The 
technique exploits the fact that the atomic nuclei 
(bundles of positively charged protons and neu-
tral neutrons) in certain atoms spin on their axes 
like miniature tops, which makes them behave 
like tiny bar magnets with north and south 
poles [see box above]. In a strong magnetic field 

these spinning “bar magnets” try to line up with 
the magnetic field lines. Their alignment is not 
exact, however, and so the spinning nuclei, or 
spins, wobble (precess) about the field force 
lines in a way that resembles the dancing motion 
of a spinning top when a sideways force is 
applied to it. 

If these nuclei are then hit with a pulse of 
 radio-frequency (RF) energy, they will absorb 
and later reemit energy at specific frequencies 
according to their individual rates of rotation. 
These frequencies give rise to an NMR spec-

trum as distinct peaks of varying height 
that, like a set of fingerprints, can be 
used to identify the sample’s constitu-
ent chemical groups. The data can also 
be manipulated to yield images that dis-
tinguish different materials.

More specifically, NMR spectroscopy 
relies on measuring the precession frequen-

cies of the spins when they respond to the 
applied magnetic field and RF pulses. When 
a nonmagnetized sample is first exposed to 
a magnetic field, the spins roughly align with 

the field. After the sample is subjected to an 
RF pulse (from an RF coil), the spins first pre-

cess in synchrony, eventually fall out of sync, 
then return to their original states. Their return 
to equilibrium takes a characteristic time T1 dur-
ing which they release the energy they absorbed 
from the RF pulse. (A characteristic time or time 
constant is something like a radioactive half-life, 
which is the time it takes for the level of nuclear-
decay emissions from a sample to drop by half.) 

The synchronous precession of magnetic spins 
induces an oscillating voltage in the coil that de-
cays with a characteristic T2 time constant for 
each spin type as the spins fall out of synchrony. 
To create NMR spectra that indicate the chem-
istry of a substance and to produce images, the 
T1, T2 and precession data results are massaged 
with various complex mathematical formulas 
that, for example, derive the density of the spins 
in a volume of a sample, from which the contrast 
of an image of an object can be derived.

Riding the Echo Train
The key to our device was the realization that T2 
could be measured in nonuniform magnetic 
fields. Back in 1949, Erwin L. Hahn, a noted 
physicist then at the University of Illinois, had 
shown that responses to NMR stimuli can be 
detected even when one employs inhomoge-
neous magnetic fields because of certain signals 
called echoes that arise. In these nonuniform 

RF coil Superconducting 
magnet rings

MRI scan result
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Pioneers of 
Portable nMr
the budding technical field of 
“mobile nmR” has been advanced 
by many distinguished research-
ers worldwide. Here are a few  
of the leaders:

PaUL CaLLagHan
Victoria University
Wellington, New Zealand
Produced innovations in NMR 
microscopy, developed NMR 
methods for the molecular study  
of soft and porous materials,  
and invented novel portable  
NMR spectrometry devices  
(see photograph below).

eiiCHi FUkUSHima
New Mexico Resonance 
Albuquerque, N.M.
Created NMR methods to analyze 
technical processes and developed 
new mobile NMR technologies.

aLexanDeR PineS
University of California, Berkeley
Responsible for multiple advances  
in NMR methodology, including 
solid-state NMR and NMR techniques 
that boost signals using hyper-
polarization effects.

 mOBiLe nmR PROBe (right) 
developed by Paul Callaghan 
(holding drill at left), mark 
Hunter and other researchers 
was dropped into a drill hole  
to assess the physical properties 
of antarctic sea ice.

HH

HH

CH3H

StanDaRD mRi maCHine 

Chemical Shift (for Hydrogen)

t1 CURve t2 CURve

CHemiCaL anaLySiS

Toluene molecule

RF energy released 
by spins over time 
(characterized by the 
time constant T1)

TimeTime

Precessing spins falling 
out of synchrony over 
time (characterized by 
the time constant T2)

NMR spectrum peaks 
indicate different 
chemical groups 
in toluene
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signal from the device and were amazed to find 
that our invention was capable of producing re-
sponses from nearly any proton-containing ma-
terial, including wood, rubber and chocolate. 
For some materials, the echo trains were long; 
for others, they were short. We then began to 
systematically investigate how the associated T2 
values correlate with the properties of the mate-
rials we probed. 

After several years of refinement and with 
key contributions from Federico Casanova and 
Juan Perlo, researchers who had since joined the 
RWTH group, we ended up with the purse-size 
configuration of the NMR-MOUSE that we 
currently use. It has a single-sided design, in 
which the magnetic field extends outward away 
from the magnet, and it consumes little power, 

about the same amount needed to run an incan-
descent lightbulb. Some 40 to 50 such units are 
now operating worldwide.

Using the NMR-MOUSE
Rubber was one of the first materials we studied 
because it is commercially important for prod-
ucts such as tires and is soft like the body tissues 

fields the coil voltage caused by the excitation of 
an RF pulse rapidly decays to zero, but it can be 
recovered some time later by applying a second 
pulse. Adding further pulses generates a series of 
echoes that form what scientists call an echo 
train [see box above]. The amplitudes of the 
echoes in a train decay with the T2 relaxation 
time that varies characteristically for different 
materials. 

The T2 value reflects the mobility of the mol-
ecules under investigation: soft matter (in which 
molecules can move easily) has a long T2, where-
as hard matter (in which there is less molecular 
mobility) has a short T2. Whenever a chemical 
reaction or a phase transition occurs, the mo-
lecular mobility of the constituents also chang-
es. The different T2 values thus provide infor-
mation about the physics and chemistry of a ma-
terial as well as contrast data that can be used 
to help differentiate regions of dissimilar tissues 
in medical images. 

When Blümler and I moved to RWTH 
Aachen University in Germany in 1994, we 
started to build the first version of the NMR-
MOUSE. Two years later we observed the first cO
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[tHe aUtHOR]

Bernhard Blümich, a professor  
of macromolecular chemistry at 
RWtH aachen University in 
germany, studies the methodology 
and use of nmR spectroscopy and 
imaging in materials science and 
chemical engineering. He received 
his doctoral degree from the 
technical University of Berlin in 
1981. more information on his 
chief development, the mobile 
nmR-mOUSe materials probe, can 
be found at www.nmr-mouse.de

The author’s portable materials analyzer, the NMR-MOUSE (shown in 
cutaway view), consists of a U-shaped magnet that has an RF coil in its gap. 
The device senses the composition of matter where the magnetic field lines  
of the magnet and of the RF coil cross each other. Operators place the device 
at different distances from the surface to analyze slices at different depths.

����� HOW StanDaRD anD mOBiLe nmR DiFFeR
A standard NMR machine produces a homogeneous magnetic field and 
thus can generate a T2 signal with a single RF pulse. But the NMR-MOUSE 
cannot do the same because it uses an inhomogeneous magnetic field. It 
can, however, generate a T2 signal response by exciting samples with 
multiple RF pulses that create signals known as echoes. The amplitudes 
of the echoes can then be assembled into a useful T2 signal. 

the First miniaturized nmR machine

[mOBiLe mateRiaLS PROBe]

nmR-mOUSe: Inhomogeneous magnetic field

Standard nmR machine: Homogeneous magnetic field
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firm co-founded by Paul Callaghan, a pioneer-
ing NMR researcher. Among other endeavors, 
Magritek is using a technology that is related to 
ours to analyze how the mechanical properties 
of Antarctic ice cores change as the glaciers 
there encounter the effects of global warming.

Progress in Mobile NMR
Casanova and Perlo have recently increased the 
homogeneity of the magnetic field generated by 
the system’s permanent magnet to improve its 
resolution. As a result, the improved NMR-
MOUSE can now reveal the chemistry of a solu-
tion in a beaker that has been placed on top of 
the device. This surprising capability has opened 
the door to chemists to use the NMR-MOUSE 
for molecular analysis. Today researchers are 
studying various arrangements of magnets that 
could allow for coffee cup–size NMR systems 
that could perform chemical assays. 

And because the current hardware is essen-
tially that of a cell phone combined with a small 
magnet, the cost of the device should drop as de-
mand grows. At some point in the future, por-
table NMR machines may even be sold in de-
partment stores for personal use. Someone suf-
fering from a skin condition, for example, may 
one day monitor a problem with a home NMR 
device and then adjust a skin care program ac-
cording its findings. Perhaps something like the 
Star Trek tricorder is not so far off after all.  ■

for which MRI works so well. Rubber consists 
of long, spaghettilike polymer molecules that 
are tied together into a three-dimensional net-
work by random cross-links. For many applica-
tions, the density of the cross-links is the most 
important characteristic in determining overall 
stiffness. The performance of a tire, which is 
composed of multiple layers of rubber com-
pounds with different chemistries and cross-
link densities, depends on the inter-
play of all these components. Tests 
on the track are typically needed 
to determine how a new design will 
perform. It turned out, however, that the NMR-
MOUSE could analyze the cross-link density of 
the layers in the finished product individually 
without having to destroy the tire. This capabil-
ity also eliminated the need for some tests on the 
racetrack. 

The NMR-MOUSE can access layers at dif-
ferent depths—up to a few centimeters deep. 
Its magnetic field generates an NMR signal 
only at a certain distance from the device, so 
investigators shift this sensitive region 
through the different layers of a tire to 
obtain T2 readings (and thus cross-link 
densities) for each layer. Other similar 
uses for the NMR-MOUSE include analysis of 
the degree of environmental degradation inflict-
ed on polymers (including rubber and polyethyl-
ene) and of the chemical makeup of tempera 
paint binders in old-master paintings. 

Another key application revolves around the 
production of internal profiles of materials un-
der the surface of, say, human skin or the layers 
of dirt, varnish and touch-up paints on old 
paintings. A few years ago, for instance, we ap-
plied our probe technology to Ötzi the Iceman, 
the well-preserved Neolithic mummy that 
climbers found in 1991 when the glaciers at the 
border between Austria and Italy melted enough 
to reveal the body. The device successfully pro-
duced a clear-cut depth profile that shows a lay-
er of ice, a layer corresponding to Ötzi’s freeze-
dried skin and subcutaneous tissue, and a layer 
corresponding to the underlying bone structure 
of dense and spongy material. Such a nonde-
structive visualization of bones could prove to 
be of great value to archaeologists searching for 
intact but buried caches of prehistoric DNA.

The uses for portable NMR machines are 
meanwhile starting to expand elsewhere as the 
principles of the technique become more widely 
known. One notable example is the work by 
Magritek, a Wellington, New Zealand–based 

Other Uses for the nmR-mOUSe  

Beyond analyzing paintings, the NMR-MOUSE has also found 
applications in industry and science. Manufacturers of 

automotive tires, for instance, use the device to image and 
determine the chemical compositions of the many individual 
layers of different rubber compounds that make up a tire (in some 
cases, a competitor’s product). A conventional NMR tomography 

machine would not work on a standard 
steel-belted tire, for example, because the 
strong magnetic field it creates would attract the 
belt, whose ferrous nature would also disrupt the 
results. Other users employ the technology to evaluate the 

environmental damage done to aging polymer materials such 
as polyethylene.

Scientists have also applied the NMR-MOUSE to the 
study of Ötzi the Iceman, the ancient, partially thawed-out 

mummy discovered in 1991 by climbers in the Alps. In 2006 
the sensor probe successfully mapped a cross section of the 
Iceman’s well-preserved skin, subcutaneous tissue and skull 

bone at the Museum of Archaeology in Bolzano, Italy.   —B.B.

ÖtZi tHe iCeman (left) and car tires (above) are only  
two of the many study subjects for the nmR-mOUSe.
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➥  More to 
exPlore

the nmR-mOUSe, a mobile Uni-
versal Surface explorer. G. Eid-
mann, R. Savelsberg, Peter Blümler 
and Bernhard Blümich in Journal  
of Magnetic Resonance, Series A,  
Vol. 122, No. 1, pages 104–109;  
September 1996.

Well Logging. R. L. Kleinberg in  
Encyclopedia of Nuclear Magnetic 
Resonance, Vol. 8. Edited by David M. 
Grant and R. K. Harris. Wiley, 1996.

nmR Logging Principles and  
applications. George R. Coates,  
Lizhi Xiao and Manfred G. Prammer. 
Halliburton Energy Services, 1999.

essential nmR. Bernhard Blümich. 
Springer, 2005.

mobile Single-Sided nmR. Bern-
hard Blümich, Federico Casanova and 
Juan Perlo in Progress in Nuclear Mag-
netic Resonance Spectroscopy, Vol. 52, 
No. 4, pages 197–269; April 14, 2008. 

Virtual Institute for Portable NMR: 
www.portable-nmr.eu 

[mOBiLe nmR aPPLiCatiOnS]
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insights ■ ■ ■ ■ 

F rancisco J. Ayala pulls open the top 
drawer of a black cabinet and flips 
through nearly a dozen files, all 

neatly titled by publication and due date. 
These are the essays on evolution he has 
been churning out over the past six to eight 
weeks for popular books and magazines. 
“Hack jobs,” he calls them with a smile, 
bragging that each one takes only a day or 
two to complete. 

After some 30 years of proselytizing 

about evolution to Christian believers, the 
esteemed evolutionary biologist at the Uni-
versity of California, Irvine, has honed his 
arguments to a fine point. He has stories 
and examples at the ready, even a shock 
tactic or two at his fingertips. One out of 
five pregnancies ends in spontaneous mis-
carriage, he often reminds audiences. Next 
he will pointedly ask, as in an interview 
with U.S. Catholic magazine last year, “If 
God explicitly designed the human repro-

ductive system, is God the biggest abor-
tionist of them all?” Through such exam-
ples, he explains, “I want to turn around 
their arguments.” 

The 74-year-old Ayala is preparing for 
an exceptionally busy 2009. The year 
marks the bicentennial of Charles Dar-
win’s birthday and the sesquicentennial of 
the publication of On the Origin of Spe-
cies, and the battle over the teaching of 
evolution is sure to heat up. Ayala says the 
need is especially great for scientists to en-
gage religious people in dialogue. As evi-
dence, he lugs over the 11-by-17-inch, 
12-pound Atlas of Creation mailed out by 
Muslim creationist Adnan Oktar in Tur-
key to scientists and museums across the 
U.S. and France. This richly illustrated 
tome not only attacks evolution but also 
links Darwin’s theory to horrors, includ-
ing fascism and even Satan himself.

In the U.S. the intelligent design– 
promoting Discovery Institute in Seattle 
has published biology textbooks question-
ing evolution and has promoted the 2008 
film Expelled: No Intelligence Allowed to 
make the case that anti-Darwinist scien-
tists are persecuted. (For a rebuttal, see 
“Ben Stein’s Expelled: No Integrity Dis-
played,” by John Rennie, and related arti-
cles at www.SciAm.com.) Republican vice 
presidential candidate Sarah Palin has said 
she believes that creationism should be 
taught alongside evolution in schools. One 
in eight high school biology teachers al-
ready treat creationism as a valid alterna-
tive, according to a Pennsylvania State Uni-
versity poll. 

Despite outreach efforts by scientists 
and constitutional rulings against them, 
creationists and intelligent design advo-
cates “are not getting weaker,” Ayala says. 
“If anything, they’re more visible.”

 The Christian Man’s Evolution
A geneticist ordained as a Dominican priest, Francisco J. Ayala sees  
no conflict between Darwinism and faith. Convincing most of the 
American public of that remains the challenge   BY SALLY LEHRMAN

SCIENCE AND POLICY

FRANCISCO J. AYALA
COMPATIBLE CONCEPTS: Studied at a Spanish monastery and never saw evolution as  

an enemy, arguing instead that Darwinism resolves the paradox in Christianity of how  

a loving creator can allow suffering and evil.

PROLIFIC PEN: Has published some 900 articles, written or edited 32 books, and won 

several awards, including the National Medal of Science in 2001.

BRANCHING OUT: Applies his genetics knowledge and maverick tendencies to raise  

30 varieties of wine grapes in vineyards near Lodi, Calif.
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But Ayala thinks that scientists who at-
tack religion and ridicule the faithful—
most notably, Richard Dawkins of the 
University of Oxford—are making a mis-
take. It is destructive and gives fodder to 
the preachers who insist followers must 
choose either Darwin or God. Often stu-
dents in Ayala’s introductory biology class 
tell him that they will answer test ques-
tions as he wishes, but in truth they reject 
evolution because of their Christian be-
liefs. Then, a couple of years later, when 
they have learned more science, they de-
cide to abandon their religion. The two, 
students seem to think, are incompatible.

That saddens him, Ayala says. Instead 
he would like believers to reconcile their 
faith with science. Drawing on fi ve years 
of study in preparation for ordination as a 
Dominican priest, Ayala uses evolution to 
help answer a central paradox of Christi-
anity—namely, how can a loving, all-
knowing God allow evil and suffering?

Nature is poorly designed—with oddi-
ties such as blind spots built into the human 
eye and an excess of teeth jammed into our 
jaws. Parasites are sadists. Predators are 
cruel. Natural selection can explain the 
ruthlessness of nature, Ayala argues, and 
remove the “evil”— requiring an intention-
al act of free will—from the living world. 
“Darwin solved the problem,” Ayala con-
cludes. He refers to science-savvy Christian 
theologians who present a God that is con-
tinuously engaged in the creative process 
through undirected natural selection. By 
addressing religious people on their own 
terms, Ayala aims to offer a better answer 
than intelligent design or creationism. 

Ayala straddles science and religion by 
speaking both languages extremely well 
(and with a Castilian accent). Despite his 
prolifi c—and time-consuming—activity in 
the public arena, he keeps his molecular 
genetics at the cutting edge. As in his theo-
logical debates, he enjoys challenging ac-
cepted scientifi c ideas. Ayala’s early work 
was the fi rst to demonstrate the extensive 
nature of genetic variation and the action 
of natural selection at the protein level. His 
measures led to important modifi cations 

Too important to be
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to the theory of the uniform “molecular 
clock,” which is used to time when species 
diverged from a common ancestor, based 
on differences in either protein structure or 
DNA. He no longer maintains a wet lab 
but collaborates extensively.

Ayala graduated in physics at the Univer-
sity of Madrid, then worked in a geneticist’s 
lab while studying theology at the Pontifi -
cal Faculty of San Esteban in Salamanca, 
Spain. By his ordination in 1960 he had al-
ready decided to pursue science instead of 
a ministerial role. At the monastery Dar-
winism had never been perceived as an en-
emy of Christian faith. So a year later, when 
Ayala moved to New York City to pursue a 
doctorate in genetics, the prevailing U.S. 
view of a natural hostility between evolu-
tion and religion was a shock.

Ever since, Ayala has attempted to ad-
dress religious skepticism about Darwin’s 
theory. At fi rst, he recalls, his scientifi c col-
leagues were wary and took the position 
that researchers should not engage in reli-
gious discussions. By 1981, when the Ar-
kansas legislature voted to give creationism 
equal time in schools, the mood began to 
change. The National Academy of Sciences 
prepared an amicus curiae brief for a Su-
preme Court case on the Louisiana “Cre-
ation Act” and asked Ayala to lead the ef-
fort. The booklet became the 1984 Science 
and Creationism: A View from the Na-
tional Academy of Sciences. 

For the second edition in 1999 Ayala 
presented the idea of incorporating the 
words of some theologians but recalls, “I 
was almost eaten alive.” In the third edi-
tion, published this year, one section fea-
tures statements by four religious denomi-
nations and three scientists on the compat-
ibility of evolution with religious beliefs.

Ayala is again giving his colleagues 
pause by sitting on the advisory board of 
the John Templeton Foundation, which 
paid out $70 million in grants last year 
alone for research and scholarly programs 
“engaging life’s biggest questions.” Some 
scientists complain that the organization’s 
main mission is to inject religion into sci-
ence. But Ayala defends Templeton’s inter-
est in connecting science to religious life. 
The foundation has “started to do very 
good things in recent years,” he explains.

Even so, some philosophers of science, 
such as Philip Kitcher of Columbia Uni-
versity, have come to believe that evolu-
tion and belief in a providential creator 
cannot coincide. Kitcher admires Ayala 
but complains that “he has residual super-
naturalist tendencies.” For others, Ayala’s 

approach of debating 
theological questions 
and clearly explaining 
the science is not enough. 
When two thirds of the 
public profess a commit-
ment to creationism, ar-
gues Stanford University 
evolutionary biologist 

Joan E. Roughgarden, the situation is dire. 
In 2006 Roughgarden wrote what she 
calls a “religious book” that detailed ideas 
and examples of evolution written in the 
Bible. The daughter of Episcopalian mis-
sionaries, Roughgarden says she meets be-
lievers on their turf—and has even given 
sermons on evolution from the pulpit. The 
heart of the debate rests not in theological 
concepts like explaining evil, she insists, 
but in the pews.

Sometimes Ayala sounds ready to go 
there, as when he talks about the vision of 
God as the author of the universe. But he 
is unwilling to affi rm or deny a personal 
belief in God, preferring to stick with phi-
losophy. Smart people are being told their 
faith is incompatible with science. It is his 
goal, Ayala says, to help believers see evo-
lution as an ally.  �

Sally Lehrman teaches journalism in the 
public interest at Santa Clara University.

Smart people are being told their 
faith is not compatible with science. 

Ayala wants believers to see 
evolution as an ally.
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o ccasionally it is a treat to remind ourselves how remark-
able some of our most common gadgets are. A typical mi-
crowave oven ramps up the electricity from a 120-volt wall 

outlet to an incredible 3,000 volts or more and safely cooks food 
in just a minute or two, yet it costs less than a pair of good shoes. 
And we can watch the show through the handy window.

The key component is the magnetron. Although the name con-
jures up hardware from a questionable science-fiction movie, the 
sophisticated vacuum tube generates microwaves powerful 
enough for military radars (for which it was originally devel-
oped). Instead of a flame or electric coil generating heat that 
warms food from the outside, the microwaves penetrate food and 
create heat from within. 

Some people still seem wary of the technology, however, even 
though microwave ovens have been sold since the 1950s. The 
classic fear is: Can’t the microwaves fly through the window and 
harm our bodies—especially our eyes? No. The waves reflect off 
a metal screen embedded in the glass. “The holes are so much 
smaller than the wavelength of the microwaves that the screen 
acts like a solid metal mirror,” notes Louis A. Bloomfield, a phys-
ics professor at the University of Virginia.

Several years ago nutritionists raised concerns that the micro-
waves depleted nutrients in food. If anything, studies have shown 
the opposite. All cooking methods can destroy vitamins; the ex-
tent of the damage depends on the temperature and the length of 
cooking time. Most research indicates that microwave ovens re-
sult in less extreme temperatures and in fact require less time for 
cooking than stove-top or oven methods. Boiling food is particu-
larly deleterious.

A recent flap is whether microwave ovens can interfere with 

Wi-Fi networks. A tightly sealed oven will not do so, because the 
electromagnetic radiation cannot escape. But tiny leaks could 
possibly cause problems. “Wireless transmissions are exquisitely 
sensitive to electromagnetic radiation,” Bloomfield says. “So 
even if a leak were on the order of one part in a billion, our bod-
ies would never notice, but a Wi-Fi signal could.”
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Dinner and a Show  By Mark Fischetti

MICROWAVE OVENS

■➔   water molecules exist in most foods. They have positive 
and negative charge at opposite “ends.” The electric field of  
a microwave orients the positive ends in one direction, but the 
field reverses 4.9 billion times a second, causing the molecules 
to turn back and forth. As they turn, they bump, creating 
friction that produces heat. Ceramic and glass containers are 
water-free and thus remain cool, although hot food might heat 
them through conduction.

WHOOSH: The whooshing sound a microwave oven makes has noth-

ing to do with the magnetron, which resonates at a frequency far too 

high for human hearing. The noise is from the fan that blows air across 

the magnetron to keep it cool.

HUM: Microwave ovens also produce a hum. It comes from the trans-

former, diode and capacitor, which vibrate as they step up the 

60-hertz electric power from a wall outlet. 

SPARKS: Despite common wisdom, metal does not necessarily cause 

sparking inside a microwave; indeed, the cooking chamber walls are 

metal. Shape matters. Sparks are caused by a buildup of charged par-

ticles that suddenly arc when they are pushed by a voltage that chang-

es dramatically over a short distance. A flat, round, metal platter will 

spread charge around it, preventing buildup; the “crisper” tray that 

lies underneath some microwaveable pizzas and the sleeve that envel-

ops certain foods (such as Hot Pockets sandwiches) have a metal coat-

ing that gets very hot and browns the food yet does not spark. But 

sharper points, such as fork tines or the many tiny edges in aluminum 

foil, concentrate charge and also cause localized drops in voltage, 

which together create corona discharge—a spark. 

DEFROST: For decades, ovens achieved “defrost” or any low-power 

setting simply by turning the magnetron on and off, so that it would 

generate full-power microwaves for only part of the total cooking 

time—a cycle that is clearly audible. Some new units have a pulse-

width modulator—a hefty electronic circuit that clips the power to  

the transformer, which lessens the power of the microwaves.
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■➔   oven  
Transformer, diode 
and capacitor raise house-
hold electricity from 120 to 3,000 
volts or more and deliver it through a 
wire to a magnetron. The magnetron generates 
microwaves, sent by an antenna through a waveguide 
into the cooking chamber, where the waves reflect off metal 
walls. A platter rotates food through the waves for uniform heating. 
Models without a platter have a small spinning blade (not shown) at the 
end of the guide to thoroughly distribute the microwaves.

senD toPIc IDeas to workingknowledge@SciAm.com 

■➔  magnetron
High voltage is sent to the cathode filament (bottom). After it heats up,  
it emits electrons that the positively charged anode plates attract. Large 
magnets impose a field that causes the outward-flowing cloud to revolve 
(above left). As it does, it forms spokes that pass each cavity between the 
plates (above right). A passing spoke provides negative charge to the cavity, 
which then falls off until the next spoke arrives. The rise and fall creates an 
electromagnetic field in the cavities that oscillates at 2.45 gigahertz. The  
attached antenna resonates at that frequency and emits microwaves from 
its tip—just like a radio-transmission antenna.
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By Michelle Press
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■➜  Quantum ten: a Story of 
PaSSion, tragedy, ambition, 
and Science
by Sheilla Jones. Oxford University Press, 
2008 ($24.95)

In 1927 ten leading physicists 
met in Brussels to formalize the 
new science of quantum phys-
ics, establishing a set of rules 
for the microscopic world that 
was completely incompatible 
with the existing set for the 

macroscopic world—and creating a paradox 
scientists are still trying to resolve. Sheilla 
Jones, a journalist with a degree in physics, 
captures the scientific and the human as-
pects of this meeting. The cast: Albert Ein-
stein, celebrity and lone wolf; Niels Bohr, fa-
ther figure getting left behind by the new 
mathematical physics; Paul Ehrenfest, pas-
sionate friend to both Einstein and Bohr; 
Max Born, anxious hypochondriac; Erwin 
Schrödinger, enthusiastic womanizer; Wolf-
gang Pauli, clown with a dark side; Louis de 
Broglie, French aristocrat; Werner Heisenberg, 

intensely ambitious young man; Paul Dirac, 
Englishman of few words; and Pascual Jordan, 
uninvited Aryan nationalist. “This was never a 
team effort,” Jones writes. “Sometimes, two or 
three would collaborate for a while, but mostly 
they were rivals who wanted their particular 
version of the new science to prevail. . . .  A 
quantum revolution that stalled in a pressure 
cooker of tension, tragedy and betrayal.”

■➜  the SuPerorganiSm: the beauty, 
elegance, and StrangeneSS of 
inSect SocietieS
by Bert Hölldobler and E. O. Wilson.  
W. W. Norton, 2008 ($65)

The superorganism is a social 
colony of individuals who, 
through a sophisticated division 
of labor, a highly effective com-
munications network and a pro-
cess of self-organization, form a 
tightly connected community 

that functions as a single organism. 
Fewer than two dozen superorganism species 
are known to exist: social insects—the colonial 

bees, wasps, ants and termites—and humans. 
Fascinating in their own right, superorganisms 
also offer a window through which we can 
witness the progres-
sion of life from sim-
ple to complex 
forms. Harvard Uni-
versity professor  
E. O. Wilson and 
German biologist 
Bert Höll dob ler won 
a Pulitzer Prize in 
1991 for The Ants. 
The current book, 
they say, is not in-
tended to be as 
comprehensive but 
“to present the rich 
and diverse natural history facts that illustrate 
superorganismic traits in insect societies.” 
Nevertheless, the book is monumental in every 
sense, with the same attention to detail and 
the same elegant style as the earlier volume. 
More than 100 color photographs and another 
100 or so black-and-white drawings make it 
beautiful as well.

Quantum Drama  ■ Insect Societies  ■ The Unification of Forces
By Michelle Press

Frank Wilczek, winner of the 2004 Nobel Prize in 
Physics, unwraps exciting new ideas, among them 
that matter is built from almost weightless units 
and that space is a dynamic “Grid,” a modern 
ether. He contends, with great wit and style, 
that we are tantalizingly close to unifying 
the fundamental forces of nature: 

“The striking similarities among our 
fundamental theories of superficially very 
different forces hint at the possibility of a 
synthesis, in which all of them will be seen as 
different aspects of a more encompassing 
structure. Their different symmetries might 
be sub-symmetries of a larger master 

symmetry. Extra symmetry allows the equations to 
be rotated into themselves in even more 

ways…. Thus it opens new possibilities for 
making connections among patterns that 
previously seemed unrelated. If our 
fundamental equations describe partial 
patterns that we can make more symmet-
ric, by making additions, we’re tempted to 
think that maybe they really are just facets 

of the larger, unified structure. Anton 
Chekhov famously advised, ‘If in Act One there 

is a rifle hanging over the mantelpiece, it must 
have been fired by the fifth act.’ Now I’ve 
hung the rifle of unification.”

ExcErpT

■➜  the lightneSS of being: maSS, ether, and the unification of forceS
by Frank Wilczek. Basic Books, 2008 ($26.95)
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Husband-and-wife forensic experts Max and Lucy Houck get  
to the bottom of this mystery:

The touch DNA method is so named because it analyzes skin 
cells left behind when assailants handle weapons, victims or 
something else at a crime scene. The technique of analyzing these 
minute samples for genetic information is relatively new, having 
appeared only about five years ago. 

Touch DNA forensics rose to prominence this past summer, 
when various news outlets reported that police had used the 
 technique to clear the family of JonBenét Ramsey formally of  
any wrongdoing in her gruesome 1996 death. In fact, the pros-
ecutor in the Ramsey case, Boulder County (Colorado) district 

attorney Mary Lacy, learned about 
touch DNA when she attended 

a course in the summer of 
2007 at the West Virginia 
University Forensic Science 
Initiative, which one of us 
(Max) directs.

In the 1980s, to per-
form DNA analysis on a 

piece of evidence or on a vic-
tim, forensic investigators need-

ed a blood or semen stain about the 
size of a quarter. The sample size fell in the 1990s to the size of a 
dime and then became: “If you can see it, you can analyze it.”

Touch DNA does not require you to see anything, however—

nor does it require any blood or semen at all. Instead it takes just 
seven or eight cells from the outermost layer of skin. Naturally, 
the method has dramatically increased the number of items of 
evidence that can be used for DNA detection.

Here is how it works: Investigators recover cells from the scene 
and use a process called polymerase chain reaction (PCR) to make 
many copies of 13 locations on the DNA. They then mix in fluo-
rescent compounds that attach themselves to those copies. What 
emerges is a highly specific forensic profile of the person whose 
cells have been found. The entire process takes a few days.

These 13 locations were carefully chosen because they are 
highly variable among people but do not give away specific infor-
mation such as race or gender, nor do they reveal levels of per-
sonal health or presence of genetic disease. The chance of DNA 
profiles from two different people having the same genetic signa-
ture is vanishingly small.

The trick to finding these cells is context. The forensic special-

ist on the scene must try to ascertain (or guess) which objects the 
perpetrator handled and sample them with a cotton swab or a 
collecting blade. And with the backlogs of evidence common in 
forensic labs, such a time-consuming process is not always pru-
dent. But in cases such as the Ramsey murder, which has tripped 
up authorities for more than a decade, it can provide information 
that leads to a killer—or at least exonerates the innocent.

Why do our eyelids get so heavy 
when we are tired?

Mark A. W. Andrews, professor of physiology and director  
of the Independent Study Pathway at the Lake Erie College of 
Osteo pathic Medicine, replies:

Generally speaking, heaviness of the muscles around 
the eyes, including the levator muscles that open the up-
per eyelids, is similar to fatigue of any muscle of the 
body. Ocular and brow muscles are especially 
prone to fatigue because they are active for 
most of our waking hours. Over the course of 
the day, they gradually grow leaden with ex-
tended use, as our arms and legs do. 

Such a feeling may be compounded by 
general fatigue, including a lack of sleep, 
or by specific muscle overuse related 
to long hours of focusing on, say, a 
computer monitor. Excess skin of 
the eyelid, or prolapsed fat pads underneath the eyes, makes an 
individual more prone to this sensation. Chronic allergies and si-
nus infections may also exacerbate the heaviness, and sun expo-
sure may cause eyelid swelling and thereby increase the probabil-
ity that the drooping will interfere with vision.

Although heavy eyelids do not typically indicate underlying 
medical issues, some conditions do cause drooping eyelids, or 
ptosis. A stroke or a muscular disorder such as myasthenia grav-
is or myotonic dystrophy can damage facial muscles or their 
nerves and cause ptosis, as can elective facial surgery or interven-
tions such as Botox injections to the brow.  ■

have a question?. . .  Send it to experts@SciAm.com  
or go to www.SciAm.com/asktheexperts

What is touch DNA?
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