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HOW THE CONSTRUCTION OF 

AN ARENA IN LOUISVILLE

IS BUILDING BUSINESSES

ALL OVER TOWN

When Louisville wanted to build a state-of-the-art arena for its beloved college basketball 

team, we helped make it happen. Our financing strategy enabled the Louisville Arena 

Authority to raise funds and break ground — creating hundreds of jobs and a job-training 

program for local workers. Now, the KFC Yum! Center is at the heart of a vibrant downtown 

scene, where new businesses are opening, existing businesses are expanding and local 

restaurants are hiring more employees. See the story at goldmansachs.com/progress
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Better renewable technologies will broaden energy sup-
ply, but radical innovations are needed to fundamentally 
change the energy game. Scientific American has un-
earthed seven exotic technologies that may be long shots 
to succeed, but if they do they could significantly improve 
energy security and efficiency. And the prototypes are 
just plain fascinating. Illustration by Chris Labrooy. 
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O ne of the biggest issues of our time is energy: 
�where to get it, how to save it, and how it relates to 
our climate, food and water. Naturally, we cover this 
topic in our pages in multiple ways, and from many 
angles, in practically every edition. In our January 

issue, for instance, we ran an interview with clean technology in-
vestor Vinod Khosla, co-founder of Sun Microsystems and a mem-
ber of our board of advisers [“In Search of the Radical Solution,” 
interview by Mark Fischetti]. Khosla made a bold statement: “If 
an innovative idea has a 90 percent probability of failing, then I 
like it. Why? Because it is likely to be the one that has a quantum 
jump in performance.” In contrast, he said, only pursuing “high-
probability areas” yields results that are “all incremental.”

I’m not sure I would put it that way, but we agree that big 
ideas are part of a portfolio of technologies to address national 
and global energy needs. Thus, our cover story presents “7 Radi-
cal Energy Solutions.” None is probably the “ultimate” answer—
in fact, they all share a high risk of failure. But they could be part 
of a rational combination of technologies and policies, balancing 
the requirements of energy security, environmental soundness 
and public health. The article starts on page 38.

On a personal note, we are saddened to report that one of the 
stories in the cover feature is the last piece we will be able to run 
by writer JR Minkel, whom we lost too young earlier this year. JR 
was a writer of great intelligence, passion and curiosity. We will 
try to draw inspiration and solace from his memory as we con-
sider the challenges of the future ahead. We will need them. 

Risks vs. Gains
Ca l l i n g  A l l  S c i e n t i s t s

The National Academies last fall reported that the U.S. ranks 
27 out of 29 wealthy countries in proportion of college stu-
dents with degrees in science or engineering. It called on fed-
eral and state governments to improve teaching in math and 
science by targeting early childhood education and public 
school curricula and by supporting teacher training in crucial 
subjects. But many science teachers today, particularly in mid-
dle school and younger grades, do not have a science degree.

Enter 1,000 Scientists in 1,000 Days, which aims to help 
teachers and scientists to connect with one another. Scientific 
American is launching this program as part of its three-year 
(that’s the 1,000 days) Change the Equation initiatives with 
our parent company, Nature Publishing Group. The idea is 
simple. We seek scientists, mathematicians and engineers who 
are willing to volunteer to advise on curricula, answer a class-
room’s questions or visit a school—for instance, to participate 
in a lab or to talk about what you do.

Scientists, mathematicians, engineers: We hope you will 
consider participating in this worthy program by volunteering 
using the form found at www.ScientificAmerican.com.

Teachers: We plan to be ready with a geographic listing of 
experts near you by the beginning of the 2011–2012 aca-
demic year.

Also on our Web site in May will be free science-related 
activities for parents and kids, called Bring Science Home.

Next issue, I will tell you about another new program—
this one for enthusiasts wishing to work directly with scien-
tists on real research. � —M.D.

© 2011 Scientific American
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Fusion quality can’t be beat
by Camry or Accord.

Sure, some Camry and Accord loyalists may 
simply dismiss this information and turn the page, 
in which case they are now most likely reading a simpler, 
more easily palatable ad, say for deodorant body spray.  
And while it’s sad to see them go, 

we realize there’s just no getting 
through to some people. Admittedly, 

those aren’t the folks we’re speaking to anyway.

* Based on RDA Group’s GQRS cumulative survey at three months 
of service in three surveys of 2010 Ford and competitive owners 
conducted 9/09-5/10.

So go ahead and carefully review the 2011 Fusion. 
Then we invite you to look at the competition too. 
And aft er you’ve done that, we look forward to meeting you.  

2011
FUSION 

TH
E

ford.com.

For more Fusion details 
and reactions from real 
Fusion owners, visit

Still with us? 

You’re the type 
of person whose 

expectations 
we aim to meet 

and exceed. 

Fusion. 110202eh 1 FFuue 2 1 ns oo  0
ion too.ttiett iont o to . 
to meeting you.  uyyo .too e ingmmeet

ilss ils

tet t

People who want to know 
every detail. As much as they 
possibly can. Who will look 
over everything, multiple 
times, to ensure they’re 
making a well-informed 
decision. Detail-oriented 
people. People, much like 
yourself, who are still reading.

Still though, who do 
we expect will be this 
interested in quality? 
Well, people who care just as much about it as we do at Ford. 

Here’s some 
quality reading 
regarding 
unsurpassed 
quality.

 The sort of individuals who would 
be pleased to hear that in the RDA 
Group’s GQRS cumulative survey 
of 85,000 drivers, Fusion quality 
was found to be unsurpassed by 

Accord, and was actually found to 
be better than Camry.*

No, 
we’re speaking 
to more
open-minded 
individuals. 

By counting the number 
of issues owners had with 

their vehicles. Turns out, 
Fusion held its own. And while 
some may believe this is a 

fl ash-in-the-pan sort of 
fi ft een minutes for the 
Fusion, this is actually 
the third straight year 

in which Fusion quality has 
achieved this feat. 

ddhhhhhthl t h htl dh

q
acaa

How did the survey 
measure quality, 

exactly?

FCAR06949_D202581_CPg_R05.indd   1 2/14/11   6:09 PM
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January 2011

FLU NETWORK
The title of Helen Branswell’s “Flu Facto-
ries” is the type of sensationalism that 
has to be overcome for influenza surveil-
lance to be effective and was in stark con-
trast to the balanced report that followed. 
Also, since the article was written, there 
has been significant progress on the im-
plementation of a national influenza sur-
veillance program in swine. In the pro-
gram, which started in May 2009, pork 
producers and their veterinarians sub-
mit tissues to one of 37 veterinary diag-
nostic laboratories nationwide. Genetic 
sequences of isolated flu virus are entered 
into a database, then published and made 
available for review by experts and the 
public. Should there be a sequence of in-
terest, the public or animal health sur-
veillance systems in the state of origin 
can be alerted. To educate pork producers 
about this surveillance plan, direct mail-
ings and other communications have 
been sent to more than 67,000 producers 
and to all state animal health officials and 
public health veterinarians. The results 
have been remarkable. During November 
2010 alone, 490 samples were tested, com-
pared with a previous monthly average of 
fewer than 200. U.S. pork producers and 
their families live with these animals, and 
they take the role they have in protecting 
public health very seriously. 

Paul Sundberg
Vice President, Science and Technology  

National Pork Board

GALAXY-WIDE WEB
Tim Folger’s “Contact: The Day After” cites 
the well-known equation by Frank Drake, 
which argues for a galaxy full of sentient 
life. Yet no artificial signal has been detect-
ed, and we wonder why. The Drake equa-
tion includes a term L, which represents 
the life span of an alien civilization, but 
the implicit assumption is that such a civi-
lization would emit signals we could both 
detect and recognize during its entire life 
span following its invention of radio. But 
here on Earth we can already see the fail-
ure of that assumption in two ways.

First, after less than 100 years of beacon
like transmissions, the day of the 50- 
kilowatt broadcast antenna is drawing to a 
close, as communications technology ad-
vances to coaxial, fiber-optic, and short-
range, low-power systems. Even geosyn-
chronous satellite communication is aimed 
down, parsimoniously covering only a por-
tion of Earth’s surface.

Second, every broadcast medium is 
moving to a digital format, and digital 
means data compression. Data compres-
sion removes redundancies—that is, any 
recognizable pattern in the signal—and re-
places them with a compact digital code. 
Perfectly compressed digital data are thus 
indistinguishable from random noise.

These changes have overtaken human 
communications technology within only a 
few decades of Guglielmo Marconi’s first 
work. I can only conclude that we could be 
sitting in the midst of a “Galaxy-Wide 
Web” of alien chatter, which to us, without 
the algorithms to decode it, appears like 
noise. Perhaps Drake’s L value should be 
kept to under 50 years, and perhaps SETI 
could try to think of ways to detect digital 
signals embodying advanced compres-
sion—signals that look just like noise.

Grant Hallman
Huntsville, Ontario

RADIOACTIVE CIGS
The article “Radioactive Smoke,” by Bri-
anna Rego, shed more light on cigarette 
manufacturers and their not so ethical 
practices. If tobacco growers are using fer-
tilizer on their plants, it obviously works, 
even though it is made from uranium-rich 
phosphate rock and results in polonium 
210—a decay product of uranium—being 
inhaled with cigarette smoke. But as a 
nonsmoker, I wonder just where else this 
polonium may lie. Are food growers using 
the same type of fertilizer? What about 
cotton growers? 

Rachel Allgood
Savannah, Ga.

THE EDITORS REPLY: � Polonium 210 
emits alpha radiation, which loses energy 
rapidly in the air and is blocked by cloth-
ing or by human skin. Thus, it is harm-
less when outside the body. The isotope 
does pose some cancer risk when ingested, 
but according to Argonne National Labo-
ratory, the risks from inhalation—as 
through cigarette smoke—are about six 
times higher than for dietary ingestion.

SEX AND BONES
Although the discovery of internal fertil-
ization in 375-million-year-old fossils is as 
important as John A. Long makes it out to 
be in “Dawn of the Deed,” his article made 
the leap from placoderms to tetrapods 
without mention of lobe-finned fish. The 
fossil fish Tiktaalik, discovered in 2006, 
dates back to the same period, and its skel-
eton bears many more similarities to tet-
rapods than to the placoderms described 
in Long’s article—including homologous 
arm bones and shoulder, neck and ear fea-
tures. If, as his article suggests, claspers 
are the progenitors of tetrapod limbs, then 
where do nearly amphibious lobe-finned 
fish such as Tiktaalik, of the same age as 
his placoderms, fit in this phylogeny? 

Robert Wilson
Salt Lake City

LONG REPLIES: �Tiktaalik is as close as a 
fish can get to being a tetrapod; the only 
things it lacks are fingers and toes. Unfor-
tunately, the available fossils of tetrapod-
like fish such as �Tiktaalik and early tetra-
pods carry no evidence of how they repro-
duced. The closest living relatives of these 
transitional creatures are the lobe-finned 

 “We could be sitting 
in the midst of a 
‘Galaxy-Wide Web’  
of alien chatter, 
which to us would 
appear like noise.”
grant hallman �huntsville, ontario

© 2011 Scientific American
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fishes, including the lungfishes, which 
spawn in water, and the coelacanth, 
which has internal fertilization despite 
lacking claspers. Internal fertilization by 
copulation has evolved independently 
many times during vertebrate evolution, 
with many lineages retaining simple 
spawning. But whether these modern-day 
species spawn or copulate, the equipment 
they use to get the job done derives from 
the same embryonic tissue under the di-
rection of the same so-called hox genes 
that formed claspers in placoderms.

PRIVACY NOT PROTECTED
In “Don’t Worry about Who’s Watching” 
[TechnoFiles], David Pogue assures us 
that there is little to fear about the poten-
tially vast database that an interested par-
ty might assemble about any or all of us in 
a matter of days. Governments are not al-
ways as benign as the ones that some of us 
now enjoy. History offers plenty of exam-
ples where a regime bent on total domina-
tion found it worthwhile to assemble dos-
siers on tens or hundreds of thousands of 
innocent individuals. The time, difficulty 
and expense required to gather informa-
tion on masses of citizens have decreased 
exponentially, and the motivation to use 
such information for evil purposes can be 
aroused from dormancy just as easily.

David A. Burack
Brooklyn, N.Y.

EDITORS’ NOTE
Many readers wrote that they were con-
founded by John Allen Paulos’s descrip-
tion of the Monty Hall Problem in “Ani-
mal Instincts” [Advances]. A full descrip-
tion of the paradox would take up too 
much space here, but you can read more 
on this topic at www.ScientificAmerican.
com/may2011/monty-hall.

ERRATUM
In “Casualties of Climate Change,” Alex 
de Sherbinin, Koko Warner and Charles 
Ehrhart wrote that “the frequency of nat-
ural disasters has increased by 42 percent 
since the 1980s, and the percentage of 
those that are climate-related has risen 
from 50 to 82 percent.” In fact, the fre-
quency of natural disasters has more than 
doubled since the 1980s, but the percent-
age of those that are climate-related has 
risen only slightly, from 77 to 82 percent.
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Dr. No Money
Scientists spend too much time raising 
cash instead of doing experiments  

Ever since Johannes Kepler �traipsed over half of Europe wooing 
aristocratic patrons, scientists have grumbled about money. But 
their complaints these days go beyond the familiar griping about 
being underpaid and underappreciated. They amount to a pow-
erful case that the system for funding science is broken—that it 
hinders scientific progress and fails to deliver the most bang for 
the buck. Fixing the system can no longer be put off.

Most scientists finance their laboratories (and often even 
their own salaries) by applying to government agencies and pri-
vate foundations for grants. The process has become a major 
time sink. In 2007 a U.S. government study found that university 
faculty members spend about 40 percent of their research time 
navigating the bureaucratic labyrinth, and the situation is no 
better in Europe. An experimental physicist at Columbia Univer-
sity says he once calculated that some grants he was seeking had 
a net negative value: they would not even pay for the time that 
applicants and peer reviewers spent on them.

A vicious cycle has developed. With more and more people 
applying for each grant, an individual’s chances of winning de-
crease, so scientists must submit ever more proposals to stay 
even. Between 1997 and 2006 the National Science Foundation 
found that the average applicant had to submit 30 percent more 
proposals to garner the same number of awards. Younger scien-
tists are especially hard-pressed: the success rate for first-time 
National Science Foundation applications fell from 22 percent in 
2000 to 15 percent in 2006.

Not only does the current system make inefficient 
use of scientists’ time, it discourages precisely the kind 
of research that can most advance our knowledge. 
Many politicians go so far as to accuse scientists—par-

ticularly in politically contentious areas such as climate science—
of cooking data to win government grants. They have yet to pro-
duce any evidence to support these claims, however. The real 
problem is more subtle. Inundated with proposals, agencies tend 
to favor worthy but incremental research over risky but poten-
tially transformative work. Nobelist Mario R. Capecchi and other 
prominent scientists say they had trouble getting grants to make 
their breakthroughs. In 2009 a New York Times article quoted 
leading cancer researchers who said the war on cancer would 
make more progress if funders took more risks.

Funding agencies are well aware of these woes and have re-
sponded by, for example, tweaking the review process and the 
size of grants. That is not enough. They need to be experiment-
ing more aggressively to find ways to fix the system. One espe-
cially promising idea is to fund people rather than projects.

That is the approach taken by the Howard Hughes Medical 
Institute, the largest private supporter of medical research in the 
U.S. It has selected some 330 researchers with a demonstrated 
track record of success, as well as 50 up-and-coming young scien-
tists, and annually distributes about $500 million among them 
with a minimum of red tape. In 2009 three economists com-
pared this system with the standard National Institutes of Health 
grant. The NIH grants last three years, end abruptly if they are 
not renewed and have very strict requirements—for instance, 
preventing scientists from shifting money from a project that is 
not working out to a more promising approach. Howard Hughes 
grants last for five years, are usually renewed, provide a grace pe-
riod even if not continued and encourage reallocation of resourc-
es on the fly. The economists found that Howard Hughes grants 
led to higher-impact research, even when the researchers were 
compared with an equally elite sample of NIH applicants.

Another major private research foundation, the Wellcome 
Trust in the U.K., is now shifting to a similar system. The NIH 
started a Howard Hughes–like Pioneer Award program in 2004, 
but it is still tiny—only about a dozen scientists per year. Funding 
agencies should expand such programs considerably.

In certain cases, they might as well just give money to all 
qualified comers. As crazy as that sounds, the screening process 
does not always justify its cost. In 2009 two Canadian academics 
calculated that the country’s Natural Sciences and Engineering 
Research Council spent more than C$40 million administering 
its basic “discovery” grants. It would have been cheaper simply 
to award each applicant the average grant of C$30,000. Yet an-
other idea is a lottery system, as the Foundational Questions In-
stitute uses for its smaller grants. Many grants are so competitive 
that the choice is largely a lottery anyway.

Funders and universities also need to confront tough ques-
tions such as whether graduate programs are issuing too many 
Ph.D.s. If a professor has more than a few doctoral students over 
the course of his or her career, the number of researchers com-

peting for grants will increase exponentially.
One thing is clear: the status quo is unsustain-

able. Budgets are tight, and the scientific questions 
the world faces are pressing. We cannot afford to be 
squandering money and minds. 

Comment on  
this article online
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Forum by Daniel T. Willingham

Commentary on science in the news from the experts
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Illustration by Jeffrey Decoster

A friend of mine �has long held that a vaccination his son re-
ceived as an infant triggered his child’s autism. He clings to this 
belief despite a string of scientific studies that show no link be-
tween autism and vaccines. When the original paper on such a 
link was recently discredited as a fraud, my friend’s reaction 
was that it will now be more difficult to persuade people of the 
dangers of vaccination. He is not alone: nearly half of all Ameri-
cans believe in the vaccine-autism link or are unsure about it.

The paradox goes deeper. My friend insists that he trusts sci-
entists—and again, in this respect, he is like most Americans. 
In a 2008 survey by the National Science Foundation, more re-
spondents expressed “a great deal” of confidence in science 
leaders than in leaders of any other institution except the mili-
tary. On public policy issues, Americans believe that science 
leaders are more knowledgeable and impartial than leaders in 
other sectors of society, such as business or government. Why 
do people say that they trust scientists in general but part com-
pany with them on specific issues?

Many individuals blame the poor quality of science educa-
tion in the U.S. If kids got more science in school, the thinking 
goes, they would learn to appreciate scientific opinion on vac-
cines, climate, evolution and other policy issues. But this is a 
misconception. Those who know more science have only a 
slightly greater propensity to trust scientists. The science be-
hind many policy issues is highly specialized, and evaluating it 
requires deep knowledge—deeper than students are going to 
get in elementary and high school science classes. A more di-
rect approach would be to educate people about why they are 
prone to accept inaccurate beliefs in the first place. 

Humans do seem to prize accuracy above all. We want our 
beliefs to be accurate—to align with what is really true about 
the world—and we know that science is a reliable guide to ac-
curacy. But this desire to be accurate conflicts with other mo-
tives, some of them unconscious. People hold beliefs to protect 
important values, for example. Individuals who think of nature 
as sacred may perceive genetic modification as morally wrong, 
regardless of its safety or utility. People also hold beliefs that 
are rooted in their emotions. A flu pandemic that can cause 
widespread death among the innocent may cause feelings of 
fear and helplessness. One way to cope with those emotions is 
to belittle warnings of a pandemic as improbable. 

In reconciling our rational and irrational motives for belief, 
we have become good at kidding ourselves. Because we want to 
see ourselves as rational beings, we find reasons to 
maintain that our beliefs are accurate. One or two 
contrarians are sufficient to convince us that the sci-
ence is “controversial” or “unsettled.” If people knew 
that other motives might compromise the accuracy 

of their beliefs, most would probably try to be on their guard.
Asking science teachers to impart enough content to under-

stand all the issues may be unrealistic, but they might be able to 
improve people’s appreciation for the accuracy of scientific 
knowledge. Through the study of the history of science, students 
might gain an understanding both of their own motivations for 
belief and of science as a method of knowing. If a student under-
stands how a medieval worldview could have made a geocentric 
theory of the solar system seem correct, it is a short step to see-
ing similar influences in oneself. 

Science history can also help students understand why sci-
entific knowledge grows ever more accurate. It is easy for a non-
scientist to dismiss an unpleasant conclusion as controversial 
on the grounds that scientists constantly change their minds: 
“First they say chocolate is bad for us, then it’s good . . .  they 
can’t decide anything.” By studying how new observations led 
to the revision of important theories, however, students see 
that science is not about immutable laws but provisional expla-
nations that get revised when a better one comes along. They 
also see that scientists’ readiness to change their beliefs to align 
with data is a source of great strength, not weakness, and why 

near consensus on issues such as global warming or 
vaccine safety is so impressive. Science may not be 
the only way of organizing and understanding our  
experience, but for accuracy it fares better than reli-
gion, politics and art. That’s the lesson. 

Trust Me, I’m a Scientist
Why so many people choose not to believe what scientists say 

Daniel T. Willingham �is professor of 
psychology at the University of Virginia and 
is author of Why Don’t Students Like School? 
(Jossey-Bass, 2009).
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Advances 
Dispatches from the frontiers of science, technology and medicine 

Environment

Warning: 
Flooding 
Ahead
Human-induced climate change  
is bringing on more extreme weather

In the past year �floods have submerged cities as far apart as Nashville, Tenn., 
and Nowshera, Pakistan. An epic heat wave touched off peat fires in Moscow 
that wreathed the capital in smoke. A drought in northeastern China ruined 
the wheat crop. Blizzards left the U.S. buried in snow—and collapsed the roof 
of a football stadium. “It is a reasonable question: Is human influence on cli-
mate anything to do with this nasty bit of weather we’re having?” physicist 
Myles Allen of the University of Oxford said in a recent press briefing. 

It hasn’t been an easy question to answer. But now, after years of research, 
scientists have begun to detect a human fingerprint in many extreme weather 
patterns. In a study written up in February in Nature (a sister publication of 
Scientific American), researchers examined daily records of rainfall, snowfall 
and sleet from more than 6,000 weather stations between 1951 and 1999.  
They found a rise in cases of extreme precipitation, such as rainstorms that 
deliver 100 millimeters of rainfall or more in 24 hours. The uptick could not be 
explained by natural climate fluctuations; instead it more closely matched 
what the patterns that computer models of climate predict for increasing con-
centrations of greenhouse gases. Humanity, in other words, has likely loaded 

the weather dice in favor of severe storms.
The study suggests that record-breaking down-

pours, blizzards and sleet storms will continue—
though by how much and how soon remain a mys-
tery. The U.K.’s Met Office, the U.S. National Center 
for Atmospheric Research and other partners aim to 
bridge that knowledge gap by making regular as-
sessments—much like present evaluations of global 
average temperatures—of how much a given sea-
son’s extreme weather is from human influence. 

Linking a particular weather event to human-
induced climate change remains problematic.  
“We shouldn’t expect that human influence should 
be a factor in all of these events,” says climatologist 
Francis Zwiers of the University of Victoria in British 
Columbia, who led the research published in Nature. 
Still, we don’t get off scot-free. � —David Biello M
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It is hard to court �the 
opposite sex when you 
are cemented in place, 
which explains why pol­
yps—the tiny creatures 
whose exoskeletons 
form corals—do not re­
produce by mating. In­
stead they cast millions 
of sperm and eggs into 
the sea, where they 
drift up to the ocean 
surface, collide, form 
larvae and float away 
to form new coral reefs. 

Polyps may not  
be picky about their 
“mates,” but they are 
sticklers for timing. The 
polyps in a coral reef 
will “blow” their eggs 
and sperm simultane­
ously in quick frenzies 
for just one, or maybe 
a few, consecutive 
nights a year—and they 
usually do so shortly 
after sunset on evenings 
closely following a full 
moon. Scientists are 
now beginning to solve 
the mystery of this  

feat of simultaneity. 
Because polyps have 

no central nervous sys­
tem, scientists have 
been at a loss as to how 
the individual polyps 
coordinate so well with 
one another. A reef gen­
erally picks one day 
during a full moon in 
summer to blow, for 20 

minutes or so, during 
the twilight hours. Al­
though scientists have 
yet to agree on how cor­
als know which month 
to spawn, Alison 
Sweeney, an evolution­
ary biologist at the Uni­
versity of California, 
Santa Barbara, choose  
a narrower question: 
How do corals select  
the precise moment  
to blow? 

Sweeney suspected 
that a hue shift in the 
twilight sky away from 

red, toward blue, was 
the polyps’ cue.  Prior  
to a full moon, the 
moon reaches the sky 
before sunset and, re­
flecting the ruddy light 
of the setting sun, 
makes the whole sky 
slightly redder. Just af­
ter a full moon, when 
sunset precedes moon­
rise, the moon is no lon­
ger there to reflect the 
pinkish tint, so twilight 
turns bluer.

To test her hypothe­
sis, Sweeney led a team 
from U.C.S.B. and Duke 
University to the Virgin 
Islands in August 2009. 
They observed a reef of 
elkhorn, a common Ca­
ribbean coral, for six 
evenings near the time 
when they thought it 
would release eggs and 
sperm. Nearby they sus­

pended an optical cable 
to reef depth—about 2.5 
meters below the wa­
ter—from a floating 
spectrometer. They not­
ed shifts in the ocean’s 
color each twilight. 
Consistently, it reflected 
the sky’s color. The cor­
al spawned during twi­
lights of radiant blue: 
the third and fourth 
nights after a full moon, 
between 9:20 p.m. and 
about 9:50 p.m.

Sweeney, whose team 
reported its results in 
the February Journal of 
Experimental Biology, 
believes that like sea ur­
chins (which also link re­
production to lunar cy­
cles), elkhorn “see” color 
shifts through their skin, 
which contains photo­
receptors of the kind 
found in human retinas. 
She is not yet sure why 
they prefer blue hues to 
red. But when the re­
ceptors recognize the 
right color, a biochemi­
cal reaction probably 
ripples through the en­
tire reef—now! 

� —Rebecca Coffey

Ecology

Coral in Love
Why they spawn only at twilight
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Transportation

When Cars Are  
Greener Than People
Hybrid cars �have become so eco-friendly they now trump  
at least one form of human locomotion. Alberto E. Minetti, 
professor of physiology at the University of Milan, along  
with his master’s student Gaspare Pavei, compared the CO2 
emissions of four men walking, running and biking with the 
emissions of a hybrid vehicle carrying those same four men. 
The scientists found that four men would release more CO2 by 
jogging than if they boarded a hybrid car. (On average, four 
women jogging would release less CO2 than if they rode in a 
car because of their lower body mass.) The lesson: next time 
you and three male friends are late for the movies, don’t run. 
Hail a hybrid taxi. � —Anna Kuchment
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Gasoline Diesel Hybrid
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Many people �already use 
their smartphones as far 
more than mere tele-
phones—as gadgets for 
Web surfing, e-mailing or 
listening to music. Some 
scientists are now turning 
them into handheld tools 
to diagnose cancer or in-
fectious disease, track 
treatment progress or 
check water safety. Given 
that the handsets are so 
common, they could bring 
cutting-edge health care 
technology to the devel-
oping world.

Diagnosing cancer is a 
challenge because it re-
quires expensive, time-
consuming assays. But in a 
recent study published in 

Science Translational Medi-
cine, Ralph Weissleder and 
his colleagues at Harvard 
Medical School used a cell 
phone and a lunch box–
size machine to diagnose 
cancer from tiny pieces of 
tissue, taken via needle 
from the abdomens of pa-
tients with suspected met-
astatic cancers. Research-
ers mixed the samples with 
antibodies that bound to 
four known cancer-related 
proteins. The machine ana-
lyzed the samples using 
nuclear magnetic reso-
nance—measuring levels 
of the antibody-bound 
proteins based on their 
magnetic properties. It 
then sent the results to the 

smartphone, which, using 
an app that the research-
ers designed, displayed 
the data. Because doctors 
don’t need a laptop or 
desktop, it would be easier 
for them to assess patients 
outside the clinic. In com-
parison, results from more 
traditional diagnostic 
methods are typically not 
available for three days 
and require more invasive 
tissue sampling. 

By using different anti-
bodies, doctors could use 
the device to diagnose any 
form of cancer, says Har
vard systems biologist and 
co-author Hakho Lee. They 
could also track treatment 
progress. “If there is a de-

crease in either the num-
ber of cancer cells or the 
expression levels of certain 
disease markers, then that 
means the treatment 
might be working,” he 
says. He expects a product 
within five years. 

Other researchers are 
taking advantage of smart
phone cameras to create 
diagnostic microscopes. 
Electrical engineer Aydo-
gan Ozcan and his col-
leagues at the University 
of California, Los Angeles, 
have developed a 4.5-cen-
timeter-long phone attach-
ment that shines LED light 

on biological samples, pro-
ducing holograms of each 
cell based on how the light 
scatters. The phone’s cam-
era then snaps a photo-
graph, compresses the im-
age and sends it to a clinic 
for evaluation. With the 
ability to decipher details as 
small as 1/1,000th of a me-
ter, the microscope could 
identify sickle-cell disease 
or malaria from blood sam-
ples and perform blood cell 
counts. The devices could 
bring an elegant simplicity 
to nations that struggle 
with infectious diseases.  
� —Melinda Wenner Moyer

Medicine

Cancer Testing?  
There’s an App for That 
Physicians are using smartphones to diagnose diseases, check  
blood cell counts and identify pathogens in drinking water

Advances
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w h at  i s  i t ?

A new spin on silk: �Silkworms  
in Singapore are weaving cocoons in 
brilliant colors. A team at the coun-
try’s Institute of Materials Research 
and Engineering, part of the govern-
ment’s lead agency for science and 
technology, is hoping to do away 
with the laborious and water-inten-
sive silk-dyeing process by feeding 
domesticated silkworms (Bombyx 
mori) fluorescent molecules mixed 
into their natural diet of mulberry 
powder. The worms’ silk glands take 
up the dye and incorporate it into the 
silk fibers they produce, lead author 
Natalia C. Tansil says. The lumines-
cent silk, described in a recent online 
edition of Advanced Materials, also 
has potential applications for tissue 
engineering because it allows a 
clear—and bright—way to monitor 
scaffolds implanted to rebuild tissue 
or bone. More research is needed for 
this biomedical application, but Tansil 
is hopeful that a textile product will 
be available within a few years.  
� —Ann Chin

Illustrations by Thomas Fuchs
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Several devastating earthquakes �have rumbled 
beneath the Pacific in the past 15 months. In Feb­
ruary 2010 a magnitude 8.8 temblor slammed cen­
tral Chile; last September a 7.0 quake walloped 
Christchurch, New Zealand, leading to a 6.3 after­
shock in February. The magnitude 9.0 mega quake 
that flattened Japan in March is tied for fourth larg­
est in the past 110 years.

These events have led many people to wonder 
if they are somehow linked. Most likely, scientists 
say, their near coincidence is merely a statistical 
fluke. That doesn’t mean, however, that it is neces­
sarily safe to come out from under the bed. The best 
gauge of quake risk is the geologic record. And new 
data on that record tell a disturbing story, especially 
in the northeastern Pacific. 

Although most people may consider southern 
California to be the most earthquake-prone region 
in the nation, the Cascadia subduction zone is ar­
guably the biggest seismic hazard in the U.S. It par­
allels the coast and poses a seismic threat to cities 
such as Vancouver, B.C., Seattle, and Portland, Ore. 

At that subduction zone, the tiny Juan de  
Fuca plate slides eastward underneath North 
America between 30 and 40 millimeters a year—
but this interface has apparently been locked for 
centuries. “This subduction zone stands out as  
the big elephant in the corner,” says Chris Goldfin­
ger, a marine geologist at Oregon State University. 
“It sits quiet for hundreds of years and then goes  
off all at once.”

New data suggest that the northern portion of 
the subduction zone, from the middle of Vancouver 
Island to the Washington-Oregon border, has a 10 
to 15 percent chance of suffering a magnitude 8.0 
or greater quake in the next 50 years. The southern 
portion, stretching from the Washington-Oregon 
border to California’s Cape Mendocino, has a 37 
percent chance of the same-size quake over that 
same interval. Goldfinger and his colleagues expect 
to publish the data in an upcoming USGS report. 
The next big one, he says, “is going to happen.  
It’s just a matter of narrowing down the timeline.”

� —Sid Perkins 

Geology

Bracing for the Big One
A series of major earthquakes have struck below the Pacific Ocean  
in less than a year and a half. Could the West Coast be next?

E x p l a i n e r

How do scientists measure the speed of tectonic plates? 
The best way to measure how quickly two tectonic plates converge is to use the Global Positioning System. By 
repeatedly checking the distances between specific points on two different plates, researchers can assess long-
term rates of convergence and measure sudden movements, such as Japan’s 2.4-meter (eight-foot) leap east-
ward during the March 11 quake. Before the advent of GPS, scientists relied on rocks in the ocean floor, which, 
when they cool, record the direction of the earth’s magnetic field. Knowing when and how often the field has 
flipped in the past enables researchers to calculate the rate at which new ocean crust forms at mid-ocean ridges. 
Another technique is to sample and map rock formations on both sides of a tectonic interface—especially forma-
tions that have a distinctive composition or an unusual assemblage of fossils. � —S.P. 

Energy

The Newest 
Nuclear Plants
As always, safety is  
a balancing act 

The first new nuclear reactor in the U.S. 
in nearly three decades is taking shape 
outside Augusta, Ga. Southern Compa-
ny has dug up a patch of red clay down 
to bedrock for the foundation of a new 
AP-1000—a new generation of reactor 
with passive safety features that keep 
working even when the power goes  
out. Southern plans to build two such 
AP-1000s in the next six years, and  
other utilities have plans for 12 more, 
along with another six new reactors of 
various designs, all of them with passive 
safety features. 

Safety features that operate in the 
absence of electricity or human inter-
vention were lacking at the Fukushima 
Daiichi nuclear power plant in Japan, 
which was built in the 1970s. The March 
earthquake knocked out the plant’s 
connection to the grid, and the subse-
quent tsunami damaged backup gener-
ators and electrical equipment, crip-
pling cooling systems and allowing re-
actor cores to heat up. Each AP-1000, in 
contrast, has a giant tank of water that 
sits above the reactor core. In the event 
of a potential meltdown, the heat build-
up would trigger a valve, allowing the 
water to flow into the reactor. 

The AP-1000 also has an open-sky 
design that, in a pinch, uses air cur-
rents to cool the reactor. In a departure 
from standard designs, the outer con-
crete building that encloses the reac-
tor’s primary concrete and steel shell 
has vents near the roof. In a meltdown, 
natural convection would pull in air. 

Convection would also spread ra-
dioactive particles out through the 
roofline vents, critics point out. Engi-
neers counter that eliminating all risk 
is impossible; the best they can do is 
strike an acceptable balance between 
safety and cost. “With earthquakes, 
there are limits to what you can do,” 
says Michael Golay, a nuclear engineer 
at M.I.T. “What risk are you willing to  
tolerate?” � —David Biello

Vancouver

Juan de Fuca plate

Seattle

Portland

Illustration by Don Foley

© 2011 Scientific American



May 2011, ScientificAmerican.com  23

 
Co

ur
te

sy
 o

f N
O

VA
RK

A

Imagine a metal arch 
�that, at its highest point, 
is taller than the Statue 
of Liberty. Now picture 
it sliding along the 
ground for a distance of 
about three football 
fields, making it the big-
gest movable structure 
ever built. Under this 
steel rainbow, engineers 
are planning to entomb 
the site of the worst nu-
clear accident in histo-
ry, at the Chernobyl 
power plant in the 
Ukraine, using robotics 
to dismantle the ruins 

and permanently seal 
the wreckage. 

After reactor number 
4 exploded at the plant 
on April 26, 1986, send-
ing radioactive dust as 
far as Japan and the U.S., 
the Soviet Union put up 
a structure of steel and 
concrete, commonly 
known as the sarcopha-
gus, over the reactor to 
contain the radioactivity. 
“It was really quite a re-
markable feat, but after 
25 years, it’s in danger of 
collapse,” explains civil 
and environmental engi-

neer Eric Schmieman of 
the Battelle Memorial 
Institute. The structure, 
which was put up as 
quickly as possible to 
limit worker exposure to 
radiation, was never 
meant to last forever. 

It was designed “like 
a house of cards,” 
Schmieman says, with 
pieces of metal leaning 
against one another and 
hooked together. “There 
are no welded joints or 
bolted joints—it wouldn’t 
take much of a seismic 
event to knock it down.”

French construction 
company Novarka is 
working on a replace-
ment, the New Safe Con-
finement (NSC), which 
Schmieman helped to 
design. Because the reac-
tor is still radioactive, 
architects designed the 
NSC with worker safety 
in mind. The arch will 
not be built over the 
sarcophagus but will be 
assembled nearby from 
prefabricated segments. 
Workers will use hydrau-
lic jacks to slide the arch 
about 300 meters along 

Teflon bearings until it 
covers the sarcophagus. 
Once engineers seal the 
reactor, they will remote-
ly maneuver three robot-
ic cranes inside the NSC 
to dismantle the sar-
cophagus and reactor 
and to clean up any left-
over radioactive dust. 

Novarka aims to fin-
ish fabricating the NSC 
by the summer of 2014, 
at a cost of $2.1 billion 
from 29 countries. It is 
expected to last at least 
100 years.  
� —Charles Q. Choi

Environmental Engineering

Steel Rainbow
Twenty-five years after Chernobyl,  
the world’s largest movable structure  
is set to seal off the failed reactor for good

© 2011 Scientific American
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Steel Rainbow
Twenty-five years after Chernobyl,  
the world’s largest movable structure  
is set to seal off the failed reactor for good
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It is the ultimate para-
dox �of American health 
care: going to the hospi-
tal can kill you. Every 
year nearly two million 
hospital-acquired infec-
tions claim roughly 
100,000 lives and add 
$45 billion in costs; that 
is as many lives and dol-
lars as taken by AIDS, 
breast cancer and auto 
accidents combined. 
And with antibiotic re-
sistance rising steadily, 
those numbers promise 
to climb even higher. 

Even more stagger-
ing than the numbers is 
that most of these infec-
tions are preventable. 
The Institute of Medi-
cine has long since de-
termined that if hospi-
tal staff would make 
some minor adjust-
ments to their rou-
tines—like washing 
their hands more—the 
problem could be sig-
nificantly minimized. 

Washington is now 
starting to crack down. 
On January 1 the Cen-
ters for Medicare & 
Medicaid Services 
(CMS) began requiring 
that all acute care facili-
ties report the number 
of intensive care unit 
patients who develop 
bloodstream infections. 
Eventually the informa-
tion will be made pub-
lic, requirements will 
expand to include all 
types of hospital-ac-
quired infections, and 
the level of Medicare 

reimbursement will be 
tied to how effective 
hospitals are at reduc-
ing infection rates. 

Some medical cen-
ters have already taken 
the initiative and start-
ed making changes. A 
handful “have virtually 
eliminated some forms 
of infection that other 
hospitals still think are 
inevitable,” said Donald 
M. Berwick, who heads 
the CMS, in congressio-
nal testimony last year.

One of them is Clax-
ton-Hepburn Medical 
Center, a rural hospital 
with a 10-bed intensive 
care unit in Ogdens-
burg, N.Y. It has nearly 
wiped out ventilator-as-
sociated pneumonia 
(VAP)—a hospital-ac-
quired infection that oc-

curs in 25 percent of all 
people who require me-
chanical ventilation—
just by making a hand-
ful of changes to its pro-
tocol. Instead of laying 
patients flat, nurses 
keep them elevated at a 
30-degree angle, which 
studies show is better 
for the lungs and does 
not, as previously 
thought, increase the 
risk of bedsores. Rather 
than leaving patients 
sedated, doctors now 
wean them from seda-
tives once a day to test 
their progress—another 
trick proved to reduce 

the length of stay. Nurs-
es also take care to 
brush patients’ teeth ev-
ery day and to clean 
their mouths and gums 
every few hours because 
oral infections often 
spread to the lungs.  
In the five years that  
followed the adoption 
of these practices, not  
a single case of VAP 
emerged.

Claxton-Hepburn is 
not the only hospital 
with success stories to 
share. In fact, dozens of 
New York–based hospi-
tals—including ones 
much larger than Clax-

ton-Hepburn—man-
aged to cut their VAP 
rates in half by employ-
ing similar methods. 
And in Michigan 103 
intensive care units 
eliminated catheter- 
related bloodstream  
infections during an 
18-month study; hospi-
tal workers credited ev-
idence-based practices 
and simple checklists. 
With solutions that 
cost less than the pen-
alties, more hospitals 
are sure to follow Clax-
ton-Hepburn’s lead. 

—Jeneen Interlandi Ph
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Medicine

Beating Back  
the Bugs
Some hospitals have turned a corner  
in fighting deadly infections

Even in the information age, �the U.S. Bureau of Labor Statistics still gathers much of its 
data the old-fashioned way. Workers make phone calls to find out what dentists charge 
for pulling teeth, and they visit stores to write down the prices of CDs and Russet potatoes. 
In the end, the data are accurate but take a month or so to compile and analyze. 

To speed things up, Alberto Cavallo and Rigoberto Rigobon, economists at the Massachusetts Institute of Technology, 
created the Billion Prices Project (bpp.mit.edu). Software indexes Web sites to track prices of more than five million goods from 
70-plus countries and spits out inflation rates in real time. 

Although the Billion Prices Project is not intended to replace official statistics—it leaves out many service prices, like haircuts 
and dental visits, that aren’t readily accessible on the Internet—the quick data can come in handy during times of economic 
uncertainty. After the February 2010 Chilean earthquake, the government used Cavallo and Rigobon’s figures to monitor food 
prices and watch for any steep rises. Cavallo is now working on a way to apply the method to calculations of gross domestic 
product, the total value of all goods and services produced by a country. “GDP is what determines if a recession is imminent,” 
says economist Laurence Ball of Johns Hopkins University. � —Michael Easter

 Economics

The Prices Are Right 
Economists find a faster, cheaper way  
to measure inflation

© 2011 Scientific American
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Measles �has been all 
but �eradicated in the 
developed world, but it 
still claims more than 
160,000 lives in devel-
oping countries. Sub-
Saharan Africa, in par-
ticular, has been hit 
hard in the past few 
years. A 2009 outbreak 
in Zimbabwe, for in-
stance, afflicted 8,000 
people and killed 517. 
Some public health 
workers blame lax vac-
cination efforts, but the 
real culprit may be HIV.

Studies show that 
infants with HIV do 
not respond well to the 
measles vaccine even 
when given a second 
dose at nine months, as 
the World Health Orga-
nization (WHO) cur-
rently recommends. A 
2008 study in Malawi 
found that the extra 
dose only boosted mea-
sles immunity to 64 
percent. Worse yet, a 
2009 study in Kenya 
found that only 33 per-
cent of HIV-infected 

children who had been 
vaccinated for measles 
at birth still had anti-
bodies to the virus at 
age five. “Normally 
measles immunity will 
last 10 years and often 
for life,” says William 
Moss, a public health 
researcher at Johns 
Hopkins University 
who studies HIV and 
measles in Zambia.

The implications 
for immunization ef-
forts are serious. The 
current vaccination 
schedule is inadequate 
for countries with high 
HIV levels, says Anna 
Nilsson, an immunolo-
gist at the Karolinska 
Institute in Sweden 

and co-author of a 
March paper on mea-
sles and HIV in PLoS 
Pathogens. “The tradi-
tional approach has 
been to give the same 
vaccine at the same age 
to all children,” she 
says. “But here we have 
a group of very vulner-
able children who need 
special consideration.” 
More than two million 
children in sub-Saharan 
Africa carry HIV. 

Fortunately, HIV- 
infected children can 
develop immunity to 
measles if they receive 
antiretroviral therapy 
before vaccination. 
When the HIV-infected 
five-year-olds in the  

Kenya study were re-
vaccinated after six 
months of antiretroviral 
treatment, their mea-
sles immunity rose to 
78 percent. And Nilsson 
and her colleague found 
that treating HIV-in-
fected infants with anti
retrovirals preserves a 
type of immune cell 
that improves vaccine 
response. “For immuni-
zation efforts to be suc-
cessful in HIV-infected 
children, you also have 
to provide antiretro
virals,” Nilsson says. 
The WHO is working to 
make retrovirals more 
available. Now they 
have an added incen-
tive. � —Erica Westly

Infectious Diseases

HIV vs. Measles
Pediatric HIV may be hindering  
measles eradication efforts
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Zimbabwe: A Tale of Two Diseases

Registering impacts in sports: �Masters of the martial art of Tae Kwon Do have gotten so lightning-quick that even 
a team of four judges placed around a competition ring can have a hard time keeping up. That is where a human-
computer interface invented by Jin Y. Song, a veteran Silicon Valley–based electrical engineer and Tae Kwon Do black belt, 
comes in. The invention relies on three different types of sensors embedded in traditional Tae Kwon Do head and torso 
protectors, plus modern wireless technology and magnets to accurately track and score blows to the body and head 
delivered in the blink of an eye. “If someone pushes you really hard, this thing will not pick it up,” says Song, referring to 
the pressure sensor located near the torso. “There has to be a quick impact.” 

�Impacts to the head are picked up by the same acceleration detectors found in car air bags. Magnets embedded in 
foot protectors alert a third class of sensors that impact from a foot is imminent, which helps the sensors distinguish valid 
hits from incidental contact with other parts of the body. (A BlackBerry uses the same magnet to turn off when slid into  
a case.) Finally, wireless transmitters convey signals to a computer sitting on top of a nearby scorer’s table, where officials 
keep track of who is winning the match.

�Song received final approval for his patent in February. The device has already been used successfully to score a 
handful of martial arts competitions, including the World University Taekwondo Championship in Spain and a major 
martial arts competition in Beijing. The International Olympics Committee is also currently considering using the device 
to score the 2012 Games. Song is now in the process of adapting the technology for use in other sports, among them 
football, which is beset by a high occurrence of concussions. He thinks the sensor could be valuable for monitoring blows 
to the head of football players.� —Adam Piore 
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Medicine

A Cure within Sight?
Embryonic stem cells may help 
treat a leading cause of blindness

Until now, �patients who suffer from one of the most com-
mon causes of vision loss have had little hope for treat-
ment. Age-related macular degeneration, or AMD, typi-
cally strikes people older than 60 by thinning a layer of 
cells at the back of the eye known as the retinal pigment 
epithelium. This layer of cells eliminates waste from the 
eye and nourishes photoreceptors, the neurons that ab-
sorb and convert the light that creates the images we 
see. As the disease progresses, photoreceptors die, and 
patients lose central vision—the ability to see what is 
directly in front of them; peripheral vision is not affected. 

Embryonic stem cells may be able to halt the prog-
ress of the disease. When researchers used stem cells to 
create new retinal pigment cells and injected them under 
the retinas of rats, the new cells helped restore the epi-
thelium, temporarily stopping the degeneration of the 
retina and rescuing threatened photoreceptors. 

This spring scientists will test this method in pa-
tients for the first time. The clinical trial, led by biotech 
company Advanced Cell Technology and conducted at 
U.C.L.A.’s Jules Stein Eye Institute, will focus on treating 
the most common form of macular degeneration, 
known as atrophic (dry) AMD. “There’s a desperate 
need to be thinking about cell therapies for blinding dis-
eases because not a lot else is coming down the pike,” 
says Marie Csete, former chief scientific officer at the 
California Institute for Regenerative Medicine, a re-
search funding agency (she is not involved in the trial). 

Some critics warn that patients’ immune systems 
could reject the foreign cells, and that undifferentiated 
stem cells could turn into cancer cells. Robert Lanza, 
chief scientific officer at Advanced Cell Technology, says 
his team has addressed both concerns. For one, the eye is 
immune-privileged, meaning it is less likely than other 
organs to reject foreign tissue; indeed, rejection was not 
an issue in trials on rats. The company has also developed 
a test to detect a single undifferentiated stem cell among 
the retinal pigment cells they will give to patients. 

If trials prove the treatment is safe, Lanza will test it 
on patients with earlier stages of AMD, the better to pre-
vent the onset of the disease. At best, though, the treat-
ment would spare vision but not restore sight that has 
already been lost. � —Sonya Collins 

Google has a small fleet 
�of robotic cars that since 
autumn have driven them-
selves for thousands of 
miles on the streets of 
northern California with-
out once striking a pedes-
trian, running a stoplight 
or having to ask directions. 
The cars’ ability to analyze 
enormous quantities of da-
ta—from cameras, radar 
sensors, laser-range find-
ers—lies in the 18th-cen-
tury math theorem known 
as Bayes’ rule. The formula 
has survived decades of 
controversy and marginal-
ization to emerge as the 
cornerstone of some of the 
most sophisticated robotics 
projects now under way 
around the world. 

Discovered by English 
clergyman Thomas Bayes, 
the formula is a simple 
one-liner: Initial Beliefs + 
Recent Objective Data = A 
New and Improved Belief. 
A modern form comes 
from French mathemati-
cian Pierre-Simon Laplace, 
who, by recalculating the 
equation each time he got 
new data, could distinguish 
highly probable hypotheses 

from less valid ones. One 
of his applications involved 
explaining why slightly 
more boys than girls were 
born in Paris in the late 
1700s. After collecting de-
mographic data from 
around the world for 30 
years, he concluded that 
the boy-girl ratio is univer-
sal to humankind and de-
termined by biology.

Many theoretical statis-
ticians over the years have 
assailed Bayesian methods 
as subjective. Yet decision 
makers insist that they 
bring clarity when informa-
tion is scarce and outcomes 
uncertain. During the 1970s 
John Nicholson, the U.S. 
submarine fleet command-
er in the Mediterranean, 
used Bayesian computer 
analysis to figure out the 
most probable paths of  
Soviet nuclear subs. Today 
Bayesian math helps sort 
spam from e-mail, assess 
medical and homeland  
security risks and decode 
DNA, among other things. 

Now Bayes is revolu-
tionizing robotics, says 
Sebastian Thrun, director 
of Stanford University’s Ar-

tificial Intelligence Labora-
tory and Google’s driver-
less car project. By express-
ing all information in terms 
of probability distributions, 
Bayes can produce reliable 
estimates from scant and 
uncertain evidence. 

Google’s driverless cars 
update information 
gleaned from maps with 
new road and traffic data 
from sensors mounted 
atop the vehicles. Google 
hopes that robotic cars will 
one day halve the number 
of road fatalities, cut energy 
consumption, fit more 
densely onto crowded 
roads and free commuters 
for more productive activi-
ties—like dreaming up 
even better ways to use a 
250-year-old theorem.

—Sharon Bertsch 
McGrayne

McGrayne �is author of 
The Theory That Would  
Not Die, How Bayes’ Rule 
Cracked the Enigma Code, 
Hunted Down Russian  
Submarines & Emerged  
Triumphant from Two Cen-
turies of Controversy (Yale 
University Press, 2011).

Do the Math/Methods 

Why Bayes Rules
A new book about the now ubiquitous theorem traces its road 
from 18th-century theology to 21st-century robotic cars 

Google’s driverless cars 
use Bayesian methods.
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Scientist In the Field

“Let’s Go for It”
The leader of the 
government’s push into 
alternative energy talks about 
fuel-making microbes, the 
next industrial revolution 
and how soon his high-risk 
projects will reach the market

What is ARPA–e’s mandate?
The wise thought leaders who  
created ARPA-e felt that a place  
to go and try out a new, high-risk 
idea did not exist. [That is] what 
ARPA-e was created for.

We are saying that if energy  
is the next industrial revolution 
and if we are going to be competi-
tive in this globally competitive 
world, and we are falling behind 
right now, gosh, let’s go for it.  
You need ARPA-e to look for  
short-term translation of science 
into technology.

What kinds of projects is  
ARPA-e funding? 
Scientists at Lawrence Berkeley National 
Laboratory are making progress on 
electrofuels [using microbes to turn  
carbon dioxide back into liquid fuels 
similar to gasoline]. They have got a  
new catalyst that is cheaper, and they 
are taking that catalyst and attaching it  
to a microbe, and that’s supposed to  
produce the hydrogen that the bug will 
consume to produce electrofuels. I don’t 
think they have any idea whether the 
catalyst will actually work when at-
tached to the bug, but you’ve got to just 
try it out. Now that’s risky. But there are 
slightly less risky projects as well. 

This high-risk research also includes 
developing better batteries for electric 
cars, cheaper photovoltaics and power 
electronics (superefficient electrical 
converters). When will these projects 
start to deliver?
My most optimistic estimate is 10 years 
for when these products will actually be 
in the hands of consumers or placed in 
the energy infrastructure. But frankly, 
look at how long the Internet took, from 
1968, and ARPAnet to the late 1980s. 

That’s 20 years. 
That’s the sort of 
timescale we should 
be looking at. 

Which programs 
can deliver fastest?
Electrofuels are really 
in an early stage.  
I don’t think we 
should expect that 

any time soon. Maybe power electronics. 

How do you decide when something’s  
a failure?
Usually if a project does not meet its 
milestones [after an extension of] two  
or three months. We give them a little 
window instead of just cutting them off.

Still, our primary goal is to help re-
searchers reach their milestones and 
move forward. We tell our folks, look,  
if something’s not working and we  
terminate a project, don’t take it person-
ally. Come back again, and we will try  
 to support you.  
� —Interview by David Biello 

name� 
Arun Majumdar
title� 
Director, Advanced 
Research Projects 
Agency–Energy
location 
�Washington, D.C.

p r o f i l e

“And Houston, 
Discovery, for the 

final time,  
wheels stopped.” 

—Steven W. Lindsey of the U.S.  
Air Force guiding the shuttle Discovery  

back from its final flight.
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The FDA  approved 
biotech drug 

Benlysta to treat 
lupus,	the	fi	rst	new	

treatment for 
the autoimmune 

disease in 50 years. 
It is also the	fi	rst	

drug ever developed 
specifi	cally	to	

target the debilita-
ting	affl		iction.	

Call your broker. 

A study in rats 
showed	that	poor	
nutrition during 
preg nancy 
caused a higher 
risk of disease 
for	off	spring	in	
later life. An apple 
a day could keep 
the	doctor	away	
50 years 
from	now.	

Genius

The	last	fl	ight		of 
shuttle Discovery 

marked the begin-
ning of the end of 

the 30-year-old 
“space bus” 

program. After 
June’s	fi	nal	Atlantis 

mission, the U.S. 
will	have	to	depend	

on Russia to get 
astronauts to the 

International 
Space Station. 
Holy Sputnik.

Gamblers beware: 
sleep deprivation 
may increase a 
sense of optimism, 
causing people to 
take bigger risks. 
No	wonder	casinos	
hand out free 
cigarettes and hide 
the clocks. 

Self-proclaimed 
 tiger-blooded, 

Adonis-DNAed 
warlock	Charlie	

Sheen	was	labeled		
bipolar by “experts” 

who	have	never	
met him. 

—George 
Hackett
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Nancy Shute �covers science and medicine for 
NPR, National Geographic and U.S. News & World 
Report. She is tracking how improvements in the 
way clinicians and patients communicate and 
make decisions affect health outcomes.

Find a breast cancer tumor �when it is tiny, and a woman will 
probably beat the disease. Find that same malignancy when it 
is larger or has spread to other organs, and she is far more like-
ly to die, even after surgery, radiation and chemotherapy. Find-
ing breast tumors before they turn deadly is a challenge and 
one that medical technology has so far failed to master. 

“We desperately need better breast cancer screening tools,” 
says Otis Webb Brawley, chief medical officer at the American 
Cancer Society. His organization promotes mammography in an 
effort to reduce the 40,000 deaths from breast cancer every year 
in the U.S. But that emphasis, Brawley fears, leads engineers 
and medical device manufacturers to presume that the problem 
of breast cancer detection is not worth their attention, because 
it has been solved. It has not. Mammograms miss up to 20 per-
cent of tumors, and an average of one out of 10 readings mistak-
enly identifies healthy breast tissue as possibly malignant. Those 
false positives mean that women who try to do the right thing 
by going in for routine cancer screening face a substantial risk 
of needless biopsies (which can themselves be disfiguring and 
interfere with treatment later on) and expense, as well as the 
misplaced fear that they have cancer when they really do not. 

Mammography’s shortcomings have spawned controversy 
and confusion. In 2009 the U.S. Preventive Services Task Force 
(USPSTF) determined that routine mammograms would save 
too few lives of women ages 40 to 49 to justify the number of 
false positives and unnecessary biopsies that would result in that 
age group. Medical societies and patient advocacy groups at-
tacked the recommendation; the American Cancer Society still 
advises women in their 40s to undergo mammography every 
year. Some health experts fret, though, that the USPSTF finding 
has discouraged more than a few women, not just those in their 
40s, from getting tested. “It’s made women more skeptical about 
the test,” says Sheryl Gabram-Mendola, a surgical oncologist at 
Emory University’s Winship Cancer Institute. “Women say, ‘I’m 
just not going to do it, I’m too busy.’ ” 

Even before the 2009 controversy, however, women were for-
going screening mammograms. According to the most recent 
data from the U.S. Centers for Disease Control and Prevention, 
the percentage of women who have undergone mammograms 
within the previous two years has dropped a bit across all age 
groups. For women 40 to 49, the number fell from 64.3 percent 
in 2000 to 61.5 percent in 2008—which makes sense if mammo-
grams are unhelpful as screening tests in that age group. For 
women 50 to 64, it fell from 78.7 percent in 2000 to 74.2 percent 
in 2008—which is worrisome given that the evidence shows 
mammograms are clearly beneficial for women 50 and older.

Better tools could help encourage screening and make it 
more useful for women of all ages. No method currently under 

study is robust enough yet to supplant mammography. But re-
searchers and clinicians hope that a greater understanding of 
the physiology and biochemistry of breast cancer, combined 
with more dexterous technology, will one day result in screen-
ing tools that can replace or inexpensively supplement mammo-
grams so that the results will be more trustworthy.

Today’s Options
Mammography, which has been used to detect tumors since the 
1970s, misses some cancers and wrongly suggests the presence of 
others because it is based on low-dose x-rays, which have inherent 
limitations in their ability to resolve tumors. When viewed with 
x-rays, a malignancy appears lighter in color than does normal 
breast tissue. X-rays also pick up white specks of calcium depos-
its that may be generated by a tumor as it grows. But x-rays are 
not good at spotting tiny tumors, partly because of a lack of con-
trast and partly because the calcifications associated with tumors 

Beyond Mammograms
Conventional breast cancer screening tests are far from perfect. What’s next?

Early detection: �Tests are ongoing to see if sound, light or 
tissue elasticity could help spot a tumor (yellow) early. 
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are much smaller than benign deposits and 
therefore easy to overlook. Nor are x-rays 
good at detecting tumors in dense breast tis-
sue, which also reads as white; many wom-
en younger than 50 have dense breasts. Fi-
nally, mammograms cannot indicate for 
sure whether an unusual mass is cancerous. 

Two other commonly used imaging tech-
niques—magnetic resonance imaging (MRI) 
and ultrasound—often supplement mam-
mography to detect breast cancer but are 
not yet reliable enough to be used by them-
selves for screening. MRI uses magnetism 
and radio waves to measure differences in 
the water content of tissue, which provides 
more detail about differences in the compo-
sition of breast tissue than do x-rays. But 
because a benign cyst often looks like a tu-
mor on an MRI, screening with MRI also in-
creases the rate of false positives. For that 
reason, the American Cancer Society rec-
ommends annual MRI screenings only in 
women with a strong family history of breast or ovarian cancer. 
In addition, breast MRIs are too expensive for routine use in the 
general population, running $2,000 to $6,000 a test compared 
with a few hundred dollars for a mammogram. 

Ultrasound relies on high-frequency sound waves to charac-
terize the internal structures of the breast. Unlike MRI, it can 
determine if a lump is a harmless, fluid-filled cyst. But its imag-
es cannot distinguish malignant tumors from benign growths 
filled with harmless breast tissue. It thus gives more false nega-
tives than mammography does, which is why it is less than ideal 
as a stand-alone method for initial screening.

Fresh Ideas
Researchers, in their quest for better solutions, are experiment-
ing with new twists on an age-old method: feeling for lumps. Tu-
mors are stiffer than healthy breast tissue—which is why they 
feel different. The problem with waiting until a tumor has 
grown large enough to be felt, however, is that the delay increas-
es the odds that the cancer will have spread by the time it is di-
agnosed. The goal is to create ways of detecting that stiffness 
while a tumor is still too small to be felt by human hands.

One method for measuring such stiffness depends on a com-
bination of low-frequency sound waves and MRI. Dubbed mag-
netic resonance elastography, the technique was first developed 
more than a decade ago by Richard Ehman, a radiologist at the 
Mayo Clinic. Currently applied to the diagnosis of nonmalig-
nant liver diseases, the approach is now being tested on breast 
tumors. Patients are scanned in an MRI while sound waves with 
a frequency of 60 hertz pass through plastic tubes to the breasts. 
The MRI picks up tiny variations in how tissue is moved by the 
sound waves. Ehman says his team has gotten pretty good at 
distinguishing between normal and malignant breast 
tissue based on the stiffness revealed by the MRI. But 
for elastography to work as a population-wide screen-
ing tool, the cost of using an MRI would have to be 
much lower.

Another technique for measuring tissue 
stiffness dispenses with the expense and 
claustrophobia of an MRI. Bruce Tromberg, 
a biomedical engineering professor at the 
University of California, Irvine, has built a 
handheld scanner that sends near-infrared 
light through the skin and into the breasts 
and then measures how the light energy 
scatters on its path through the body be-
fore it gets reflected back to the scanner. 
The light photons travel differently through 
tumors than through normal tissue. The ex-
perimental device is being tested in cancer 
patients to see whether it can be tuned to 
accurately measure tumor shrinkage in re-
sponse to therapy. Tromberg hopes, though, 
that the technology can eventually be re-
fined enough to spot malignancies while 
they are still microscopic. 

A simpler screen, like a blood test, 
would be ideal. Physicians do have blood 
tests that detect the recurrence of breast 

and ovarian cancer, such as by measuring a molecule called 
CA125, but they are not accurate enough for large-scale screen-
ing. Several researchers, however, are tracking chemical mark-
ers in the blood and in the breath with the goal of creating 
screening tools that could someday not just find cancer but also 
indicate how dangerous it is likely to be.

Emory’s Gabram-Mendola and chemists at the Georgia Insti-
tute of Technology have found markers in the breath of 20 breast 
cancer patients that were not present in the breath of 20 control 
subjects. The team is not focusing on fully replacing mammog-
raphy but on saving it to use as a follow-up tool in places where 
resources are scarce. “There is a huge need to come up with 
something that can be used in countries where mammography 
is less available,” says Charlene Bayer, who is leading the effort 
at Georgia Tech. A breath test performed in a doctor’s office 
could also have great appeal for the many women in developed 
countries who shun screening mammograms because of the dis-
comfort and inconvenience.

Meanwhile developing a single, perfect detection tool for spot-
ting breast cancer remains a tall order. “The technology needs to 
be able to identify many, preferably most or all, of the people 
who have the disease,” says David Dershaw, attending radiologist 
and emeritus director of breast imaging at Memorial Sloan-
Kettering Cancer Center in New York City. “It needs to be reason-
ably noninvasive, tolerable and acceptable to people so they will 
undergo the test. It needs to be not very expensive. And it has to 
be widely available.” Nothing under study fits that bill better 
than mammograms do—at least for now.

Where does that leave women in their 40s? Many doctors 
who no longer advise mammograms for most women younger 
than 50 continue to suggest them for those with a family history 

of breast or ovarian cancer. But for now the majority 
of women in their 40s will have to continue to strug-
gle with the to-screen-or-not-to-screen question—and 
a realization that when it comes to tracking down 
breast cancer, there is still no perfect tool. 

Troublesome trend: �The percentage 
of women having mammograms to 
screen for breast tumors began a 
general decline after the year 2000. 
New tools for cancer detection could 
help improve participation rates.

Comment on  
this article online
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Every now and then �the public rises up to make an industry 
clean up its environmental act. As a result, car companies now 
offer hybrids, electrics and alternative-fuel cars. Beverage com-
panies are making their bottles with a lot less plastic. New laws 
have reduced the chemicals that cause acid rain by 76 percent 
since 1980. And so on.

One industry in particular, however, continues to leave a di-
sastrous eco-wake, because no 
such public pressure exists: con-
sumer electronics.

You know those one billion cell 
phones we buy every year? Those 
100 million cameras? That infini-
tude of laptops, Game Boys, TV 
sets and music players? Most of 
the ones we replace go to the 
dump. The Environmental Pro-
tection Agency calculated that in 
2007, we threw away 2.25 million 
tons of electronics—82 percent of 
it into the landfill. That’s a lot of 
toxic chemicals and nasty metals 
that you really, really don’t want 
leaching into the water supply.

So where’s the public outcry? 
Where are the public service an-
nouncements, the lobbyists, the 
national consciousness-raising? It 
doesn’t exist, for one simple rea-
son: the disposability at the heart 
of the industry’s business model is 
too attractive to all concerned. 

It’s fairly easy to give away or sell your old car, clothing, baby 
gear or furniture; those things may still have value after you fin-
ish with them. But electronics? Not so much. Who would want 
your four-year-old cell phone, your black-and-white iPod, your 
two-megapixel camera? 

Verizon’s free-phone-upgrade program was called New Every 
Two. That program recently ended, but it is a good-enough de-
scription of our national obsession with owning the coolest and 
newest electronics. Most people would start to feel self-conscious 
wielding a three-year-old phone, camera, music player or laptop. 
They observe that the latest gadgets are sleeker, faster and cooler-
looking. And presto: it’s time to upgrade. 

That is the industry’s business model, and it works 
spectacularly well. Neither we nor the manufacturers 
have any incentive to change. They’re not going to try 
to sell fewer products, and we wouldn’t want them to. 

Will there ever be a rally where people chant, “Stop improving 
the gadgets” and “Slow down the pace of progress”? 

No, the most realistic solution is to leave the business model 
alone—but to fight its wasteful consequences on two fronts. 
First, we can pressure the electronics companies to make the 
products less damaging. Factors that nobody used to care about 
(hormones in milk, fuel efficiency in cars) have become impor-

tant marketing points. Why 
couldn’t electronics companies 
tout energy efficiency, nontoxic 
components and minimal pack-
aging in their advertising?

Apple does that. Its environ-
mental report-card page (www.
apple.com/environment/reports) 
tracks the greenhouse impact of 
every product not just while you 
own it but even during its manu-
facture and recycling. Apple also 
touts its compact packaging, recy-
cling-valuable materials (such as 
aluminum) and nontoxic chemi-
cals. There is no reason other 
companies’ environmental prac-
tices can’t be sales points, too.

Second, we consumers should 
recycle our gadgets when we fin-
ish with them. If the gizmos are 
fairly new, you can sell them—ei-
ther on eBay or to “recommerce” 
sites such as Gazelle.com. They 
send you a shipping box for your 

old gear, pay you for it, and then resell or recycle it.
If your junk is too old to resell, you can drop it off at Best Buy, 

Target or Radio Shack. All three accept and recycle old comput-
ers, GPS units, TVs, printers, monitors, cables, cell phones, re-
motes, headphones, and so on. The store even rewards you with 
an instant discount on a new purchase or a gift card. 

Nobody buys a new fridge or alarm clock every other year, be-
cause the feature sets of those product categories are mature. 
Maybe that will happen to our phones and cameras, too; already 
people are keeping their PCs longer than they did a decade ago.

In the meantime, we can make things better right now, with-
out making anyone sacrifice much. Pressure the manu-
facturers to boast about their own eco-efforts—and 
pressure yourself to dump your old gear at Best Buy or 
Radio Shack. Doing a good deed for the world couldn’t 
get much easier. 

Gadgets Are Garbage
Your brand-new device is about to be obsolete. Save it from the trash heap

easy ways to get rid 
of your old gear

�ScientificAmerican.com/
may2011/pogue
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Susta i n a b i l i t y

Scientists and engineers �are 
trying to develop long-shot 
technologies that could drastically 
change the energy game. 
New power sources �could be 
created by igniting fission 
reactors with laser-driven fusion 
explosions that consume spent 
nuclear fuel, a hazardous waste. 
Other machines could convert 
sunlight and carbon dioxide into 
fuel that displaces gasoline. 
Energy efficiency �could be raised 
significantly by magnets that 
revolutionize air conditioners  
and by shape-memory alloys  
that boost mileage in cars. 
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The failure rate may be 90 percent, but if  
any of these exotic technologies succeeds it could 

significantly improve energy security and efficiency

Radical 
Energy 

Solutions 
many people are working to harness renew�able energy sources more  
effectively and to enhance energy efficiency. All good. Most of the efforts 
will probably result in welcomed but incremental improvements, howev-
er. Radical innovations are needed to drastically change the energy game.

�For years scientists and engineers have touted some fantastic schemes: 
satellites that beam solar power to receivers on land; 
wind machines that hover in the atmosphere, gener-
ating electricity. Down on earth, however, research-
ers have recently received substantial government or 
private funding for a remarkable variety of long-shot 
technologies in a few key areas. The projects we pro-
file here are leading examples of the payoffs that are 
possible—if, of course, the inventors manage to over-
come daunting hurdles to bringing practical, mass-
produced and affordable technologies to fruition. 

—The Editors
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Likelihood 
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of succeeding commercially 

Likely To Work? 
On the following pages, 
our editors and advisers 

handicap these 
technologies in two ways:
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physicists and engineers have labored 
for decades to harness nuclear fu-
sion, the same process that blazes in 
H-bombs and the sun. The research-
ers can readily produce fusion reac-
tions—slamming hydrogen nuclei  
together fiercely enough that they 
merge, releasing neutrons and ener-
gy. The hard part is doing it so effi-
ciently that the reactions release 
more energy than used to start them, 
a condition called ignition, which 
could ultimately generate electricity.

Scientists at the National Igni- 
tion Facility in Livermore, Calif., 
have therefore come up with a new 
twist: using fusion to drive fission, 
the atom splitting that powers con-
ventional nuclear reactors. Director 
Edward Moses claims the process 
could lead to prototype power 
plants in 20 years.

In the Livermore scheme, laser 
pulses produce fusion explosions at 
the center of a reaction chamber, 
emitting neutrons that split atoms 
in a thick blanket of uranium or oth-
er fuel lining the chamber’s walls. 
Energy from these fissioning atoms 
would multiply the chamber’s power 
output by a factor of four or more. 
The concept of fusion driving fission 

for peaceful purposes dates back to 
Andrei Sakharov, “father” of the So-
viet H-bomb, who raised the idea in 
the 1950s.

If most of the power comes from 
fission, why not stick with conven-
tional nuclear power plants and 
avoid the hassle of developing the fu-
sion trigger? A fission reactor relies 
on a chain reaction in which neu-
trons from fissioning atoms trigger 
more atoms to split. Sustaining the 
chain reaction requires plutonium or 
enriched uranium fuel, both of which 
can be used in nuclear weapons. 

In the hybrid fusion-fission plant, 
neutrons from the fusion explosions 
generate the fission, eliminating the 
need to sustain a chain reaction. This 
arrangement broadens the menu of 
possible fuels to include unenriched 
uranium, depleted uranium (a volu-
minous waste product of uranium 
enrichment) or even spent fuel from 
other nuclear reactors—waste that 
would otherwise have to be stored 
for thousands of years or undergo 
complicated and hazardous repro-
cessing for reuse in a fission plant.

Another benefit is the amount  
of burnup. A conventional reactor 
splits only a few percent of its fuel’s 
fissionable atoms before the fuel 
must be changed out. Moses says  
fusion-fission plants could achieve 
90 percent burn, thus requiring per-
haps only a 20th as much fuel as a 
typical fission reactor. An “incinera-
tion” phase in the final decade of the 
plant’s roughly 50-year life span 
would reduce the long-lived waste 
from 2,500 kilograms or so to about 
100, albeit with declining power gen-
eration in those years.

Researchers are also studying  
fusion-fission proposals based on 
magnetic fusion, a competitor to la-
ser fusion that bottles the fusion re-
action in powerful magnetic fields. 
In 2009 scientists at the University 
of Texas at Austin proposed a hybrid  
reactor with a compact magnetic- 
fusion trigger. Researchers in China 
are evaluating designs optimized for 
producing energy, for breeding con-
ventional reactor fuel and for burn-
ing nuclear waste.

Fusion energy of any kind is a 
radical proposition. Even if Moses’s 
facility demonstrated ignition this 
year, major technical obstacles 

would remain before a power plant 
could become reality. Tiny, exquisite-
ly engineered fusion pellet targets 
would have to be mass-produced 
inexpensively. Ignition would have 
to occur 10 times a second, which 
requires an array of unproved tech-
nology (the National Ignition Facili-
ty manages at best a few target shots 
a day).

Hybrid approaches also require 
technologies not needed in pure fu-
sion—in particular, the fission blan-
ket, including fission fuels that can 
withstand a much greater barrage of 
heat and neutrons than they en-
counter in a conventional reactor. 
Proposals range from solid, multi
layered “pebbles” to liquids com-
posed of uranium, thorium or pluto-
nium dissolved in molten salts.

The challenges are daunting, and 
Moses has mapped out an aggressive 
development path to achieve them. 
First, though, his facility must prove 
that laser fusion can actually achieve 
ignition. � —Graham P. Collins
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The sun bathes the earth in more energy 
in an hour than civilization uses in a year. If 
scientists could convert even a fraction of 
that surplus into a liquid fuel, our addiction 
to fossil fuels for transportation, and the 
problems they cause, could end. “Chemical 
fuels would be the game changer if you 
could directly make them efficiently and 
cheaply from sunlight,” notes Nathan Lewis, 
director of the Joint Center for Artificial 
Photosynthesis at the California Institute  
of Technology. 

Fusion-split Atoms

liquid fuels 

Solar  
Gasoline
Concentrated sunlight  
and carbon dioxide  
propel vehicles 

Li
ke

li
h

o
o

d
Po

te
n

ti
al

 Im
pa

ct

Laser Steam turbine

Reactor

Waste 
heat

Fusion

Fission

Electricity



© 2011 Scientific American
May 2011, ScientificAmerican.com  41

One intriguing effort at Sandia National 
Laboratories employs a six-meter-wide dish 
of mirrors in the New Mexico desert. It con-
centrates the sun’s rays on a half-meter-
long cylindrical machine shaped like a beer 
keg that is mounted in front of the dish. The 
mirrors focus sunlight through a window in 
the machine’s wall on a dozen concentric 
rings that rotate once a minute. Teeth of 
iron oxide (rust) or cerium oxide rim the 
rings and rotate into the beam, heating to 
1,500 degrees Celsius. That heat drives the 
oxygen out of the rust. As the teeth rotate 
back into the cooler, dark side of the reac-
tor, they suck oxygen back out of steam or 
out of carbon dioxide that has been intro-
duced into the chamber, leaving behind  
energy-rich hydrogen or carbon monoxide.

The resulting mixture of hydrogen and 
carbon monoxide is called synthesis gas, or 
syngas—the basic molecular building block 
for fossil fuels, chemicals, even plastics. The 
process could also absorb as much CO2 as  
is emitted when the fuel is burned. Such  
a system of solar fuels “is like killing four  
birds with one stone,” says Arun Majumdar, 

director of the Advanced Research Projects 
Agency–Energy: clean fuel supply, greater 
energy security, carbon dioxide reduction 
and less climate change.

Researchers elsewhere, including at the 
Swiss Federal Institute of Technology in Zu
rich and the University of Minnesota, are 
developing syngas-producing machinery. 
And some start-up companies are pursuing 
other paths. Sun Catalytix in Cambridge, 
Mass., dips a cheap catalyst into water and, 

using electricity from a solar panel, creates 
hydrogen and oxygen. Liquid Light in Mon-
mouth Junction, N.J., bubbles CO2 into  
an electrochemical cell that builds it into 
methanol. And Lewis himself is building ar-
tificial leaves from semiconducting nano-
wires that absorb sunlight to split water 
into hydrogen and oxygen.

Of course, overcoming practical prob-
lems is the main hurdle. At Sandia, the teeth 
keep cracking, impeding the reaction. 
“You’re cycling back and forth from 1,500 
degrees to 900 degrees; that’s a lot to ask of 
a material,” notes chemist Gary Dirks, direc-
tor of LightWorks at Arizona State Universi-
ty, who is not involved with the work. The 
next step is to make the rust structure more 
robust at the nanoscale or to find even bet-
ter tooth materials. The high cost of the 
mirrors would also have to drop. Sandia’s 
researchers suggest their syngas engine can 
make fuel for $10 per gallon ($2.65 a liter). 
“We haven’t proved to ourselves that we 
can’t do it,” says chemical engineer and co-
inventor James E. Miller, “but we’re a long 
way from doing it.”  � —David Biello
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Today’s commercial solar cells convert 
only 10 to 15 percent of the light they receive 
into current, resulting in expensive electricity. 
One reason is that a single layer of light- 
absorbing silicon has a theoretical efficiency 
limit of about 31 percent (the best laboratory 
cells reach 26 percent). New research into 
semiconductor crystals, or quantum dots, 

could boost the theoretical maximum above 
60 percent, blazing a path for products that 
generate electricity at competitive prices. 

In a conventional cell, incoming photons 
knock electrons loose from the silicon, allow-
ing the electrons to flow freely into a conduct-
ing wire, establishing a current. Unfortunate-
ly, many of the sun’s photons have too much 
energy; when they strike the silicon, it releases 
“hot electrons,” which rapidly lose their ener-
gy as heat and return to their initial state be-
fore they are captured by the conducting wire. 
If hot electrons could be grabbed before they 
cooled, maximum efficiency could double.

One solution is to slow down how fast the 
electrons cool, creating more time for them to 
be captured. Last year chemist Xiaoyang Zhu 
of the University of Texas at Austin and his col-
leagues turned to quantum dots consisting of 
a few thousand atoms each. Zhu deposited 
lead-selenide dots onto a conducting layer of 

titanium dioxide, a common material. When 
he shone a light, the hot electrons took up to 
1,000 times longer to lose their heat. Zhu “re-
ally showed that this concept is possible,” says 
Prashant Kamat of the University of Notre 
Dame, who was not involved in the research.

Stalling the electrons is only part of the 
goal, however. Zhu is now looking for a way to 
help the conductor convert as many hot elec-
trons as possible into current so the conduc-
tor itself does not also absorb them as heat. 

Many obstacles remain to a working so-
lar cell. “We need to establish all the phys-
ics,” Zhu says—exactly how hot electrons 
cool, how they transfer into conductors. 
“Once we figure all that out, then we can say 
what the ultimate materials to use would 
be.” The work, he predicts, “will take a while. 
But I’m confident we can do it. I want to see 
these solar cells on my roof.” The commer-
cial payoff could be huge. � —JR Minkel
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up to 60 percent of the energy  
generated in the U.S. is wasted—much 
of it lost as heat from millions of vehi-
cles and power plants. Scientists at 
General Motors in Warren, Mich., are 
trying to capture this squandered en-
ergy using exotic materials called 
shape-memory alloys, which can con-
vert heat into mechanical energy that 
in turn generates electricity. Team 
leader Alan Browne’s first target is to 
recycle heat in a car’s exhaust system 
to power air-conditioning or the radio 
so that the engine does not have to.

Browne plans to harvest heat with 
a belt made of thin, parallel strands of 
nickel-titanium alloy that “remember” 
a particular shape. All shape-memory 
alloys flip back and forth between two 
states: in this case, a stiff “home state” 
at higher temperature and a more pli-
able state at lower temperature. In 
GM’s design, the belt is stretched over 
three pulleys that form corners of a 

triangle. One corner of the belt would 
lie close to the hot exhaust system, 
and another corner would be farther 
away, where it is cooler. By contract-
ing at the high-temperature corner 
and expanding at the cooler corner, 
the belt pulls itself around the loop, 
spinning the pulleys. The pulleys can 
turn a shaft that drives a generator. 
The greater the temperature differ-
ence, the faster the loop turns and the 
more power it generates.

GM’s prototype demonstrates 
proof of principle rather than actual 
hardware. A small, 10-gram strand 
yields a modest two watts, enough to 
power a night-light. Browne claims 
the technology could be scaled up  
to hit the marketplace within a  
decade, adding that no technical is-
sues stand in the way of retrofitting 
shape-memory-alloy heat engines  
to household appliances or power-
plant cooling towers. The alloys 

open up a world of applications that 
were previously considered imprac-
tical because they can function in 
temperature differences of as little 
as 10 degrees Celsius, explains Geoff 
McKnight, a collaborating materials 
scientist at HRL Laboratories.

The GM design is straightforward 
but is still a long shot. Shape-memory 
alloys suffer from fatigue, becoming 
brittle. Three months of continuous 
processing are needed to embed the 
home-state shape memory. The wires 
are difficult to join into a belt. Figur-
ing out how to efficiently heat and 
cool the belt using air is also chal-
lenging. Browne is not saying exactly 
how his team is troubleshooting 
these issues, except to note that they 
are varying the gauge of the wire, the 
belt geometry, and the ways the belt 
is heated and cooled—every variable 
“science and man can think of.”

GM isn’t alone in the quest to re-
cycle heat. Sanjiv Sinha of the Uni-
versity of Illinois is developing flexi-
ble, solid-state materials that con-
vert heat into electricity. If heat 
engines can be built into existing 
and future hardware, the applica-
tions are endless: from thousands  
of cooling towers and factory boilers 
to millions of home radiators, refrig-
erators and chimneys, as well as 
tractors, trucks, trains and planes. 
Quintillions of joules could be gener-
ated worldwide, slashing fossil-fuel 
consumption.�  —Bijal P. Trivedi
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For more than a century piston engines 
have powered nearly all cars and trucks. Even 
today’s hybrid vehicles and the new range 
extenders such as Chevy’s Volt use small pis-
ton engines to boost power and to efficiently 
recharge the batteries. But Michigan State 
University is developing a completely differ-
ent design, known as a wave-disk engine or 
shock-wave engine, that eliminates pistons. If 
the project succeeds, future hybrids could go 
five times farther on a liter of gasoline.

The compact engine is only the size of a 
cooking pot and requires considerably less 
equipment than piston engines, says co- 
inventor Norbert Müller, a mechanical engi-
neering professor at Michigan State. Pistons, 
rods and engine blocks are not needed. The 
reduced mass and higher fuel efficiency 
could propel “a plug-in hybrid car with re-
generative braking as much as five times far-
ther on the same amount of fuel, reducing 
emissions of carbon dioxide accordingly,” 
Müller says. The system could also cut man-
ufacturing costs by as much as 30 percent. 

Müller and his team are testing a proto-
type wave-disk generator on a benchtop in 
their East Lansing lab. Their aim is to demon-
strate a working, 25-kilowatt (33-​horse
power) engine. He expects the energy con-
version efficiency of his first machine to be 
about 30 percent, which trails the 45 percent 
number set by leading diesel engines. But he 
is optimistic that improvements could boost 
efficiency to as high as 65 percent.

In a conventional spark-ignition engine, 
a spark plug ignites a mixture of gasoline 
and air inside a chamber, which drives a pis-
ton that turns a crankshaft, which ultimate-
ly turns the car’s wheels. In a diesel engine, 
the piston powerfully compresses the fuel 
and air, igniting it. The resulting combustion 
gases expand, driving the piston backward, 
turning the crankshaft.

In the wave-disk design, the power- 
generating process takes place inside a spin-
ning turbine. Imagine a desktop fan (a “rotor”) 
lying horizontal on a tabletop, with many 
curved blades and a casing around the outer 

edge. Hot, pressurized air and fuel enter the 
gaps between the blades from the central 
spindle. When the high-pressure mixture ig-
nites, burning gases expand in the confined 
space, forming a shock wave that compresses 
air in the remaining space. Subsequent reflec-
tions of the shock wave off the casing further 
compress and heat the air, which at the right 
moment is released through the casing. The 
force of the pressurized gases on the curved 
blades, plus that of the escaping gas jets, drives 
the rotor around, which spins a crankshaft. 

Engineers began studying wave-rotor 
machines as early as 1906, according to the 
wave disk’s other co-inventor, Janusz Piech-
na, an associate professor at the Warsaw Uni-
versity of Technology in Poland. They are al-
ready used in superchargers in some sports 
cars. The difficult part, however, is knowing 
how to manage the unsteady gas flows. Pre-
dicting the highly complex, nonlinear behav-
ior of these intermittent flows requires de-
tailed numerical calculations, which until  
recently were too time-consuming or impre-
cise to pursue, Müller says. High-fidelity sim-
ulation carried out at Michigan State and 
elsewhere is now guiding the precise shaping 
of the blade geometries and the split-second 
timing of the combustion to extract the  
best performance.

Whether computer models can lead to 
practical road machines remains unclear. 
“Wave-rotor technology can be rather diffi-
cult to implement,” says Daniel E. Paxson, 
who designs flow models at the NASA Glenn 
Research Center in Cleveland. The Michigan 
State project “definitely pushes the envelope,” 
he notes with a combination of pragmatic 
skepticism and admiration. “Whatever the 
ultimate results, I’m sure they’ll learn a lot.”

Müller seems to have little doubt that if 
his team builds the wave-disk generator just 
right it could find its way into greener hybrid 
vehicles, from motor scooters to family se-
dans and delivery trucks. “It’s just a matter of 
time, effort and imagination—and money,  
of course.” � —Steven Ashley
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air conditioners, refrigerators and 
freezers help cool our lives, but they 
burn through energy, consuming up 
to a third of the electricity used by 
U.S. homes. A radically different tech-
nology that relies on magnets could 
dramatically cut the load.

Most commercial coolers compress 
and decompress a refrigerant gas or 
liquid through a repeating cycle. As 
the refrigerant cycles, it draws heat 
out of the inside of a room or appli-
ance. Compressors are energy hogs, 
however. And the most commonly 
used gases, when released, warm the 
atmosphere at least 1,000 times more 
than carbon dioxide does, molecule 
for molecule.

Researchers at Astronautics Cor-
poration of America in Milwaukee are 
developing a cooler based on magnets 
that eliminate the compressors. All 
magnetic materials heat up to some 
extent when exposed to a magnetic 
field and cool down when the field is 
removed, a trick known as the mag
netocaloric effect. Atoms store heat as 
vibrations; when a magnetic field 
aligns the electrons in a metal and 
keeps them from moving freely, the 
metal atoms vibrate more, heating up. 
Remove the field, and the temperature 
drops. This phenomenon was discov-
ered in 1881, but it has been ignored 

for commercial purposes because, in 
theory, cryogenically cooled supercon-
ducting magnets would be needed to 
maximize the effect. In 1997, however, 
materials scientists at the U.S. Depart-
ment of Energy’s Ames Laboratory in 
Iowa, collaborating with Astronautics, 
hit on an alloy of gadolinium, silicon 
and germanium that showed a giant 
magnetocaloric effect at room temper-
ature. The company has since found 
other such alloys.

Astronautics is now designing an 
air conditioner aimed at cooling an 
apartment or house of about 1,000 
square feet. A small, flat disk contains 
porous wedges made of one of the al-
loys. The disk is surrounded by a sta-
tionary, ring-shaped permanent mag-
net that lies in the same plane. The 
magnet has a gap in one side that 
concentrates the field there. As the 
disk spins, each magnetocaloric 
wedge passes the gap and heats up, 
then cools after it continues on. Fluid 
circulating inside the system is heat-
ed and cooled by the rotating wedges, 
and the cooled fluid draws heat from 
the room. The magnet is carefully de-
signed to prevent the field from stray-
ing outside the machine, so it does 
not affect nearby electronics or peo-
ple with pacemakers.

In conventional coolers, the com-
pressor does most of the work. In 
magnetic coolers, the motor that spins 
the wheel does most of the work, and 
motors are typically far more effi-
cient than compressors. Astro
nautics aims to have a prototype 
by 2013 that slashes electricity 
use by one third for the same 
amount of cooling provided. 
A big bonus: the unit uses 
only water to transfer heat, 
“and you can’t get more envi-
ronmentally friendly than 
that,” says Steven Jacobs, 
manager of Astronautics’s 
technology center.

The design could be 
adapted to refrigerators and 
freezers, although a lot of com-
plexities must be mastered just 
to complete a successful proto-
type. Controlling how the water 
flows through the porous wedges is 
tricky; the disk spins 360 to 600 
times per minute. Also, the magnet is 
made from an expensive neodymium-
iron-boron alloy, so making it as small 

as possible while still providing a 
strong magnetic field will be a com-
mercial necessity. “It’s a high-risk 
technology, but it’s got huge potential, 
and that level of performance is a rea-
sonable target,” says mechanical engi-
neer Andrew Rowe of the University 
of Victoria in British Columbia.

Researchers are experimenting 
with other unusual cooling technolo-
gies. Sheetak, a firm in Austin, Tex., is 
developing a cooler that does away 
with refrigerants altogether, in-
stead relying on so-called thermo-
electric materials that get cold on 
one side and hot on the other 
when electrified. One way or an-
other, consuming less fuel and 
reducing global warming emis-
sions could leave the world a 
cooler place. � —Charles Q. Choi
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Coal is the cheapest and most plentiful 
energy resource in the U.S.—and as the 
most carbon-heavy source, a major driver 
of climate change. Engineers have devised 
various ways to strip carbon dioxide out of 
a coal plant’s exhaust before it enters the 
atmosphere, but the processes sap up to  
30 percent of the energy created by burn-

ing the coal in the first place. That burden 
can double the cost of electricity generated, 
which makes clean-burning coal a tough sell.

The idea is so appealing, however, that 
the Department of Energy’s Advanced  
Research Projects Agency–Energy, along 
with other agencies, has been doling out 
seed money for research into technologies 
that might drive down that unacceptable 
percentage. 

One especially enticing design, from the 
University of Notre Dame’s Energy Center, 
uses a novel material called an ionic liquid—
essentially a type of salt. Its first advantage 
is that it pulls in twice as much carbon diox-
ide as other, chemically similar carbon ab-
sorbers. Another plus is that in doing so, the 
salt undergoes a phase change from solid to 
liquid. The change releases heat, which is 
recycled to help drive the carbon out of the 
liquid so that it can be disposed of.

“Our modeling shows that we should be 
able to reduce the parasitic energy to 22 or 
23 percent,” says Joan F. Brennecke, a chem-
ical engineer and director of the energy 

center. “Ultimately we’d like to get it  
down to 15 percent.” Her team is building  
a laboratory-scale unit to demonstrate  
the technology.

If the approach sounds theoretical at 
this point, it is. “This is a radical idea,” Bren-
necke admits, “because these materials are 
totally new,” discovered barely two years 
ago. Brennecke’s group is just beginning to 
explore them, and unexpected problems 
could crop up at any stage. Even if the pro-
cess works in the lab, it could prove impossi-
ble to scale up to the power plant level.

Furthermore, if the stripping process 
does work, the carbon then has to be stored 
somewhere. The leading idea espoused by 
scientists is to inject it underground, in po-
rous rock formations—a process known as 
sequestration that has been field-tested but 
not proved on a large scale. A more experi-
mental notion is to mix the CO2 with silicates, 
reproducing the natural process that binds 
CO2 into carbonate rock, rendering it inert.

Also to be confronted are the health and 
environmental issues that go along with 
coal mining and with disposing of the toxic 
ash left over after burning. The many prob-
lems make environmentalists see red when 
they hear the phrase “clean coal.” Still, coal 
is so abundant and cheap that if a high-risk 
idea works out it could make a big differ-
ence in the fight against climate change.  �  
� —Michael Lemonick
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�Radical projects being funded by the U.S. Department of Energy’s ARPA-E program: �http://arpa-e.energy.gov 
�Fusion-triggered fission: �https://lasers.llnl.gov/about/missions/energy_for_the_future/life 
�Quantum photovoltaics: �www.utexas.edu/news/2010/06/17/quantum_dot_research
�Solar fuels: �http://pubs.acs.org/doi/abs/10.1021/bk-2010-1056.ch001
�Shock-wave engines: �www.nextbigfuture.com/2009/10/wave-disc-engines.html

Scientific American Online 
�More exotic technologies are at �ScientificAmerican.com/may2011/radical-energy

Strip out the Carbon

Coal plant

CO2 recycled or 
stored

Salt scrubber 
captures CO2 



Author Bio Text� until an ‘end nested style character’ (Com-
mand+3) xxxx xxxx xx xxxxx xxxxx xxxx xxxxxx xxxxxx xxx xx 
xxxxxxxxxx xxxx xxxxxxxxxx xxxxxx xxxxxxxx xxxxxxxx.

46  Scientific American, May 2011 Photograph/Illustration by Artist Name

COS M O LO GY

t h e  l o s t

g a l a x i e s

46  Scientific American, May 2011 Graphic by James E. Geach and Rob Crain

By the latest estimate, the observable universe contains  
200 billion galaxies. Astronomers wonder: Why so few?

By James E. Geach 

Forget dark matter: �even the suppos-
edly normal matter of the universe is 
mysterious enough. Why does only a 
small fraction of it reside in galaxies? 
Where did the rest go?

The current best guess �is that the bulk 
of the normal matter is trapped in  
giant gaseous filaments. This so-called 
warm-hot intergalactic medium, or 
WHIM, is hard to detect directly.

Galaxy formation � is evidently rather 
inefficient. As material falls into a gal-
axy, the galaxy tends to shoot much of 
it straight back out again—a process 
known as feedback.

The atoms in your body �have probably 
been cycled through intergalactic space. 
Indeed, galaxies and their contents are 
not fixed structures but the bright tips 
of a wider sea of gas.

i n  b r i e f
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IN THE THROES OF FORMATION,  

�a galaxy like our Milky Way pulls in  
dense, cold gas (red streams) and also ejects 

hot gas (blue streams) back into inter­
galactic space. The galaxy ends up with 

only a small fraction of the raw material.  
The author and his colleagues generated 

this image using a state-of-the-art 
cosmological simulation code.
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James E. Geach� is an observational astronomer who studies galaxy 
evolution, particularly their star-formation histories and the evolu-
tion of their cold gas. He traces his love of astronomy to the dark 
night skies of his native Cornwall, England. He is now a postdoctoral 
researcher at McGill University, where he lives with his wife, Kristen, 
and their young beagle, Darwin.

How did all those galaxies come to be? This question in-
spired me to become an astronomer and has been the focus of 
my research career. Over the years my naive way of looking at 
galaxies has changed. To judge by their sheer numbers, nature 
appears to be quite good at producing galaxies. Not so. If you 
add up all the visible matter in galaxies today, you get only 
about a tenth of the total endowment created by the big bang. 
Where is the rest, and why did it not end up in galaxies? These 
are two of the biggest puzzles in astronomy today.

This missing matter is different from dark matter and dark 
energy. Those are substances of unknown composition that to-
gether amount to 96 percent of the total mass of the cosmos. In 
the case of numbers of galaxies, the trouble is with the 4 per-
cent that was supposed to be well understood. This slice of the 
universe is normal matter, made of the same stuff as our bodies 
and everything around us—primarily baryons, the class of par-
ticle that includes protons and neutrons. For the majority of it 
to go missing is a mystery inside a mystery. Not only is most of 
the matter in the universe dark and unexplained, but of the 
small sliver that is normal, only a fraction is accounted for.

Another way to put it is that the process of galaxy formation 
must be inefficient. It is as if a farmer sowed an entire field of 
seeds and only one of every 10 germinated. Astronomers have 
struggled for years to explain how that could be. The emerging 
answer requires us to revise our notions not only of how galax-
ies form but of what a “galaxy” even is. One expects not to fath-
om exotic types of matter; it is rather more disturbing to learn 
that we still do not grasp the mundane sort.

Honey, We Lost Half the Universe
for decades �observers have been piecing together a timeline of 
cosmic history that describes the content of the universe at dif-
ferent stages in its evolution. In the process, it has gradually be-
come apparent that more baryons were present at the dawn of 
the universe than we can directly detect today.

The initial amount of baryonic matter is actually fairly 
straightforward to estimate. This information is encoded into 

the relic radiation from the 
big bang: the cosmic micro-
wave background radiation. 
State-of-the-art experiments 
such as the Wilkinson Micro-
wave Anisotropy Probe and 

the Planck space observatory detect small fluctuations in the 
temperature of this radiation, and the distribution of these fluc-
tuations reflect the baryon density of the universe at a time 
when galaxies were yet to form. An independent check comes 
from measurements of the abundances of helium, deuterium 
and lithium. These elements were synthesized in the first few 
minutes of the universe in relative amounts that depended on 
the overall quantity of baryonic matter. Both techniques imply 
that the total amount of baryonic matter should account for 4 
percent of the mass of today’s universe.

At the outset, all baryons took the form of a hot gas that 
filled space. In the regions where the initial matter density was 
high, gravity caused gas to clump into progressively denser 
clouds, which were the starting point for galaxy formation. As-
tronomers have detected this reservoir of gas in the early uni-
verse by analyzing the light detected from bright, distant qua-
sars. What quasars are is not important for now; just consider 
them extremely bright lighthouses, acting as backlighting for 
the primordial gas floating around in intergalactic space. When 
a light ray from a quasar passes through a cloud of cold, neutral 
hydrogen, the gas absorbs some of the photons. Because the gas 
absorbs only photons of a certain energy, it imprints a telltale 
dip in the quasar’s spectrum at a very specific wavelength: what 
astronomers call an absorption line.

A ray of light from the quasar might pass through hundreds 
of such clouds on its journey through the universe, and each one 
can imprint an absorption line at a slightly different wavelength, 
depending on the cloud’s distance from the observer. By sum-
ming up the dips, we can calculate how many of the baryons 
were locked into these clouds. The result suggests that as late as 
five billion years after the big bang, or about nine billion years 
ago, the initial allotment of baryons could still be accounted for. 
Most were floating around in intergalactic space and had not 
yet collapsed into luminous galaxies [see “The Emptiest Places,” 
by Evan Scannapieco, Patrick Petitjean and Tom Broadhurst; 
Scientific American, October 2002].

In the intervening nine billion years, most of the galaxies we 

have always been startled and fascinated by the 

sandlike abundance of galaxies sprinkled across the night 
sky. The most sensitive optical image ever made by human 
beings, the Hubble Ultra Deep Field, captures some 10,000 
galaxies in an area about 1/100th the size of the full moon. 
Scaled up to the whole sky, such a density implies a total of 
200 billion or so galaxies. And those are just the most lumi-
nous ones; the true number is probably much larger.I
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see today formed, wrought from that vast reservoir of primordial 
hydrogen. Once inside galaxies, baryons were reprocessed and 
took on various guises: stars, stellar remnants, neutral gas (both 
atomic and molecular), ionized gas, dust, planets, people. We 
can audit the mass of baryons in these different forms by mea-
suring their emissions across the electromagnetic spectrum. For 
example, visible and near-infrared light reveal the mass of stars; 
a distinctive radio emission line signals the amount of neutral 
atomic hydrogen; infrared light betrays interstellar dust. In these 
ways, astronomers have taken a census of all the different phases 
of baryons in all the galaxies around us, and here is where the 
discrepancy arises: the total accounts for only 10 percent of the 
initial inventory of baryons that were present in the early uni-
verse. Presumably they did not simply vanish; they linger in the 
vast spaces between the galaxies. But why can we not see them?

On a WHIM
astronomers know where � to find some of these intergalactic 
baryons. Dense swarms of galaxies called clusters are filled 
with a diffuse ionized gas, or plasma. The intense gravitational 
field of the cluster whips ions to high speed, giving the plasma 
a temperature of hundreds of millions of kelvins, enough to 
make it glow with x-rays. Space telescopes such as XMM- 
Newton and Chandra routinely detect clusters of galaxies by 

means of this x-ray emission. But clusters are rare, so the gas 
within them accounts for only another 4 percent of the bary-
ons. When we add up all the baryons we can see in galaxies, 
clusters and elsewhere in intergalactic space, they account for 
roughly half the total, leaving the equivalent of at least 500 bil-
lion galaxies waiting to be found.

To balance the books, Renyue Cen and Jeremiah P. Ostriker, 
both at Princeton University, Romeel Davé of the University of 
Arizona, and their collaborators conjectured a decade ago that 
the missing baryons are out there but have evolved into a phase 
that is hard to detect. The properties of this elusive component 
are related to the way that cosmic matter of all types, both mun-
dane and exotic, has developed what astronomers refer to as 
large-scale structure.

Under the influence of gravity, dark matter has pulled itself 
into a vast skeletal network that interlaces the universe. Clusters 
are actually just the high-density nodes of this cosmic web. Out-
side clusters the majority of galaxies congregate in lower-density 
groups or line up in long filaments. Intergalactic gas is gravita-
tionally attracted to filaments, and as it falls in, simulations sug-
gest, it gets heated by shock waves to temperatures ranging from 
100,000 kelvins to tens of millions of kelvins. That sounds hot 
but is tepid by the standards of intracluster gas. It is toasty 
enough to remain highly ionized but too cool to blaze in x-rays.

w h e r e  d i d  t h e  m at t e r  g o ? 

Betrayed by  
Its Shadow 

Astronomers think they may have found where the bulk 
of the normal matter in the universe lurks: not in galaxies 
but in a form of intergalactic gas (mostly hydrogen) 
called the warm-hot intergalactic medium, or WHIM. 
The name connotes that the gas is less than blazingly 
hot and, consequently, glows too feebly to see directly. 
Looking in the interstices of a giant filament of galaxies 
called the Sculptor Wall, astronomers saw, in essence, 
the WHIM’s shadow: the gas absorbed x-rays from a 
background object at a distinctive wavelength.

X-rays

Chandra  
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H 2356-309 
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Cen, Ostriker and Davé dubbed this material the warm-hot 
intergalactic medium, or WHIM. If we could empirically con-
firm its presence and extent, we might be able to pin down the 
location and condition of the missing baryons.

The most promising way to detect the WHIM is to look for 
trace constituents such as ionized oxygen or nitrogen, which ab-
sorb ultraviolet light or x-rays of distinctive wavelengths. In fact, 
astronomers can apply the same absorption-line technique we 
used for the census of cold hydrogen clouds in the early universe; 
namely, we can look for dips in the spectra of quasars that back-
light the WHIM. We have already had tantalizing glimpses. In the 
ultraviolet, the Hubble Space Telescope and the now defunct Far 
Ultraviolet Spectroscopic Explorer (FUSE) have detected absorp-
tion by strongly ionized oxygen. The first hints came just over a 
decade ago, when the concept of the WHIM was still novel. Todd 
M. Tripp, now at the University of Massachusetts Amherst, and 
Blair D. Savage of the University of Wisconsin–Madison detected 
ionized oxygen absorption in the far-ultraviolet spectrum of the 
quasar PG 0953+415. More observations have followed over the 
past decade, helped by improvements in detector technology and 
instrumentation, the most recent being the installation of the 
Cosmic Origins Spectrograph on Hubble. Although systems with 
strongly ionized oxygen appear 
to be plentiful, this ion traces 
only the relatively cool part of 
the WHIM. To trace the more 
abundant hotter gas, we must 
search for absorption by even 
more highly ionized species.

Taotao Fang of the Universi-
ty of California, Irvine, and his 
collaborators, have used the x-
ray telescopes Chandra and 
XMM-Newton to peek into the 
interstices of the Sculptor Wall, 
a vast string of galaxies in the 
local universe—perfect WHIM-
hunting territory. They have 
found absorption by oxygen 
that is so strongly ionized that 
it has lost almost all its elec-
trons. The team estimated that 
the overall baryon density in 
this WHIM component agreed with cosmological simulations.

Though encouraging, these observations only scratch the sur-
face. The observations are hard: the WHIM signal is weak, and 
we are generally working at the technical limits of the instrumen-
tation. Even when we do detect absorption, we have to make 
many assumptions about the makeup of the gas to extrapolate 
the wider WHIM properties. More important, the absorption-line 
technique relies on fortuitously placed quasars. Quasars are rare, 
bright ones even more so, which makes WHIM hunting some-
what of a lottery. Nevertheless, we think we know where the miss-
ing baryons are and how they might be detected. Many astrono-
mers are now engaged in efforts to map out the WHIM properly.

The Battle for Baryons
the existence of the whim �goes some way to explaining why 
galaxy formation is so inefficient. The evolution of large-scale 
structure made intergalactic gas too tenuous and hot to accu-

mulate into the cool, dense pools required for galaxy formation. 
Obviously, though, some of the baryons did manage to turn into 
galaxies, or else we would not be here.

Another thing is clear, too: galaxy formation used to be much 
more efficient. About eight billion years ago the average birth 
rate of stars was 10 to 20 times higher than it is today. Most of 
the galaxies we see today took shape then. To account for why 
galaxy formation slackened as sharply as it has, astronomers 
have had to rethink our basic models of how galaxies are born.

In principle, the recipe for a galaxy is quite simple. In a model 
pioneered in the 1990s by Simon D. M. White of the Max Planck 
Institute for Astrophysics in Garching, Germany, and Carlos S. 
Frenk of Durham University in England, galaxies grow within 
massive clumps of dark matter, termed halos, whose gravitation-
al attraction sucks in surrounding gas like water going down a 
plug hole. In this model, some of the gas gets heated by shock 
waves as it plows into the halo and then cools by emitting radia-
tion, allowing it to agglomerate into a cohesive body. Once within 
the galaxy, the gas can cool further and collapse into clouds of 
molecular hydrogen. Under gravitational contraction, these 
clouds can eventually reach the density required to make stars. 
Bigger galaxies can grow through the mergers of smaller ones.

White and Frenk recognized 
that their model could not be 
the entire story, however. For 
instance, not all of the gas flow-
ing into galaxies would be 
shock-heated to high tempera-
tures. But the basic picture of 
gas accretion within dark halos 
gave astronomers a solid frame-
work within which to under-
stand the principles of galaxy 
formation. The field has blos-
somed in the past 20 years. The-
orists have explored the physics 
of gas flow in ever more detail, 
refining the original model. Re-
cent high-resolution computer 
models of the thermodynamic 
evolution of gas in cosmological 
simulations suggests that some 
of the gas flowing into young 

galactic disks in the early universe does so in streams that are 
relatively cold (10,000 to 100,000 kelvins) and narrow (a few 
thousand light-years across). These cold flows appear to pene-
trate the hotter halo gas and directly feed the galaxies.

No one has yet seen this process in action: the detailed phys-
ics of the accretion of gas onto galaxies is complicated, and dif-
ferent simulations predict slightly different things. These cave-
ats aside, astronomers now accept that all galaxies build up from 
the gravitational accumulation of primordial gas, be it gas that 
heats up and cools down or gas that never heats up at all.

The trouble with this model is that the flow of gas into gal-
axies cannot go on unabated. If it did, galaxies would grow into 
monsters, and we know they do not: galaxies today come in 
only a limited range of masses. Early models seemed to repro-
duce the observed range of galactic masses pretty well, but in 
retrospect they worked only because astronomers were using a 
value for the overall baryon density that was about half the 

Beware of the blob: �A wad of hydrogen gas (yellow) appears 
to be the castoff from the formation of a massive galaxy.

100,000 light-years
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present value. As new measurements of the baryon fraction re-
vised the value upward, theorists fed this information into sim-
ulations and realized that their model universes were plagued 
by a serious overabundance of massive galaxies that are not 
seen in nature.

Another problem is that models predict a profusion of small-
ish dark matter clumps that agglomerate into progressively 
larger bodies. Real galaxies do not follow this pattern. Observ-
ers do not see nearly as many small galaxies as the models pre-
dict, and the most massive galaxies appear to have formed 
quickly and efficiently, rather than through the gradual assem-
bly of smaller pieces.

The models were clearly missing a critical ingredient. Some-
thing must be regulating the cooling of gas and the formation 
of stars in galaxies. The process has made small galaxies ineffi-
cient at forming stars and limited the size of massive galaxies. 
Theorists began considering a variety of additional physical 
processes that would provide this regulation. Known collective-
ly as galactic feedback, these processes can counter, or reverse, 
the gravitational collapse of gas into galaxies and thus limit the 
number of stars that can form. They include supernovae explo-
sions, stars’ ultraviolet radiation and outflows, and the tremen-
dous energy released during the growth of the supermassive 
black holes that lurk in the core of all massive galaxies [see 
“Black Hole Blowback,” by Wallace Tucker, Harvey Tananbaum 
and Andrew Fabian; Scientific American, March 2007]. In the 
most massive galaxies, black holes are probably the most domi-
nant feedback mechanism; in lower-mass systems, supernovae 
and stellar winds are more important.

What all these processes have in common is that they inject 
energy back into the surrounding medium. In this way, galaxies 
can choke off the inward flow of material, prevent gas that has 
already accumulated from forming stars or, in extreme cases, 
eject baryons back into intergalactic space. Simulations that 
take feedback into account do a much better job of reproducing 
the observed variety of galaxies. Not only does feedback play a 
critical role in tuning the evolution of galaxies, it can also re-
supply, reheat and enrich the WHIM. Through a continuous 
process of cooling and heating, baryons are cycled between in-
tergalactic space and the stars and gas within galaxies. Galaxy 
growth is determined by a delicate balance of power that has 
tipped one way or another over cosmic history. Understanding 
this battle for baryons revamps our view of galaxy formation.

Blobology
the study of gas cooling and feedback �has been a major focus of 
astrophysics over the past decade. Without empirical data, we 
have no way of testing the models. Cold material flowing into 
galaxies in the early universe should give itself away by the dif-
fuse glow that hydrogen emits as it cools. Feedback can be in-
ferred from the bright infrared emission from intense star for-
mation and x-ray or radio emission from the environs of a super-
massive black hole. We need to catch both these processes in the 
act. Recently we may have done just that.

About a decade ago Charles Steidel of the California Institute 
of Technology and his collaborators discovered a new class of ob-
ject that appears to tick the boxes for the observational signa-
ture of cooling: the Lyman-alpha blob. Never let it be said that 
astronomers are uptight with their nomenclature; “blob” really 
is the technical term. Lyman-alpha refers to one of the specific 

Spitting It Back Out 
Why do galaxies account for such a small fraction of cosmic 
matter? Not only does most of the matter end up in the 
WHIM, but galaxies also limit their own growth. The interga-
lactic gas that their gravity sucks in coalesces into stars and 
black holes. These objects feed energy back into the interstel-
lar and intergalactic medium, countering the infall. Feedback 
processes include the winds blown out by stars, stellar explo-
sions such as supernovae, and jets squirted out by black holes.
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The Turbulent Gyre
Most people think of galaxies as stately struc-
tures: giant balls or majestic pinwheels of stars 
floating in the emptiness of deep space. Astrono-
mers are finding, however, that galaxies are fluid 
systems that actively exchange material with their 

surroundings. Normal matter cycles through gal-
axies, and at any given moment most of it resides 
in intergalactic space. This simulation shows a 
galaxy akin to our Milky Way as it would have ap-
peared 10 billion years ago and today.

Young, Chaotic Galaxy
Early on, complex and chaotic currents 
of gas move in both directions:  
gravity pulls in dense gas, fueling the 
unstable galactic core (red/white 
streamlines), and feedback processes 
eject hot gas (blue/white streamlines). 

Established Galaxy
The inflow and outflow diminish, and 
much of the cold gas is trapped in a 
rotating disk. Surrounding the disk is a 
hot, gaseous halo, which continues to 
swap material with intergalactic 
space. Gas can rain back down onto 
the disk, replenishing it. 

Hot, outflowing 
matter (blue)

Cold, inward 
collapsing 

matter (red)

Gas flowing 
in hot  

halo (blue)

Cold gas rotating 
in disk (red)

Forming core

Core

r e t h i n k i n g  w h at  g a l a x i e s  a r e 

Visualizations below show 
streamlines emanating 

from three planes

Core of galaxy
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frequencies of light that hydrogen gas emits. These blobs appear 
to be glowing clouds up to 300,000 light-years across—far bigger 
than our Milky Way galaxy—making them among the largest lu-
minous objects in the early universe. Astronomers have since 
discovered scores of them. The observed Lyman-alpha glow 
bears an uncanny resemblance to theoretical predictions of the 
radiative signature of cold gas flowing into young galaxies.

On the other hand, many other astrophysical processes 
could cause Lyman-alpha emission, too. For instance, ultravio-
let light or a galactic-scale wind could pump energy into the 
blobs and cause them to glow. Using Chandra, my colleagues 
and I have shown that many blobs contain galaxies with active-
ly growing black holes that shine brightly in x-rays. Often this 
activity is accompanied by intense star formation, revealed by 
its infrared emission from the obscuring layers of dust that 
blanket stellar birthing grounds. We have calculated that the 
energy released by these processes is more than enough to pow-
er the Lyman-alpha emission. So perhaps the blobs’ glow is 
caused not by cooling, as many think, but by heating.

Rather than making things clearer, these blobs have mud-
died the waters somewhat. But that is what excites me about 
this field—it would not be science if we knew all the answers. 
We must now devise and conduct new observations to try to 
unveil what is really going on. Either way, though, blobs are 
precisely the type of object that could fill in some of the major 
gaps in our understanding about the origin of galaxies.

The observation that the intergalactic medium surrounding 
young, active galaxies gets swamped by radiation could help re-
solve another problem with galaxy-formation models. Very 
high resolution simulations of dark matter predict that galaxies 
such as the Milky Way should be accompanied by thousands of 
lower-mass dwarf galaxies buzzing around them like bees 
around a hive. Although the Milky Way does have a few dwarf 
companions, they are far fewer than the simulations predict.

One solution could be that the dwarf galaxies did form in 
the early universe, but their parent galaxy blasted them with 
radiation and winds. The barrage stripped away any baryons 
the dwarfs had managed to accumulate, leaving only barren 
clumps of dark matter that have skulked on the outskirts of the 
parent galaxy ever since. Larger galaxies reach a truce in the 
battle for baryons, but smaller ones lose the battle entirely.

What Is a Galaxy?
perhaps the most exhilarating �experience a scientist can have is 
the feeling of a sea change in one’s perspective on the world. For 
me, that came when I had to reevaluate what I thought of as “a 
galaxy.” Traditionally we think of luminous galaxies as isolated 
and discrete island universes, as German philosopher Immanuel 
Kant put it. In some sense, that is clearly true. But the bright ga-
lactic islands of light are just the visible tips of a much wider, but 
still elusive, sea of baryonic matter. This material pervades the 
universe, distributed within and shaped by a vast, underlying 
dark architecture, continuously evolving through gravity.

All those baryons started off in the same state: a hot, pris-
tine gas that rapidly formed the basic elements of hydrogen and 
helium, along with small amounts of deuterium and lithium. 
What we think of as galaxies formed from this raw material, 
pulled into dense concentration by gravity. But these structures 
are not fixed groups of baryons. Material moves among them as 
part of a vast cycle that has been in operation since the big 

bang. The competing influences of gravity and feedback cause 
gas to cool onto, and later get ejected from, galaxies. Recent 
computer simulations by Rob Crain of the Swinburne Universi-
ty of Technology in Melbourne, Benjamin Oppenheimer of Lei
den University in the Netherlands and their collaborators sug-
gest that up to half of the baryons currently locked into galaxies 
in the local universe have cycled through the intergalactic me-
dium at least once and often many times. The baryons that 
make up your body have participated in this cycle for nearly 14 
billion years; the matter within your fingernail could have 
formed in stars in other galaxies and then spent billions of 
years exiled in intergalactic space before coming to rest in our 
solar system. You are just an ephemeral phase, a brief host, to 
this rare substance we call “normal.”

This concept of baryon cycling underpins the emerging view of 
galaxy evolution. The big picture you should have in mind is that 
galaxy evolution is just a small component of the large-scale evo-
lution of the intergalactic medium. The baryonic universe is pre-
dominately gaseous, not galactic. The intergalactic medium is a 
battleground of forces, and amid this maelstrom, galaxies form. 

Galaxies are just one processing 
stage in a cycle that is continu-
ously shifting baryons from one 
phase to the next, and at any one 
time, most of the baryons in the 
universe are not inside galaxies.

Sentimentally, perhaps, we 
hold galaxies in a special re-
gard: the Milky Way is our cos-
mic habitat, a brilliant, vast, 
complex home within the dark-
ness. From an anthropic view-
point, we just happen to be 
lucky enough to exist at a time 
when the baryons that make up 
Earth and everything on it have 
taken on a cold, stable form. 

That will not always be the case. The death of the sun around 
five billion years from now will incinerate the inner planets, 
evaporate the outer ones and gradually disperse the resulting 
detritus of heavy elements back into the interstellar medium. 
Unless humans manage to cheat the cycle by developing the 
technical capability to escape the confines of the solar system, 
the ashes of every material thing on Earth are fated to be re-
turned, enriched, to the cosmos. And so the cycle continues. 
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the 
hidden
organ
in our
eyes
Our bodies adjust to the cycle  
of day and night thanks to 
specialized neurons in our eyes. 
Ongoing study of these cells could 
lead to new treatments for winter 
depression and other conditions

By Ignacio Provencio 

n eu rosc i e n c e 

I n the 1920s harvard university graduate student� 
Clyde E. Keeler discovered two surprising facts about 
mice he had bred in his rented attic room. One, all the 
progeny were completely blind. Two, despite the ani-
mals’ blindness, their pupils still constricted in re-
sponse to ambient light, albeit at a slower rate than did 
the pupils of sighted mice. 

Many years later researchers extended Keeler’s observation, 
showing that mice genetically engineered to lack rods and cones 
(the light receptors involved in vision) nonetheless reacted to 
changes in light by adjusting their circadian clock—the internal 
timer that synchronizes hormone activity, body temperature and 
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sleep. The animals performed the usual daytime activities when 
in daylight and nighttime activities when in the dark. They could 
do so even though their retinas lacked the photoreceptor cells 
that vertebrate eyes use to form images, although surgically re-
moving their eyes abolished this ability. This phenomenon may 
be common to many mammals, including humans: recent experi-
ments have shown that certain blind people can also adjust their 
circadian clocks and constrict their pupils in response to light. 

One explanation for the apparent paradox is that the photo-
receptors within the eye that are required for vision are not re-
sponsible for regulating the timing of daily activity; other recep-
tors do that. But until quite recently, the notion that the eyes 
could possess photoreceptors other than rods and cones seemed 
absurd. The retina is one of the most thoroughly studied tissues 
in the body, and the only photoreceptors known to exist in the 
eyes of mammals were the familiar duo, rods and cones.

The evidence is now very convincing, however, that the eyes 
of mammals, including those of humans, do have specialized 
photoreceptors that are not involved in image formation. The 
light-detecting molecules in these cells are different from those 
in rods and cones, and the cells connect to different parts of the 
brain. Thus, just as our ears provide us with our sense of equilib-
rium as well as with our hearing, each of our eyes is also essen-
tially two organs in one.

The discovery may lead to help for people who have trouble 
adjusting their biological clocks. Jet lag is the most obvious man-
ifestation of circadian desynchrony—the loss of synchronization 
between the cycling of day and night and our internal clock. 
Working the night shift, a self-imposed form of the condition, is 
thought to raise one’s risk of cardiovascular disease, gastrointes-
tinal distress, cancer and metabolic syndrome—a condition that 
can ultimately lead to type 2 diabetes and stroke. Some of histo-
ry’s most infamous industrial accidents, such as the 1989 ground-
ing of the oil tanker Exxon Valdez, the 1984 explosion at the 
Union Carbide plant (now owned by Dow Chemical Company) in 
Bhopal, India, and the 1979 near-nuclear meltdown at Three 
Mile Island, occurred during the night shift, when worker vigi-
lance was compromised. Moreover, millions of people living at 
extreme northern or southern latitudes suffer from seasonal af-
fective disorder, an often severe form of depression that also ap-
pears to be a response to lack of light during short winter days. 
Better understanding of how the third kind of photoreceptor 
controls circadian rhythms and emotions is already suggesting 
ways to minimize the negative effects of jet lag, night-shift work 
and long winter nights. 

Light-Sensing but Overlooked 
biologists have long known of organisms� that have light- 
detecting organs for purposes other than image formation. A 
change in illumination may signal to an animal that it has be-
come exposed, which in turn indicates a vulnerability to preda-
tors or potential damage from ultraviolet radiation. Many ani-

mals have evolved adaptations, such as active camouflage or 
avoidance of light, to minimize the consequences of being ex-
posed. Although these adaptations require some system of light 
detection, they do not require vision per se. For example, in 1911 
Austrian zoologist and future Nobel Prize–winner Karl von Frisch 
recognized that blinded European minnows darkened when ex-
posed to light. Damage to the base of the brain, on the other 
hand, abolished the response, leading von Frisch to propose the 
existence of nonvisual photoreceptors in the deep brain. 

Many animal species possess such light-sensing cells. Spar-
rows, for example, can tune their circadian clocks even when de-
prived of their eyes, as shown in the early 1970s by Michael Me-
naker, then at the University of Texas at Austin. Follow-up experi-
ments showed that the birds have light-sensing cells in their 
brain. It turns out that a surprising amount of light can penetrate 
the feathers, skin and skull of a bird to activate these cells. 

The possibility that at least some mammals might also have 
light receptors not involved in vision first drew the attention of 
biologists when Keeler reported on his home-bred mice in the 
1920s. Because the anatomy of the mammalian retina was so 
well understood, the assumption was that the missing light- 
sensing organ must be located somewhere other than in the eyes. 
But by the early 1980s studies on eyeless rodents by Randy J. Nel-
son and Irving Zucker, both then at the University of California, 
Berkeley, seemed to call this hypothesis into question. Those ani-
mals were unable to adjust their circadian rhythms to the cycle 
of night and day, suggesting that the light-sensing receptors had 
to reside within the eye. 

Menaker, who meanwhile had moved to the University of Or-
egon, set out to investigate whether mouse eyes had a role in 
light-sensitive responses that do not require the formation of im-
ages. He and two of his graduate students, Joseph Takahashi and 
David Hudson, looked at mutant mice that lacked functional 
rods and cones, except perhaps for a few minimally active cones. 
To the researchers’ surprise, these blind mice could restrict their 
activity to the nighttime and remain relatively inactive during 
the daytime, just as fully sighted mice do. 

One possible explanation for this behavior was that the few 
sickly surviving cones were somehow able to maintain nonvisual 
responses to light. But in 1999 a team led by Russell Foster, then 
at Imperial College London, used mutant mice completely lack-
ing rods and cones to show that these cells were not necessary 

Some animals � sense light with organs 
outside their eyes, but humans do not. 
Still, some blind people can adjust their 
body to the cycle of night and day. 

In recent years �such nonvisual respons-
es to light have been linked to specialized 
neurons in the retina that can detect light 
autonomously but also relay signals from 

rods and cones, other light-sensing cells.
These neurons �respond to blue light and 
may be remnants of evolutionarily ancient 
organs from our invertebrate past.

The discovery � may lead to new ap-
proaches to treating seasonal affective dis-
order, certain sleep disorders and other 
debilitating conditions.
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for nonvisual responses to light. This finding left only one ex
planation: the eye must contain a yet to be discovered type of 
photoreceptor.

This was a heretical proposition. The cells in the retina in-
volved in the formation of images had been known since the mid-
1800s. The notion that another light-sensitive cell in the retina 
had been overlooked for almost 150 years seemed absurd. 

Promoting Heresy
and yet research mark d. rollag and i �began in the mid-1990s at 
the Uniformed Services University of the Health Sciences eventu-
ally helped to prove Foster right. Rollag was interested in a differ-
ent form of nonvisual photoreception: amphibian camouflage. 
Pigmented cells in the tails of tadpoles darken under light, an 

adaptive response that helps to conceal the animal when it is ex-
posed. These cells, called dermal melanophores, maintain their 
response even when removed from the animal and cultured in a 
dish. Rollag and I identified a novel protein in the cultured cells 
that is strikingly similar in composition to the class of protein 
pigments called opsins, which enable rods and cones to detect 
light. We named the new protein melanopsin. 

The similarity with the known opsins strongly suggested that 
melanopsin was the molecule that triggered the darkening re-
sponse. Wondering if melanopsin also played a role in other light-
detecting cells, we searched for it in other frog tissues known to 
be directly light-sensitive—such as particular areas of the brain 
and the iris and retina of the eye. As it turned out, neither rods 
nor cones contained this new light-sensitive protein. But, to our 
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How the Body Knows  
Day from Night

Our biological rhythms naturally adjust to the cycles of day and night—a 
spontaneous response that can persist even in some blind individuals. But 
until recently, no one knew which part of the body signaled the difference 
between day and night to the brain. Scientists now have the answer. 
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New Role for Familiar Cells
Vision occurs when the rods and cones of the retina detect light  
and send signals to the visual cortex at the back of the brain. The rods 
and cones convey the signals to the brain via neurons called retinal 
ganglion cells (RGCs), which extend their axons down the optic nerve 
(blue at left and above). Experiments have shown that a subset of those 
ganglion cells, known as photosensitive RGCs (orange above), produce a 
previously unknown pigment called melanopsin that enables them to 
sense light directly. Photosensitive RGCs send information to the brain’s 
main biological clock, the suprachiasmatic nucleus (left), among other 
places (not shown). It is as if our eyes were two organs: one for seeing 
and the other for nonvisual responses to light.

The Wiring
Normally the pigment-containing ganglion cells do not take sole respon- 
sibility for collecting light information for the suprachiasmatic nucleus. 
They also relay information from the rods and cones to that brain area. 
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surprise, it did turn up in retinal neurons called retinal ganglion 
cells that were not previously believed to be light-sensitive. 

The vertebrate retina is an elegant three-layered structure. The 
deepest layer contains the rods and cones, so light must travel 
through the other layers before it is detected for vision [see box on 
preceding page]. Information from the rods and cones is then 
transferred to the middle layer, where it is processed by several 
different classes of cells. Finally, these cells communicate the pro-
cessed signal to the surface layer, which is primarily composed of 
ganglion cells. Long, signal-conveying axons extend from these 
ganglion cells to carry information through the optic nerve and to 
the brain.

In 2000 my colleagues and I found the first hints that a very 
small fraction of these ganglion cells were directly sensitive to 
light. We then discovered that 2 percent of mouse retinal gangli-
on cells contain melanopsin and that a small percentage of these 
cells in humans also contain it. In 2002 experiments by David M. 
Berson and his colleagues at Brown University confirmed our 

view. They incapacitated the rods and cones and filled the  
melanopsin-containing ganglion cells with a dye. Next, they re-
moved the retinas from the eyes of the mice and showed that the 
stained nerve cells fired when exposed to light. Given that the 
rods and cones were disabled, the response meant that, beyond 
relaying signals from rods and cones, these particular ganglion 
cells were able to detect light on their own. 

The hypothesis garnered support from evidence found in 2002 
by other teams. Samer Hattar of Johns Hopkins University and 
his co-workers showed that some axons from the mouse retina 
connect to the suprachiasmatic nucleus—the area of the brain 
that regulates the body’s internal clock—whereas others connect 
to the area of the brain that controls the constriction of the pu-
pils. And the ganglion cells connected to those areas are precisely 
the ones that contain melanopsin. All these discoveries pointed to 
the same solution to our riddle: photosensitive ganglion cells 
would enable mice with no functioning rods and cones to con-
strict their pupils and to keep their bodies in tune with the light/

Illustration by Bryan Christie
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To understand how mammals adjust their circadian rhythms to  
the cycle of night and day, researchers engaged for decades in a 
kind of experimental whodunit, testing what happened when 
various parts of the eye were disabled. They soon found that rods 
and cones were not critical but that something else in the eye had 
to be (second and third panels). When melanopsin was detected in 
a subset of retinal ganglion cells and shown to be light-sensitive, 

that pigment was thought to be key, but then it, too, proved ines-
sential (fourth panel). Further tests (last panels) showed that this 
subset of ganglion cells is necessary but that the system has built-
in redundancy. If ganglion cells that usually contain melanopsin 
lack it, circadian rhythms will persist as long as the rods and 
cones still function. If rods and cones do not work, the melanop-
sin in the ganglion cells can provide the needed signals. 
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dark cycle. But eyeless mice, which lacked retinas altogether, 
would lose those abilities. 

One additional test was left to seal the case. I and others 
thought that if we bred mice that were normal except for lacking 
the gene for melanopsin, the mice, being unable to produce the 
pigment, would have no nonvisual responses to light. What hap-
pened next confirmed a favorite mantra in our laboratory: “Sci-
ence is a cruel mistress.” Just when we thought we were about to 
nail down the answer to our mystery, we were absolutely dumb-
founded to find that the melanopsin-free mice had little trouble 
adjusting their circadian clocks.

One Last Hurdle
to explain this setback, �we considered the possibility that per-
haps yet another nonvisual photoreceptor could be lurking in the 
retina. But this possibility seemed unlikely for a variety of rea-
sons. Most significant, the complete mouse genome, which was 
sequenced around the time we completed the studies on our 
knockout mice, contained no other obvious photopigment genes.

The second hypothesis was that perhaps rods, cones and pho-
tosensitive ganglion cells acted together to control nonvisual re-
sponses to light. This last possibility was put to the test when we 
engineered mice that completely lacked rods, cones and melan
opsin. These “frankenmice” failed to show any visual or non
visual responses to light and behaved as though their eyes had 
been surgically removed. Finally, we were able to conclude that 
rods, cones and the melanopsin-containing ganglion cells all 
work together to bring nonvisual light information to the brain.

In fact, evidence is emerging that photosensitive ganglion 
cells also function as a conduit for transmitting nonvisual light 
information from the rods and cones to the brain, just like the 
other retinal ganglion cells transmit visual information to the vi-
sual areas of the brain. In 2008 three different groups, including 
ours, each devised a method to kill photosensitive ganglion cells 
in mice without affecting the rest of the organism. Although the 
mice retained their vision, they tended to get their days and 
nights mixed up and also had trouble constricting their pupils 
[see box on opposite page]. In other words, the specialized gangli-
on cells are necessary to engender nonvisual responses to light, 
but the system has some built-in redundancy: these cells can ei-
ther detect light autonomously or relay information from the 
rods and cones, or both.

So the puzzle was finally solved—at least as far as mice were 
concerned. But evidence has emerged that the same physiologi-
cal mechanism may exist in humans, too. Foster and his collabo-
rators published a study in 2007 of two blind patients who lacked 
functional rods and cones—the human equivalent of Keeler’s 
mice—but who could still adjust their circadian rhythms when 
periodically exposed to blue light. The wavelengths of blue light 
where their response was optimal were precisely in the same 
range that melanopsin can detect—as measured in studies by my 
group in collaboration with Berson’s in which we forced normal-
ly nonphotoreceptive cell lines to produce melanopsin. Those 
cells responded to light by firing in response to blue light. 

Perhaps more interesting, we found that when struck by light, 
melanopsin initiates a chemical signaling cascade inside these 
cells that more closely resembles what happens in fly and squid 
photoreceptors than in mammals’ rods and cones. Again, this 
was not completely unexpected, because we had recognized 
years earlier that the gene sequence for melanopsin more closely 

resembled the gene sequences of photopigments in invertebrates 
than those in vertebrates. Thus, in mammals, melanopsin ap-
pears to be the photopigment of a previously unknown and prim-
itive nonvisual photoreceptive system, one housed within the 
retina alongside its more “advanced” cousin, the visual system. 

Aside from pure scientific interest, the discovery of this new, 
hidden “organ” may have clinical implications as well, because it 
points to a previously unappreciated link between eye health 
and mental health. Studies suggest that exposure to blue light 
may increase awareness, counteracting jet lag or sleep depriva-
tion, and alleviate seasonal affective disorder—a common prob-
lem at high latitudes that can cause debilitating depression and 
may induce suicide. It seems natural to assume that light thera-
py is effective because it targets photosensitive ganglion cells. 
Other studies have shown that blind children suffering from dis-
eases that affect retinal ganglion cells, such as glaucoma, seem to 
be at higher risk of suffering from sleep disorders than children 
who are blind for other reasons. Targeting the health of photo-
sensitive ganglion cells could thus lead to a new class of treat-
ments for a wide variety of conditions. 
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Feeling Light, Not Seeing 
Most organisms set their biological rhythms by detecting daylight 
and dark. Some animals do so with specialized, nonvisual light-
sensing organs, which in some cases are used for other nonvisual 
responses to light as well, such as to help the animal hide. 
Although in humans and other mammals the nonvisual recep-
tors are in the eyes, some animals have them elsewhere.

Sparrows� can adjust 
their circadian 
rhythms even when 
deprived of their 
eyes. Specialized 
cells in their brain 
can sense light 
through feathers, 
skin and bone.  

Mice� were the  
first mammals found  
to adjust their cir
cadian rhythms 
even when blind.  
They may also re-
tain responses such 
as constricting and 
dilating their pupils.

Tadpoles� (the larvae 
of frogs) and other 
amphibians detect 
light with pigment-
ed cells on their skin 
so that they can 
adapt their camou-
flage to different 
backgrounds. 
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M at h e m at i cs

the Strangest 
Numbers in 

String Theory

 A
s children, we all learn 
�about numbers. We start 
with counting, followed by 
addition, subtraction, multi-
plication and division. But 

mathematicians know that the number 
system we study in school is but one of 
many possibilities. Other kinds of num-
bers are important for understanding ge-

ometry and physics. Among the strang-
est alternatives is the octonions. Largely 
neglected since their discovery in 1843, 
in the past few decades they have as-
sumed a curious importance in string 
theory. And indeed, if string theory is a 
correct representation of the universe, 
they may explain why the universe has 
the number of dimensions it does.

A forgotten number system invented in the  
19th century may provide the simplest explanation  

for why our universe could have 10 dimensions

By John C. Baez and John Huerta
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The Imaginary Made Real
the octonions would not be �the first piece 
of pure mathematics that was later used to 
enhance our understanding of the cosmos. 
Nor would it be the first alternative num-
ber system that was later shown to have 
practical uses. To understand why, we first 
have to look at the simplest case of num-
bers—the number system we learned 
about in school—which mathematicians 
call the real numbers. The set of all real 
numbers forms a line, so we say that the 
collection of real numbers is one-dimen-
sional. We could also turn this idea on its 
head: the line is one-dimensional because 
specifying a point on it requires one real 
number.

Before the 1500s the real numbers were 
the only game in town. Then, during the 
Renaissance, ambitious mathematicians 
attempted to solve ever more complex 
forms of equations, even holding competi-
tions to see who could solve the most diffi-
cult problems. The square root of –1 was 
introduced as a kind of secret weapon by 
Italian mathematician, physician, gambler 
and astrologer Gerolamo Cardano. Where 
others might cavil, he boldly let himself 
use this mysterious number as part of lon-
ger calculations where the answers were 
ordinary real numbers. He was not sure 
why this trick worked; all he knew was 
that it gave him the right answers. He pub-
lished his ideas in 1545, thus beginning a 
controversy that lasted for centuries: Does 
the square root of –1 really exist, or is it 
only a trick? Nearly 100 years later no less 
a thinker than René Descartes rendered 
his verdict when he gave it the derogatory 
name “imaginary,” now abbreviated as i.

Nevertheless, mathematicians followed 
in Cardano’s footsteps and began working 
with complex numbers—numbers of the 
form a + bi, where a and b are ordinary 
real numbers. Around 1806 Jean-Robert 
Argand popularized the idea that com
plex numbers describe points on the plane. 
How does a + bi describe a point on the 
plane? Simple: the number a tells us how 
far left or right the point is, whereas b tells 
us how far up or down it is.

In this way, we can think of any com-
plex number as a point in the plane, but 
Argand went a step further: he showed 
how to think of the operations one can do 
with complex numbers—addition, sub-
traction, multiplication and division—as 
geometric manipulations in the plane [see 
lower box on opposite page].

As a warm-up for understanding how 
these operations can be thought of as geo-
metric manipulations, first think about 
the real numbers. Adding or subtracting 
any real number slides the real line to the 
right or left. Multiplying or dividing by 
any positive number stretches or squash-
es the line. For example, multiplying by 2 
stretches the line by a factor of 2, whereas 
dividing by 2 squashes it down, moving 
all the points twice as close as they were. 
Multiplying by –1 flips the line over.

The same procedure works for com-
plex numbers, with just a few extra twists. 
Adding any complex number a + bi to a 
point in the plane slides that point right 
(or left) by an amount a and up (or down) 
by an amount b. Multiplying by a complex 
number stretches or squashes but also ro-
tates the complex plane. In particular, 
multiplying by i rotates the plane a quar-
ter turn. Thus, if we multiply 1 by i twice, 
we rotate the plane a full half-turn from 
the starting point to arrive at –1. Division 
is the opposite of multiplication, so to di-
vide we just shrink instead of stretching, 
or vice versa, and then rotate in the oppo-
site direction.

Almost everything we can do with real 
numbers can also be done with complex 
numbers. In fact, most things work bet-
ter, as Cardano knew, because we can 
solve more equations with complex num-
bers than with real numbers. But if a two-
dimensional number system gives the user 

added calculating power, what about even 
higher-dimensional systems? Unfortunate-
ly, a simple extension turns out to be im-
possible. An Irish mathematician would 
uncover the secret to higher-dimensional 
number systems decades later. And only 
now, two centuries on, are we beginning 
to understand how powerful they can be.

Hamilton’s Alchemy
in 1835, �at the age of 30, mathematician 
and physicist William Rowan Hamilton 
discovered how to treat complex num-
bers as pairs of real numbers. At the time 
mathematicians commonly wrote com-
plex numbers in the form a + bi that Ar-
gand popularized, but Hamilton noted 
that we are also free to think of the num-
ber a + bi as just a peculiar way of writing 
two real numbers—for instance (a, b).

This notation makes it very easy to add 
and subtract complex numbers—just add 
or subtract the corresponding real num-
bers in the pair. Hamilton also came up 
with slightly more involved rules for how 
to multiply and divide complex numbers 
so that they maintained the nice geomet-
ric meaning discovered by Argand.

After Hamilton invented this algebraic 
system for complex numbers that had a 
geometric meaning, he tried for many 
years to invent a bigger algebra of triplets 
that would play a similar role in three-
dimensional geometry, an effort that 
gave him no end of frustrations. He once 
wrote to his son, “Every morning . . .  on my 
coming down to breakfast, your (then) lit-
tle brother William Edwin, and yourself, 
used to ask me: ‘Well, Papa, can you multi-
ply triplets?’ Whereto I was always obliged 
to reply, with a sad shake of the head: ‘No, 
I can only add and subtract them.’ ” Al-
though he could not have known it at the 

If string theory is right, the octonions 
provide the deep reason why the 

universe must have 10 dimensions.

Most everyone is familiar �with the “real” 
numbers, but far more types of numbers 
exist. Among them, the best known are 
the complex numbers, which include a 
square root of –1.

We can build �higher-dimensional num-
ber systems as well. But we can define 
all the four basic operations—addition, 
subtraction, multiplication and divi-
sion—in only a few special cases.

One such case �is the octonions, an eight-
dimensional number system. Mathema-
ticians invented it in the 1840s but, find-
ing few applications, paid little attention 
for the next 150-plus years. 

Mathematicians � now suspect that  
the octonions may help us understand 
advanced research in particle physics  
in fields such as supersymmetry and 
string theory.

i n  b r i e f
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time, the task he had given himself was 
mathematically impossible.

Hamilton was searching for a three-
dimensional number system in which he 
could add, subtract, multiply and divide. 
Division is the hard part: a number sys-
tem where we can divide is called a divi-
sion algebra. Not until 1958 did three 
mathematicians prove an amazing fact 
that had been suspected for decades: 
any division algebra must have dimen-
sion one (which is just the real num-
bers), two (the complex numbers), four 
or eight. To succeed, Hamilton had to 
change the rules of the game.

Hamilton himself figured out a solu-
tion on October 16, 1843. He was walking 
with his wife along the Royal Canal to a 
meeting of the Royal Irish Academy in 
Dublin when he had a sudden revelation. 
In three dimensions, rotations, stretch-
ing and shrinking could not be described 
with just three numbers. He needed a 
fourth number, thereby generating a 
four-dimensional set called quaternions 
that take the form a + bi + cj + dk. Here 
the numbers i, j and k are three different 
square roots of –1. 

Hamilton would later write: “I then 
and there felt the galvanic circuit of 
thought close; and the sparks which fell 
from it were the fundamental equations 
between i, j and k; exactly such as I have 
used them ever since.” And in a notewor-
thy act of mathematical vandalism, he 
carved these equations into the stone of 
the Brougham Bridge. Although they are 
now buried under graffiti, a plaque has 
been placed there to commemorate the 
discovery.

It may seem odd that we need points 
in a four-dimensional space to describe 
changes in three-dimensional space, but 
it is true. Three of the numbers come 
from describing rotations, which we can 
see most readily if we imagine trying to 
fly an airplane. To orient the plane, we 
need to control the pitch, or angle with 
the horizontal. We also may need to ad-
just the yaw, by turning left or right, as a 
car does. And finally, we may need to ad-
just the roll: the angle of the plane’s 
wings. The fourth number we need is 
used to describe stretching or shrinking.

Hamilton spent the rest of his life ob-
sessed with the quaternions and found 
many practical uses for them. Today in 
many of these applications the quater-
nions have been replaced by their simpler 
cousins: vectors, which can be thought of 

Math in Multiple Dimensions  
In grade school we are taught to connect the abstract ideas of addition and subtrac-
tion to concrete operations—moving numbers up and down the number line. This 
connection between algebra and geometry turns out to be incredibly powerful. Be-
cause of it, mathematicians can use the algebra of the octonions to solve problems in 
hard-to-imagine eight-dimensional worlds. The panels below show how to extend al-
gebraic operations on the real-number line to complex (two-dimensional) numbers.

b e yo n d  t h e  r e a l  l i n e 

Addition �along the 
real-number line is 
simple: just shift  
each number to the 
right by the amount 
you are adding. 

Real Numbers 

Subtraction �operates 
the same way�, but  
here we shift numbers 
to the left. 

In multiplication, � 
we stretch the  
number line out by  
a constant factor. 

Division �is equivalent  
to shrinking the points 
on the number line.

Complex Numbers

Complex numbers �have 
two components—the 
real part, which is 
measured on the 
horizontal axis, and the 
imaginary part (noted 
by the i), which goes  
up the vertical axis. 
Adding two complex 
numbers shifts the 
original number to the 
right by the amount in 
the real part and up by 
the amount in the 
imaginary part. 

Similarly, �when we 
subtract complex 
numbers we shift the 
original point to the left 
by the amount in the 
real part and down  
by the amount in  
the imaginary part.

Multiplication �is where 
the fun begins: Just as 
in the case of the real 
numbers, multiplication 
stretches a complex 
number. Moreover, 
multiplication by i 
rotates the point 
counterclockwise by  
90 degrees. 

Division �shrinks a 
complex number,  
just as in the case of  
the real numbers. 
Division by i also 
rotates a complex 
number clockwise  
by 90 degrees. 
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as quaternions of the special form ai + bj + 
ck (the first number is just zero). Yet 
quaternions still have their niche: they 
provide an efficient way to represent three-
dimensional rotations on a computer and 
show up wherever this is needed, from the 
attitude-control system of a spacecraft to 
the graphics engine of a video game.

Imaginaries without End
despite these applications, � we might 
wonder what, exactly, are j and k if we 
have already defined the square root of –1 
as i. Do these square roots of –1 really ex-
ist? Can we just keep inventing new 
square roots of –1 to our heart’s content?

These questions were asked by Hamil-
ton’s college friend, a lawyer named John 
Graves, whose amateur interest in algebra 
got Hamilton thinking about complex 
numbers and triplets in the first place. The 
very day after his fateful walk in the fall of 
1843, Hamilton sent Graves a letter de-
scribing his breakthrough. Graves replied 
nine days later, complimenting Hamilton 
on the boldness of the idea but adding, 
“There is still something in the system 
which gravels me. I have not yet any clear 
views as to the extent to which we are at 
liberty arbitrarily to create imaginaries, 
and to endow them with supernatural 
properties.” And he asked: “If with your 
alchemy you can make three pounds of 
gold, why should you stop there?”

Like Cardano before him, Graves set 
his concerns aside for long enough to 
conjure some gold of his own. On Decem-

ber 26 he wrote again to Hamilton, de-
scribing a new eight-dimensional num-
ber system that he called the octaves and 
that are now called octonions. Graves 
was unable to get Hamilton interested in 
his ideas, however. Hamilton promised 
to speak about Graves’s octaves at the 
Irish Royal Society, which is one way 
mathematical results were published at 
the time. But Hamilton kept putting it 
off, and in 1845 the young genius Arthur 
Cayley rediscovered the octonions and 
beat Graves to publication. For this rea-
son, the octonions are also sometimes 
known as Cayley numbers.

Why didn’t Hamilton like the octo
nions? For one thing, he was obsessed 
with research on his own discovery, the 
quaternions. He also had a purely mathe-
matical reason: the octonions break some 
cherished laws of arithmetic.

The quaternions were already a bit 
strange. When you multiply real num-
bers, it does not matter in which order 
you do it—2 times 3 equals 3 times 2, for 
example. We say that multiplication com-
mutes. The same holds for complex num-
bers. But quaternions are noncommuta-
tive. The order of multiplication matters.

Order is important because quater-
nions describe rotations in three dimen-
sions, and for such rotations the order 
makes a difference to the outcome. You 
can check this out yourself [see box be-
low]. Take a book, flip it top to bottom (so 
that you are now viewing the back cover) 
and give it a quarter turn clockwise (as 

viewed from above). Now do these two 
operations in reverse order: first rotate a 
quarter turn, then flip. The final position 
has changed. Because the result depends 
on the order, rotations do not commute.

The octonions are much stranger. Not 
only are they noncommutative, they also 
break another familiar law of arithmetic: 
the associative law (xy)z = x(yz). We have 
all seen a nonassociative operation in our 
study of mathematics: subtraction. For ex-
ample, (3 – 2) – 1 is different from 3 – (2 – 
1). But we are used to multiplication being 
associative, and most mathematicians still 
feel this way, even though they have gotten 
used to noncommutative operations. Ro-
tations are associative, for example, even 
though they do not commute.

But perhaps most important, it was not 
clear in Hamilton’s time just what the oc-
tonions would be good for. They are close-
ly related to the geometry of seven and 
eight dimensions, and we can describe ro-
tations in those dimensions using the mul-
tiplication of octonions. But for more than 
a century that was a purely intellectual ex-
ercise. It would take the development of 
modern particle physics—and string theo-
ry in particular—to see how the octonions 
might be useful in the real world.

Symmetry and Strings
in the 1970s and 1980s � theoretical physi-
cists developed a strikingly beautiful idea 
called supersymmetry. (Later researchers 
would learn that string theory requires su-
persymmetry.) It states that at the most 

The Problem 
with Rotations 

Ordinarily you can multiply numbers to-
gether in whatever order you like. For ex-
ample, 2 times 3 is the same as 3 times 2. 
In higher-dimensional number systems 
such as the quaternions and octonions, 
however, order is very important. Consid-
er the quaternions, which describe rota-
tions in three dimensions. If we take an 
object such as a book, the order in which 
we rotate it has a great effect on its final 
orientation. In the top row at the right, we 
flip the book vertically, then rotate it, re-
vealing the page edges. In the bottom row, 
rotating the book and then flipping reveal 
the spine on the opposite side. 
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fundamental levels, the universe exhibits a 
symmetry between matter and the forces 
of nature. Every matter particle (such as 
an electron) has a partner particle that car-
ries a force. And every force particle (such 
as a photon, the carrier of the electromag-
netic force) has a twin matter particle.

Supersymmetry also encompasses the 
idea that the laws of physics would remain 
unchanged if we exchanged all the matter 
and force particles. Imagine viewing the 
universe in a strange mirror that, rather 
than interchanging left and right, traded 
every force particle for a matter particle, 
and vice versa. If supersymmetry is true, if 
it truly describes our universe, this mirror 
universe would act the same as ours. Even 
though physicists have not yet found any 
concrete experimental evidence in sup-
port of supersymmetry, the theory is so se-
ductively beautiful and has led to so much 
enchanting mathematics that many phys-
icists hope and expect that it is real.

One thing we know to be true, howev-
er, is quantum mechanics. And according 
to quantum mechanics, particles are also 
waves. In the standard three-dimensional 
version of quantum mechanics that physi-
cists use every day, one type of number 
(called spinors) describes the wave motion 
of matter particles. Another type of num-
ber (called vectors) describes the wave mo-
tion of force particles. If we want to un-
derstand particle interactions, we have to 
combine these two using a cobbled-to-
gether simulacrum of multiplication. Al-
though the system we use right now might 
work, it is not very elegant at all.

As an alternative, imagine a strange 
universe with no time, only space. If this 
universe has dimension one, two, four or 
eight, both matter and force particles 
would be waves described by a single type 
of number—namely, a number in a divi-
sion algebra, the only type of system that 
allows for addition, subtraction, multipli-
cation and division. In other words, in 
these dimensions the vectors and spinors 
coincide: they are each just real num-
bers, complex numbers, quaternions or 
octonions, respectively. Supersymmetry 
emerges naturally, providing a unified 
description of matter and forces. Simple 
multiplication describes interactions, and 
all particles—no matter the type—use the 
same number system.

Yet our plaything universe cannot be 
real, because we need to take time into ac-
count. In string theory, this consideration 
has an intriguing effect. At any moment 

in time a string is a one-dimensional 
thing, like a curve or line. But this string 
traces out a two-dimensional surface as 
time passes [see illustration above]. This 
evolution changes the dimensions in 
which supersymmetry arises, by adding 
two—one for the string and one for time. 
Instead of supersymmetry in dimension 
one, two, four or eight, we get supersym-
metry in dimension three, four, six or 10.

Coincidentally string theorists have for 
years been saying that only 10-dimension-
al versions of the theory are self-consis-
tent. The rest suffer from glitches called 
anomalies, where computing the same 
thing in two different ways gives different 
answers. In anything other than 10 dimen-
sions, string theory breaks down. But 
10-dimensional string theory is, as we have 
just seen, the version of the theory that 
uses octonions. So if string theory is right, 
the octonions are not a useless curiosity: 
on the contrary, they provide the deep rea-
son why the universe must have 10 dimen-
sions: in 10 dimensions, matter and force 
particles are embodied in the same type of 
numbers—the octonions.

But this is not the end of the story. 
Recently physicists have started to go 
beyond strings to consider membranes. 
For example, a two-dimensional mem-
brane, or 2-brane, looks like a sheet at 
any instant. As time passes, it traces out a 

three-dimensional volume in spacetime.
Whereas in string theory we had to 

add two dimensions to our standard col-
lection of one, two, four and eight, now 
we must add three. Thus, when we are 
dealing with membranes we would ex-
pect supersymmetry to naturally emerge 
in dimensions four, five, seven and 11. And 
as in string theory we have a surprise in 
store: researchers tell us that M-theory 
(the “M” typically stands for “membrane”) 
requires 11 dimensions—implying that it 
should naturally make use of octonions. 
Alas, nobody understands M-theory well 
enough to even write down its basic equa-
tions (that M can also stand for “mysteri-
ous”). It is hard to tell precisely what 
shape it might take in the future.

At this point we should emphasize that 
string theory and M-theory have as of yet 
made no experimentally testable predic-
tions. They are beautiful dreams—but so 
far only dreams. The universe we live in 
does not look 10- or 11-dimensional, and 
we have not seen any symmetry between 
matter and force particles. David Gross, 
one of the world’s leading experts on 
string theory, currently puts the odds of 
seeing some evidence for supersymmetry 
at CERN’s Large Hadron Collider at 50 
percent. Skeptics say they are much less. 
Only time will tell.

Because of this uncertainty, we are still 
a long way from knowing if the strange 
octonions are of fundamental importance 
in understanding the world we see around 
us or merely a piece of beautiful mathe-
matics. Of course, mathematical beauty 
is a worthy end in itself, but it would be 
even more delightful if the octonions 
turned out to be built into the fabric of 
nature. As the story of the complex num-
bers and countless other mathematical 
developments demonstrates, it would 
hardly be the first time that purely math-
ematical inventions later provided pre-
cisely the tools that physicists need. 

Sp
ace

Sp
ac

e

Time

Sp
ace

Sp
ac

e

Time

In string theory, �one-dimensional strings 
trace out two-dimensional surfaces over 
time. In M-theory, two-dimensional 
membranes trace out three-dimensional 
volumes. Adding these dimensions to the 
eight dimensions of the octonions 
provides clues as to why these theories 
require 10 or 11 dimensions. 
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�Paul J. Nahin. Princeton University Press, 1998.
The Octonions. �John C. Baez in Bulletin of the American 
Mathematical Society, Vol. 39, pages 145–205; 2002. Paper 
and additional bibliography at http://math.ucr.edu/home/
baez/octonions
Ubiquitous Octonions. � Helen Joyce in Plus Magazine,  
Vol. 33; January 2005. http://plus.maths.org/content/33
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Fast 
Track 

to Vaccines
Analyzing all the layers of the  

immune system at once speeds  
design and may one day deal  
a decisive blow against HIV 

By Alan Aderem

Aids researchers and advocates were 
�devastated in 2007, when a much antici-
pated vaccine against HIV unexpectedly 
failed to protect anyone in a clinical tri-
al of 3,000 people. Even worse, the ex-

perimental inoculation, developed with money from the Merck 
pharmaceutical company and the National Institute of Allergy 
and Infectious Diseases, actually increased the chances that 
some people would later acquire HIV. Millions of dollars and 
more than a decade of research had gone into creating the vac-
cine. Meanwhile, in that same 10-year period, 18 million people 
died of AIDS, and millions more were infected. 

The Merck vaccine failed in large part because investigators 
do not yet know how to create the perfect vaccine. Yes, a number 
of vaccines have been spectacularly successful. Think of polio and 
smallpox. In truth, though, luck played a big role in those success-

es. Based on limited knowledge of the immune system and of the 
biology of a pathogen, investigators made educated guesses at 
vaccine formulations that might work and then, perhaps after 
some tinkering, had the good fortune to be proved right when the 
vaccine protected people. But all too often lack of insight into the 
needed immune response leads to disappointment, with a vac-
cine candidate recognized as ineffective only after a large human 
trial has been performed. 

What if investigators had a way to develop and evaluate po-
tential vaccines that was faster and more efficient? Ideally, the al-
ternative method would include a clear understanding of the pre-
cise mixture of immunological responses that must occur if a vac-
cine is to induce a strong protective reaction. Which subset of 
immune cells needs to interact with one another, for instance, 
and in what ways? Which collection of genes must those cells ac-
tivate or depress? Researchers could then assemble such informa-
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Alan Aderem� is an internationally known immunologist and 
cell biologist who co-founded the Institute for Systems Biology 
in Seattle in 2000. He is now director of Seattle BioMed,  
an institute that focuses on the development of vaccines.  

Traditional methods �of vaccine design depend a 
lot on trial and error. Researchers develop a com-
pound they think should provoke an immune re-
sponse and then test it on thousands of people. 
An emerging field� of research called systems bi-
ology could make the development and testing 
of vaccines faster and more efficient. 
Research teams measure changes in genetic ac-
tivity, protein levels and cellular behavior of the 
immune system in response to a potential vaccine. 
Powerful computers� analyze the resulting data to 
develop molecular profiles of those responses. 
By comparing these profiles with the ideal pro-
file that should be generated by a wholly protec-
tive immune response, investigators can quickly 
home in on and improve the most promising 
vaccine formulas. 

i n  b r i e f
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tion into a system-wide profile or signature of protective immuni-
ty. This pattern, in turn, could serve as a guide for determining ex-
actly what a vaccine needs to do to prevent disease. Scientists 
could compare hundreds of possible formulas, choosing to pur-
sue only the ones that give rise to an immunological profile that is 
close to ideal. Then they could work on improving those potential 
vaccine formulas in small, quick human trials until they finally 
develop a handful of candidates that generate biological signa-
tures as near to optimal as possible. By trying to match the ideal 
signature in these small tests, they could learn in a remarkably 
short period whether a vaccine had a good chance of working. By 
the time the final experimental vaccine was tested in large clini-
cal trials on people, it would be virtually guaranteed to succeed.

Until recently, scientists did not have the tools or the exper-
tise to come close to that vision. We needed interdisciplinary 
teams able, collectively, to understand immunology and microbi-
al biology, as well as how to model complex biological systems 
and find useful patterns in vast amounts of data. And we needed 
technologies able to simultaneously and repeatedly measure 
changes in gene activity, protein levels, cellular behavior and oth-
er features of immune responses—not to mention the computers 
and software able to process all those data.

Now, however, a number of investigators who work in a field 
called systems biology are assembling such teams and have tak-
en the first steps toward developing tools that could greatly im-
prove the way vaccines are designed. As a community, we are be-
ginning to decipher in detail the immune responses needed to 
protect a person against HIV. Systems biology approaches are 
now being used to develop vaccines against AIDS, as well as tu-
berculosis, malaria and influenza.

Test Case
all vaccines, �whether formulated in the classic way or based on 
systems biology research, contain bits and pieces of viruses, bac-
teria or parasites that trigger very specific immune responses. 
Sometimes these bits and pieces, which scientists call antigens, 
are part of a whole but weaker virus (as was the case 200 years 
ago, when Edward Jenner inoculated a young boy against small-
pox with the pus from a milkmaid’s cowpox blister). Other times 
the antigens are part of a whole but completely inactivated form 

of an infectious agent (such as the Salk version of the polio vac-
cine), or the antigen particles serve as the vaccine all by them-
selves (as in the vaccines against diphtheria, pertussis and teta-
nus). Vaccines may also include adjuvants—substances that pump 
up immune activity more generally. When all goes well, the im-
mune system responds to the antigens in a vaccine with a care-
fully orchestrated cascade of molecular and cellular events that 
enables the body to block future infection by any virus or bacteri-
um bearing the same or similar antigens. The trick for vaccine 
developers is to find the right combination of antigenic material 
and adjuvants to afford the strongest protection. 

Despite having been developed in the conventional way, the 
vaccine against yellow fever, known as YF-17D, hit the nail on the 
head. It is one of the most effective vaccines ever produced. A sin-
gle shot provides effective immunity within a week, and protec-
tion lasts at least 30 years. This success provided an opportunity 
to test some of the ideas and methods of systems biology and 
prompted a study to do just that—which was led by Bali Pulen-
dran of Emory University, with help from Rafi Ahmed’s team, also 
at Emory, and from my group at the Institute for Systems Biology 
in Seattle (ISB). Because we knew the vaccine worked, we thought 
we should be able identify a detailed profile of the molecular and 
cellular changes that account for the success in vaccinated indi-
viduals. We did find such a signature and are building on the expe-
rience to try to figure out why HIV vaccines have not been able to 
evoke the immunity needed to prevent infection.

We started our yellow fever experiment by vaccinating 25 
healthy volunteers with YF-17D. Then we took blood samples 
from the subjects at several points: at the time of injection, as 
well as one, three, seven and 21 days later. Each blood sample 
was placed into an automated screening device to figure out 
which genes were being activated. Of course, genes do not di-
rectly make the proteins that a cell needs. First the gene’s DNA 
is transcribed into messenger RNA molecules, which in turn are 
used as templates for building proteins. By looking at the RNA 
levels, then, we could tell not only which genes were expressed 
(used to make protein) but also how active they were. 

As we expected, the YF-17D inoculation first activated the in-
nate immune system, which is the older (from an evolutionary 
perspective) of the two branches of the body’s defenses. The in-

Defense in Depth 
To be successful, a vaccine must train the immune system to 
mount a vigorous defense against a particular virus, bacterium or 
other pathogen before infection with the disease-causing agent 
occurs. The best vaccine preparations (for example, whole or 
inactivated viruses or pieces of viruses) evoke multiple sequential 
reactions from two branches of the immune system: the innate 
and the adaptive immune systems. This diagram highlights major 
steps in the complex ballet of battlefield preparations. A subset of 
the body’s frontline defenders, the dendritic cells, are generalists 
that respond soon after inoculation occurs. They engulf the vac
cine and then hand off the mission to specialists—the T cells and 
antibody-producing B cells—to remember the invader and prime 
the body to repel future attacks from the same or similar micro
bial enemies. 

h ow  vac c i n e s  wo r k 

Innate  
immune response 

Adaptive  
immune response 

Vaccine 

Signaling proteins

Immune cells called 
dendritic cells absorb 
fragments (antigens) 
of the vaccine, which 
helps the immune 
system determine 
how to respond.  

Dendritic cells travel to 
the lymph nodes, where 
the cells present the 
antigenic fragments to 
other cells, prodding 
the adaptive immune 
system into action. 

Dendritic cell
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nate immune system provides an immediate counterattack 
against all forms of pathogens. Innate immune cells internalize 
and kill most invading microorganisms. Even though the innate 
response often takes care of the external threat on its own, the 
innate immune system instructs the younger adaptive immune 
system to generate customized responses specifically tailored to 
the invading pathogen so that the next time the infection oc-
curs, the damage is limited and can be contained more quickly.

About 10 days after inoculation, the innate defenses of our 
volunteers stimulated the adaptive immune system to react 
with two sequential salvos. First it generated specialized pro-
teins called antibodies against various parts of the yellow fever 
virus, and then it activated a group of immune cells called killer 
T cells that recognize and destroy infected cells in the body. Over 
the course of several analyses, we identified 65 genes that played 
key roles in the body’s response to the YF-17D vaccine. Closer 
analysis showed that one specific expression pattern involving 
those genes was particularly indicative of both powerful anti-
body and killer T cell activation. In other words, we had proved 
our point. We could measure in minute detail exactly which 
genes of the immune system are turned on or off during the 
course of a robust immune response to the yellow fever vaccine. 
Rafick-Pierre Sékaly of the Vaccine and Gene Therapy Institute–
Florida independently found similar results, and the agreement 
between the studies was reassuring. 

What is especially gratifying about these results is that the 
signatures of protection, arising from local immune responses 
at the site of vaccination, can be measured in the bloodstream. 
In principle, the findings mean that one could develop a simple 
diagnostic test based on blood from a finger prick to see how 
well a vaccine is working. Very little advanced training or com-
plex equipment would be needed to collect and analyze data in a 
field study of a future vaccine—an important point when you 
consider that HIV, malaria and TB often strike hardest in the 
poorest parts of the world. 

Tackling HIV/AIDS
having demonstrated �that the systems biology approach could 
provide a detailed picture of a successful vaccine’s effect on the 
immune system, my colleagues and I joined together to tackle 

the problem of HIV. Our next best step would have been to com-
pare several vaccine formulas against one another to see if any 
evoked an ideal immune response. But we did not—and still do 
not—really know what an ideal immune response to HIV looks 
like, so finding such a signature is one of our major goals at the 
moment. We are beginning by looking for clues in animals.

Research has shown that monkeys can be infected with a 
simian immunodeficiency virus (SIV) that bears many similari-
ties to HIV. This susceptibility is important because monkeys 
can be deliberately infected in studies, whereas it is unethical to 
do so to humans. 

In collaboration with Louis Picker of Oregon Health and Sci-
ence University and Robert Seder of the National Institutes of 
Health, researchers at Seattle BioMed are now testing different 
SIV-based vaccines in monkeys to learn more about the immu-
nological profile associated with a strong immune response to 
that virus. To date, we have identified several signatures of the 
early innate immune response that predict which vaccinated 
animals will have fewer viruses in their blood after they have 
been subsequently exposed to SIV. 

Those genes whose expression correlates with an increased 
ability to fight off the virus emerge as highly connected nodes in 
a network diagram of the immune response; the nodes repre-
sent individual genes, and the connections between them indi-
cate that they influence one another’s activities [see box on next 
two pages]. Because monkeys and people share so many of the 
same genes, the profile of an optimal monkey response may give 
us an idea of what the human signature of a strong response to 
HIV would look like and might also be used to evaluate different 
vaccines for their ability to work in humans.

Picker and Sékaly are pursuing a related question. They are 
applying systems-level approaches to learn why vaccines made 
of weakened versions of SIV are particularly good at protecting 
nonhuman primates against later infection. Unfortunately in 
the case of HIV, the use of even a weakened virus is far too dan-
gerous. Over the course of time it could occasionally recombine 
with full-strength versions of the virus and give people the very 
illness against which it was meant to protect. (That is why the 
live form of the polio vaccine is no longer used routinely in the 
U.S.) Success could point the way to inducing a response akin to 

Invading 
pathogens

Antibody response: Activated helper T cells release chemicals that affect killer  
T cells; helper T cells also interact with B cells, which generate antibodies against 
the vaccine antigens. Some B cells persist in the body as “memory” B cells. 

Memory B cell

Naive killer T cell T cell response: Some cells 
in the adaptive immune 
system become killer T cells 
that can identify and destroy 
infected tissue. Other T cells 
become “memory” T cells 
that remain in the body for 
years to patrol its tissues.

Memory T cell

Memory T and B cells kick 
immediately into action 
when invaders bearing an-
tigens that resemble those 
of the vaccine try to attack 
the body at a later date.  

KillerT cell

Subsequent adaptive 
immune response 

Helper T cell

B cell

Antibody
Naive helper T cell

Infected cell
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one provided by a weakened virus without having to take the 
risk of actually using it in a vaccine.

Learning from Failure
scientists � from various institutions have now demonstrated 
that a systems approach can work at multiple stages of vaccine 
development. We have generated the immune signature of a 
completely protective vaccine (YF-17D). We have developed im-
mune profiles of successfully vaccinated monkeys. But there are 
a few more puzzles we hope to solve before trying to develop a 
new HIV vaccine. Among them: Can we explain exactly why the 
Merck vaccine failed in 2007—a failure that shocked the AIDS 
community and that doomed what had seemed like a very prom-
ising vaccine candidate? 

The Merck vaccine (named MRKAd5/HIV-1) was, of course, 
not the first against HIV to be tested. Previous clinical trials fo-
cused on triggering an effective antibody response that would 
wipe out all HIV particles before they could take hold in the body. 
Unfortunately, two of the three main strategies for generating such 
vaccines were unavailable. Using a weakened version of HIV was 
too dangerous, and completely inactivated HIV particles did not 
produce the right kinds of antibodies. That left using bits and 
pieces of HIV either by themselves or attached to other viruses (to 
pump up immune activity). Alas, even these types of vaccines have 
not, to date, produced an unequivocally effective antibody re-
sponse. (The results of a vaccine trial in Thailand, published in 
2009, suggested a modestly effective antibody response, but the 
benefits were not broad enough to protect everyone, and all re-
searchers believe the vaccine needs to be improved.)

The MRKAd5/HIV-1 project took a different tack. Instead of 
trying to elicit a robust antibody response, it aimed to activate the 
killer T cell response of the adaptive immune system. As in previ-
ous attempts, the Merck vaccine used specific HIV antigens com-
plexed to a safer virus—in this case a type 5 adenovirus, dubbed 
Ad5—to avoid the problems associated with using a whole HIV 
particle. (Adenoviruses are a frequent cause of the common cold.) 
Immunologists understood that the effort—even if completely 
successful—would not prevent the virus from infecting cells; anti-
bodies also have to be present to achieve that goal. But it would, at 
least, keep viral reproduction to a minimum, by killing those in-
fected cells. In theory, the vaccine would allow anyone who was 
exposed to HIV to fight the virus to a standstill indefinitely. 

The approach was state of the art. The study would be the 
first large-scale test of a vaccine specifically designed to activate 
T cells to kill HIV-infected cells. Pilot studies in nonhuman pri-
mates strongly suggested that the vaccine would provide some 
level of protection in people. 

Surprisingly, the Merck vaccine did not work. Despite suc-
cessfully inducing a T cell response that was precisely directed 
against HIV-infected cells in more than 75 percent of test sub-
jects (a truly remarkable result), an interim analysis of the data 
showed that HIV infection rates and viral levels were no differ-
ent between the vaccine and placebo groups. Even more aston-
ishing, participants with antibodies to Ad5 (because of previous 
exposure to an unrelated adenovirus type 5 infection) who re-
ceived the vaccine appeared to be more likely to become infect-
ed than those in the placebo group. 

We teamed up with Julie McElrath of the Fred Hutchinson 

a  n e w  way  t o  d e s i g n  vac c i n e s
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Because the immune system generates 
antibodies and T cells in thousands of 
ways—not all of them effective—the 
surviving vaccine formula must be tested 
on many people. In this case, the results 
of the first clinical study are disappoint-
ing; later trials, taking more time, reveal 
that adding two compounds (called 
adjuvants) trigger the best protection.

The surviving vaccine formula is tested 
in a few volunteers early on. Automatic 
analysis machines create a specific 
signature of their immune responses  
by measuring RNA expression (number 
of RNA copies of each gene that is 
activated), the levels of individual 
proteins and metabolites (breakdown 
products), as well as genetic variation. 
Investigators test and tweak, retest and 
retweak until the vaccine formula 
triggers a signature that correlates  
with a high level of protection.

Signatures of Success
No matter which approach scientists use to develop vaccines, 
they must start by conducting basic research on a range of 
experimental formulas. Here only one of four preparations 
passes the general tests of causing the body to create anti-
bodies and T cells and of being safe to use in humans.

Traditional Approach
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Cancer Research Center in Seattle to analyze the Merck vaccine. 
Together we determined that exposure to the MRKAd5/HIV-1 
vaccine turned on thousands of genes within the first 24 hours 
after inoculation. That response was consistent with an excep-
tionally high rate of T cell activation. We further learned that 
these genes included all the expected major players of the in-
nate immune system. But when we looked at blood samples tak-
en from study subjects who already had antibodies to Ad5 (the 
same group that exhibited higher HIV infection rates in the vac-
cine trial), we found that the ramping up of their innate im-
mune system was severely weakened. 

Quite possibly that critical weakness—which was completely 
unanticipated—made those study participants more likely to 
become infected when they later had sex or shared needles with 
partners who were HIV-positive. We are currently conducting 
further studies to see if we can confirm this hypothesis and ex-
plain why the strong T cell response did not provide the subjects 
with any protection.

Next Steps 
for now the systems approach �seems best suited to testing ex-
perimental vaccines after they have already been formulated to 
see if they are likely to offer effective protection. Eventually, 
however, the goal is to design vaccines from beginning to end in 
such a way that we know in advance that they will trigger the 
desired immune responses. 

Scientists have already made significant progress—for exam-
ple, in understanding how certain adjuvants affect the immune 
system. My team has examined the gene networks that are acti-

vated by a wide array of adjuvants, and it is clear that some of 
these adjuvants trigger genes that tend to stimulate T cell re-
sponses, whereas other networks are more likely to skew the re-
sponse toward the production of antibodies. By combining very 
detailed knowledge about adjuvants with the precise molecular 
signature of an optimal immune response, it is quite possible we 
will be able to optimize the production of vaccines against par-
ticular pathogens. 

 In any event, my colleagues and I believe that a systems ap-
proach offers the greatest hope for more deliberate and predict-
able vaccine design. Only by understanding the immune system 
better can we create effective vaccines for such scourges as 
AIDS, malaria and tuberculosis. The pathogens that have given 
rise to these epidemics have so far defeated our utmost efforts at 
developing vaccines the traditional way. We simply cannot al-
low another generation of tens of millions of people to be wiped 
out by these global plagues. 
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Because researchers have 
preselected a formula 
that triggers an ideal 
immune response, the 
final clinical trial should 
take less time and is more 
likely to be successful.
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P h ys i cs

The Space Station’s 
Crown Jewel

A fancy cosmic-ray detector, the Alpha Magnetic 
Spectrometer, is about to scan the cosmos  

for dark matter, antimatter and more

By George Musser, staff editor

T
he world’s most advanced cosmic-ray detector �took 16 years and  
$2 billion to build, and not long ago it looked as though it would wind 
up mothballed in some warehouse. NASA, directed to finish building 
the space station and retire the space shuttle by the end of 2010, said it 
simply did not have room in its schedule to launch the instrument any-
more. Saving it took a lobbying campaign by physicists and interven-
tion by Congress to extend the shuttle program. And so the shuttle 

Endeavour is scheduled to take off on April 19 for the express purpose of delivering the Al-
pha Magnetic Spectrometer (AMS) to the International Space Station.

Cosmic rays are subatomic particles and atomic nuclei that zip and zap through space, 
coming from ordinary stars, supernovae explosions, neutron stars, black holes and who 
knows what—the last category naturally being of greatest interest and the main impetus 
for a brand-new instrument. Dark matter is one of those possible mystery sources. Clumps 
of the stuff out in space might occasionally release blazes of particles that would set the de-
tectors alight. Some physicists also speculate that our planet might be peppered with the 
odd antiatom coming from distant galaxies made not of matter but of its evil antitwin.

The spectrometer’s claim to fame is that it can tell the ordinary from the extraordinary, 
which otherwise are easily conflated. No other instrument has the combination of detec-
tors that can tease out all the properties of a particle: mass, velocity, type, electric charge. 
Its closest predecessor is the PAMELA instrument, launched by a European consortium in 
2006. PAMELA has seen hints of dark matter and other exotica, but its findings remain am-
biguous because it lacks the ability to distinguish a low-mass antiparticle, such as a posi-
tron, from a high-mass ordinary particle with the same electric charge, such as a proton.

The AMS instrument is a monster by the standards of the space program, with a mass of 
seven metric tons (more than 14 times heavier than PAMELA) and a power consumption of 
2,400 watts. In a strange symbiotic way, it and the space station have come to justify each oth-
er’s existence. The station satisfies the instrument’s thirst for power and orbital reboosts; the 
spectrometer, although it could never fully placate the station’s many skeptics, at least means 
the outpost will do world-class research. As CERN’s Large Hadron Collider plumbs the depths 
of nature on the ground, the Alpha Magnetic Spectrometer will do the same from orbit. 

Magnet
Purpose: Bend paths  
of charged particles.
Design: Permanent magnet  
with a field strength of 0.15 telsa. 
This magnet replaces the 
cryogenic superconducting 
magnet used in the original 
design, giving the instrument  
a longer lifetime.
Operation: When passing 
through, a positively charged 
particle is deflected to the left,  
a negatively charged one to  
the right. 

Silicon Tracker
Purpose: Measure particle  
charge and momentum.
Design: Nine planes  
of particle detectors.
Operation: The detectors trace 
out the path of each particle 
through the magnetic field. 

Time of Flight  
System 1
Purpose: Measure particle 
velocity and charge.
Design: Sheets of transparent 
polymer that glows when a 
charged particle passes through.
Operation: A pair of these 
detectors times how fast the 
particle takes to cover the length 
of the instrument. 

Scientific American Online 
�For more information on how the Alpha Magnetic Spectrometer works,  
visit �ScientificAmerican.com/may2011/ams
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Ring Imaging Cherenkov Detector
Purpose: Measure particle velocity.
Design: Aerogel and sodium fluoride ringed by light sensors.
Operation: The speed of light in aerogel is 5 percent slower  
than in the vacuum; in sodium fluoride, 23 percent slower.  
A particle moving nearly at the vacuum speed of the light will emit  
a distinctive bluish cone of light known as Cherenkov radiation. 

Transition Radiation 
Detector 
Purpose: Distinguish low-mass  
from high-mass particles.
Design: 20 stacked layers  
of fleece and straw tubes.
Operation: As a low-mass particle 
passes through the fibers in the fleece,  
it can emit an x-ray, which is detected by 
a row of gas-filled tubes underneath. 

Anticoincidence Counter
Purpose: Identify particles that enter from the side.
Design: Cylinder of transparent polymer tiles  
that glow when a charged particle passes through.
Operation: A particle needs to fly the length of the instrument 
for all the detectors to gather the necessary data. This detector 
registers particles that enter from the side so that the control 
system can discard the signal they left in other instruments. 

Electromagnetic  
Calorimeter
Purpose: Measure particle  
type and direction.
Design: Layers of lead foil  
epoxied together with  
embedded fiber optics.
Operation: The particle slams 
into the material and produces  
a spray of debris; the nature of the 
debris identifies the particle. Unlike 
other instruments, the calorimeter 
also registers uncharged 
particles such as photons. 

Time of Flight  
System 2 

Negatively Charged 
Particles

Positively Charged  
Particles
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	 AG R I CU LT U R E

		  The  
	 Growing 
Menace 
	 from

Superweeds
Pigweed, ragweed and other monsters have begun to outsmart  
the advanced technologies that protect the biggest U.S. cash crops 

By Jerry Adler 
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Chemical herbicides keep nature 
at bay for only so long: weeds  
inevitably develop resistance to 
the chemicals.
Indeed, weeds have begun to be-
come resistant to glyphosate, the 
key ingredient in the widely used 
Roundup and a chemical that the 
biggest cash crops have been ge-
netically engineered to withstand. 
Agricultural scientists must now 
seek out new strategies to protect 
plantings. Meanwhile some critics 
argue that reliance on genetic en-
gineering should be reassessed.

i n  b r i e f

Back to the future: �A chopping 
crew on a farm in Arkansas 

must resort to the age-old 
practice of hoeing to get rid of 

pigweed that has become 
resistant to glyphosate, the 

active ingredient in  
the herbicide Roundup. 
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giant ragweed—a plant as ugly as its name and as useless, well, 
as its cousin, common ragweed, A. artemisiifolia, a machine for 
sucking up water and spewing out highly allergenic pollen. If the 
farmers stopped farming, it would not take more than a few 
years before this part of Indiana would live up to the nickname 
that agronomists joke should appear on its license plates: Giant 
Ragweed National Forest. 

Over the past half a century or so, that fate has been kept at 
bay primarily by chemical herbicides. One of the most widely 
used is glyphosate, best known as the active ingredient in Mon-
santo’s Roundup weed killers, among others. Brabham positions 
the two pots in a spray chamber and fills a small tank with a so-
lution of the potassium salt of glyphosate. A traveling spray 
head swiftly traverses the length of the chamber and soaks the 
drab-green leaves with what by all rights should be a lethal dose. 
Brabham removes the pots and returns them to the growing ta-
ble. What happens to these weeds in the next 24 hours will show, 
in microcosm, what farmers will face across the Midwest this 
growing season. 

Glyphosate has taken center stage in an emerging drama in 
which the weed killer is the protagonist. “I wouldn’t use the 
word ‘catastrophe,’ but there are people saying it could be the 
worst thing for cotton growers since the boll weevil.” So says 
Doug Gurian-Sherman, a plant pathologist and senior scientist 
at the Union of Concerned Scientists, discussing the spread of 
glyphosate-resistant weeds—aka “superweeds”—which in the 
past decade have expanded their range in the U.S. from a few 
scattered occurrences to as much as 11 million acres. This cover-
age is still a small fraction of the 400 million acres of U.S. crop-
land, but it represents a fivefold increase just since 2007. “That’s 
a huge jump in the extent of those plants, and I don’t think any-
one was expecting that,” says David Mortensen, a weed ecologist 
at Pennsylvania State University. And as he testified at a con-
gressional hearing last summer—called by Representative Den-
nis J. Kucinich of Ohio to investigate the U.S. Department of Ag-

riculture’s regulation of genetically 
engineered seeds—“there is reason 
to believe this trend will continue.” 
If superweeds do rise to the level of 
a catastrophe, it will be one that 

could not only have been predicted but that was also even fore-
seen. Like the antibiotic-resistant bacteria that have infec-
tious disease specialists fearing the worst, it is a problem we 
have brought on ourselves, a reminder of the futility of attempt-
ing to outrun evolution. And more weeds are what we least need 
in a world that may be bumping up against the limits of technol-
ogy to expand food production.

The Making of Killer Ragweed
those who mostly view cornfields � from an airplane window 
probably do not appreciate how much of farming consists of 
keeping weeds away from crops. The very word “cultivate” 
means not only to make something grow but also to plow or till 
the soil, which was the original method of weed control—up-
rooting unwanted plants and burying their seeds. Weeds lack 
the stealth and single-minded lethality of insects and microbes, 
which can strike seemingly out of nowhere and wipe out a crop 
in a matter of days. They grow in plain sight and attack their 
neighbors indirectly, robbing those plants of nutrients, water 
and, crucially, sunlight. But bugs and disease are typically spo-
radic, hit-or-miss events, whereas weeds are ubiquitous. Un-
checked, a single giant ragweed plant can reduce the yield in an 
area holding 30 soybean plants by as much as half. 

Which is why agronomists have been keeping a close eye on 
the weed species—10 at last count in the U.S. and about an equal 
number in the rest of the world—in which certain populations 
have evolved the ability to withstand an ordinarily lethal dose of 
glyphosate. As Monsanto spokespeople are quick to point out, 
that leaves more than 300 species still vulnerable to Roundup. 
But the 10 include some of the most prolific and intractable 
pests infesting cotton, corn and soybean fields: giant and com-
mon ragweed, horseweed, Johnsongrass, waterhemp and Palm-
er amaranth. The last, also known as pigweed, is the Paul Bun
yan of weeds, able to grow a stalk as thick as a baseball bat and 
tough enough to disable a combine that has the misfortune to 

n the second week of november, central indiana is a patchwork of tawny and black: 
�here a field covered with a stubble of dried corn and soybean plants; a little farther 
on, bare earth where the farmer has plowed under the residue of last summer’s crop. 
This is soil that wants to grow things, and already if you look closely you can see 
some shoots of fall weeds: chickweed, cressleaf and purple nettle. In a greenhouse on 

the campus of Purdue University, Chad Brabham, a soft-spoken grad student in weed science, 
selects two pots, each holding one 18-inch-high plant, bearing serrated, three-lobed leaves 
on a coarse stem. If the plants look familiar, you might have seen them growing in a vacant 
lot or by a roadside almost anywhere in the lower 48 states. They are Ambrosia trifida, or 

Jerry Adler was �a senior editor at Newsweek from 1979 until 
2008. He has written on a wide range of topics, from profiles  
of Stephen Hawking and Sally K. Ride to a cover story on  
America’s infatuation with “self-esteem.”
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encounter it. In its herbicide-resistant form, “it’s about the clos-
est thing out there to a weed we can’t control,” says Thomas T. 
Bauman, a weed scientist at Purdue. “It makes giant ragweed 
[which itself can exceed 10 feet] look small, and it germinates all 
season, so after you think you’ve killed it off, it comes up again 
the next time it rains.” Some cotton growers have had to aban-
don their fields where pigweed has taken hold. Others have 
turned back the clock on agriculture by a century and are send-
ing crews into their fields to whack at it with hoes. “I’ve seen 
more hoe crews in the fields [in 2010] than the past 15 years 
combined,” says David R. Shaw, vice president for research and 
development at Mississippi State University. “It’s incredibly 
hard work,” he adds, “and extremely difficult to make a profit.”

It is also work that farmers in the developed world thought 
they had left behind, with the coming on the scene of organic 
herbicides after World War II. Among the earliest was 2,4-d, the 
first of a large class of herbicides that mimic the hormone auxin 
and send the plant into a lethal frenzy of uncoordinated growth. 
Other classes of herbicides attack other processes, such as pho-

tosynthesis or nutrient transport. Glyphosate inhibits an en-
zyme called EPSPS (5-enolpyruvylshikimate-3-phosphate syn-
thase) that builds three essential amino acids in plants and bac-
teria but, crucial to its widespread adoption, not in animals. The 
chemical attacks cells in the meristem, the growth bud at the tip 
of the plant. Within a day of application the plant stops grow-
ing, and death typically follows within a week or two.

Unlike the auxin mimics, which selectively kill broadleaf 
plants but are relatively harmless to grasses, glyphosate attacks 
anything green. And unlike herbicides that can be spread on 
the soil before weeds emerge in the spring, it must be applied 
directly to the leaves of whatever you are trying to kill. These 
traits limited glyphosate’s usefulness for several decades after 
its discovery in 1970. Farmers generally could use it only in the 
early spring, between the appearance of the first weeds and the 
sprouting of the crop, or during the growing season by the  
labor-intensive method of squirting it between the crop plants 
directly onto individual weeds. Micheal Owen, an agronomist 
at Iowa State University, describes weed management in those 
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(enzyme)

EPSPS 
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Two Paths to Resistance 
Application of glyphosate herbicides, such as Roundup, puts 
selection pressure on weeds, inducing them to alter their biol-
ogy in ways that make them resistant to the herbicide. About 
one species of weed develops resistance every year.  

W i n d i n g  d ow n  r o u n d u p

Sacrificial Leaves
�Resistance can also emerge  
when the plant develops some still 
undetermined means of protecting 
the meristem at its top. Rapidly 
dividing cells in the meristem 
remain healthy even as the leaves 
perish, allowing the plant to survive 
and regenerate. 

Herbicide-poisoned leaf

Healthy meristem

Gene Amplification 
A weed normally dies after Roundup inhibits 
activity of an enzyme, EPSPS, needed to pro-
duce critical building blocks of plant proteins 
(a). In response to selection pressures, the 
plant’s chromosomes replicate the gene that 
encodes the enzyme, which results in 
production of too much enzyme for 
the herbicide to do its job (b).

Susceptible plant a b Resistant plant

Plant 
chromosomes
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years as both art and science, a continuous juggling of herbi-
cide application, crop rotation, and fall and spring tillage to 
various depths, each with a price in money and time to be 
weighed against the potential yield loss averted. Each tech-
nique also tended to control a different suite of weeds or, to put 
it another way, selected for the ones it did not kill. Those able to 
survive the onslaught flourished under the attack regimen. 
Weed problems are cumulative, as seeds mount up year after 
year, so the way to stay ahead was to use different techniques 
and change them often. Weeds thrive on predictability.

Readying a Revolution
all that changed �in the early 1990s, when Monsanto perfected 
the technology to breed crops that could resist glyphosate. What-
ever else one could say about this innovation, it was a scientific 
triumph that took, by Monsanto’s estimates, 700,000 person-
hours of research time. A seven-year search for the right gene 
ended in an outflow pipe from a 
Monsanto facility in Louisiana. 
There researchers looking for 
organisms that could survive 
amid the glyphosate runoff dis-
covered a bacterium that had 
mutated to produce a slightly al-
tered form of the EPSPS enzyme. 
The altered enzyme made the 
same three amino acids but was 
unaffected by glyphosate. Scien-
tists isolated the gene that cod-
ed for it and, along with various 
housekeeping genes (for control 
and insertion of the gene for the 
enzyme) collected from three 
other organisms, implanted it in 
soybean cells with a gene gun. 

This is a brute-force technol-
ogy in which the selected DNA 
is wrapped around microscopic 
specks of gold that are blasted 
at soybean embryos, in hopes 
that at least a few will find their 
way to the right place on a chromosome. Tens of thousands of 
trials resulted in a handful of plants that could withstand gly-
phosate and pass the trait down to their descendants. Starting 
in 1996, Monsanto began selling these soybean seeds as Round-
up Ready. Seeds for glyphosate-resistant cotton, canola and corn 
followed soon after.

It also was a commercial triumph. Roundup Ready seeds 
revolutionized the farming of commodity crops in the U.S. and 
around the world, particularly in Argentina and Brazil. Encour-
aged by Monsanto’s advertising, farmers basically outsourced 
their weed problems, planting Roundup Ready seeds and dous-
ing their fields with glyphosate at the first (and second and 
third) appearance of weeds. Last year in the U.S., 93 percent of 
soybean acres, and a large majority of corn and cotton, were 
planted with Roundup Ready seeds. Estimates of global de-
mand in 2010 ranged up to almost one million tons.

Whether this technology has actually helped farmers pro-
duce more food is in dispute. The biotech industry likes to claim 
that it has, but a study by the Union of Concerned Scientists in 

2009 concluded that any gains were small and far outstripped 
by the progress wrought by conventional breeding, at a small 
fraction of the cost. But the Roundup Ready system had other 
advantages as well. Most experts agree that among synthetic or-
ganic pesticides, glyphosate is one of the least toxic and persis-
tent. And its effectiveness when used on Roundup Ready crops 
meant farmers had less need for tillage. No-till or low-till farm-
ing, a trend that began in the 1980s, saves fuel and reduces ero-
sion and nutrient runoff into waterways. Glyphosate “is an in-
credibly effective chemical for killing plants,” says John Lydon, 
chief weed scientist at the usda, “and one of the most benign ag-
ricultural chemicals in use.”

That state of affairs was, of course, too good to last. “Weeds 
are constantly evolving by adapting to high selection pressures 
imposed by crop production practices,” says Purdue horticultur-
ist Stephen Weller. Glyphosate resistance was almost unknown 
in the years before Roundup, but since then it has appeared in 
new species of weeds at the rate of about one a year. Applying 
the same herbicide to the same crop every year, with no other 
weed-control measures, creates a perfect laboratory for the evo-
lution of resistance, Bauman says. “The resistant weed is out 
there. Just apply the herbicide, and you’ll find it.”

The first question everyone has about these glyphosate-​
resistant superweeds is whether they have the same resistance 
mechanism found in Roundup Ready seeds—that is, did the 
gene jump the species barrier into weeds from crops? Owen, ex-
pressing the consensus of plant biologists, says no; weeds native 
to the U.S. are too far apart from soybeans, corn or cotton to in-
terbreed. (In contrast, certain plants are considered too close  
to their weedy relatives to run the risk of adding herbicide-​ 
resistant genes, such as creeping bentgrass, the turf of choice 
for golf greens.) Under the evolutionary pressure of glyphosate, 
weeds developed their own defenses. Resistant pigweed has the 
normal form of the EPSPS gene, not the altered allele engi-
neered by Monsanto. But it has the normal gene in vastly great-
er numbers, from five to 160 times as many copies, which pro-
duce the enzyme in amounts that overwhelm the inhibiting ef-
fect of the herbicide.

Mystery survivor
back in the purdue greenhouses, �Brabham’s experiment with gi-
ant ragweed demonstrates yet another kind of resistance, 
which appears to have also evolved independently. In suscepti-
ble weeds, the effects of glyphosate show up first in the rapidly 
dividing cells of the meristem. (The chemical also travels to the 
roots, where it may interfere with resistance to fungi; plants 
are notoriously hard to autopsy, but shriveled and rotted roots 
are often noted after spraying with glyphosate.) But when Brab-
ham examines his specimens 18 hours after spraying, he sees 
something very different: the big leaves have begun to curl and 
brown, but the meristem is green and healthy. The plant ap-
pears to be segregating the herbicide in the leaves, which over 
the next week or two will die and fall off. But the plant will sur-
vive and regenerate from the meristem. “I’d love to know what’s 
causing that,” Weller says, “because you see the same thing in 
pathogen resistance. The leaf dies, but it doesn’t spread to the 
rest of the plant. That’s something we could really make use of, 
if we knew how it does it.”

It is important to remember, Weller says, that Monsanto’s 
Roundup Ready technology did not cause this problem by itself; 

The herbicide 
Roundup 
revolutionized  
the farming of 
commodity crops 
in the U.S.  
and around  
the world, 
particularly  
in Argentina  
and Brazil, but 
now increasing 
resistance means 
its days may  
be numbered.
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the weeds evolved resistance to glyphosate on their own. But the 
availability of seeds for glyphosate-resistant crops enabled farm-
ers to take the path of least resistance, which was to douse their 
fields with Roundup to the exclusion of other weed-control tech-
niques and chemicals. They could have taken a lesson from med-
icine, which relies on a multiple-drug strategy to control fast-
mutating viruses such as HIV; the odds are very much against a 
single organism spontaneously evolving resistance to several dif-
ferent chemicals at once, so ideally there are no survivors. It is 
fair to say that Monsanto, with a huge investment to recoup, did 
not exactly discourage them. “[Glyphosate resistance] could have 
been avoided, or at least put off for a long time, if farmers had 
used another herbicide in combination,” muses Glenn Nice, a 
Purdue extension agent who deals with farmers around the state 
regularly. “But farming is a business like any other.” Actually, not 
exactly like any other: farmers make their money at the mar-
gins—that is, after defraying expenses—and their efforts are con-
strained not just by cost but by the length of a day and a growing 
season. “An ounce of prevention is worth a pound of cure,” Nice 
adds, “but you still have to pay for the ounce.”

And farmers will be paying. Biotech and chemical compa-
nies are hard at work inserting genes for resistance to other 
herbicides into crops. Monsanto hopes to market, within the 
next year or two, seeds for plants resistant to an herbicide 
called dicamba, and Dow has developed a gene for resistance to 
2,4-d. The traits will be “stacked” along with Roundup Ready 
genes onto a new generation of genetically engineered seeds, so 
that farmers can broadcast two herbicides on their fields, to-
gether or sequentially, rather than relying just on glyphosate. 
DuPont already sells seeds with resistance to glyphosate and 
another herbicide, glufosinate. That is in addition to other en-
gineered traits bred into commercial seeds, such as the gene for 
Bt, a naturally occurring insecticide.

This is a prospect many agronomists greet warily. Dicamba 
and 2,4-d are older chemicals whose use has been grandfathered 
in under federal regulations; both are considered more toxic and 
persistent than glyphosate and might not easily get through the 
registration process if they were introduced today. Dicamba, in 
particular, has a tendency to volatilize after application, drift 

and settle on neighboring fields, where it has been known to 
damage other crops or wild vegetation. And there is the ques-
tion, still unanswered, of how many added traits you can load 
onto a seed before you begin to impair the plant’s vigor and pro-
ductivity. Every additional thing you ask of an organism takes 
energy away from what it is supposed to be doing in the first 
place—in this case, growing food. 

The bigger question has to do with the future of agriculture 
and how farmers will feed a growing and increasingly affluent 
and urban world population. “This is a silver-bullet, industrial 
approach, not an agroecosystem approach,” Gurian-Sherman 
says. With a population of glyphosate-resistant weeds already 
established in many places, it is virtually certain that if dicam-
ba and 2,4-d are used the same way, some of the same weeds 
will evolve resistance to them as well. Then where will we turn? 
There are only so many herbicide families, and chemical com-
panies are not developing new ones, because the returns are so 
much better on genetic engineering of seeds. “I’m not opposed 
to genetic engineering in principle, but where has it gotten us?” 
he asks. “Billions in research have produced only two helpful 
traits [glyphosate resistance and Bt expression], whereas con-
ventional techniques have yielded insect and disease resistance, 
drought tolerance and better crop yields at a lower cost.”

The solution, Gurian-Sherman argues, lies not with more ex-
pensive technological fixes but with the kind of crop science that 
would have been familiar to Gregor Mendel in the 19th century: 
incremental advances in yield, drought resistance and fertilizer 
use. “We need a fundamental shift in how we think about agri-
culture,” he says, “and this isn’t getting us any closer to it.” 

Foe in foliage: �Weedy enemies of the midwestern farmer include (left to right) giant ragweed, horseweed and Johnsongrass,  
all of which have developed some level of resistance to Roundup.

Failure to Yield: Evaluating the Performance of Genetically Engineered Crops. � Doug  
Gurian-​Sherman. Union of Concerned Scientists, April 2009.
The Impact of Genetically Engineered Crops on Farm Sustainability in the United 
States. �Committee on the Impact of Biotechnology on Farm-Level Economics and Sus-
tainability, National Research Council. National Academies Press, 2010.

Scientific American Online 
More sources on superweeds at �ScientificAmerican.com/may2011/superweeds

m o r e  t o  e x pl  o r e

© 2011 Scientific American



80  Scientific American, May 2011

Masters of DisguiseMasters of Disguise

© 2011 Scientific American



May 2011, ScientificAmerican.com  81

Masters of DisguiseMasters of Disguise
he year was 1848. a young british naturalist 
�named Henry Walter Bates had gone to 

the Amazon with fellow countryman Al-
fred Russel Wallace to look for evidence of 

the origin of species. Over the course of his 
11-year stay, he noticed that local relatives of a European butter-
fly known as the cabbage white—the pierids—were bedecked in 
the showy reds and yellows of rain forest butterflies called heli-
conids. Observing that the heliconids seemed to possess toxins 
that made them unpalatable to predators, Bates reasoned that 
by mimicking the toxic heliconids’ warning colors, the harmless 
pierids were escaping predation. When Bates returned to Eng-
land in 1859, the year that Charles Darwin published On the Ori-
gin of Species, his discovery of these “mockers,” as he called them, 
became the first independent evidence to corroborate Darwin’s 
theory of evolution by natural selection—which holds that or-
ganisms best able to meet the challenges in their environment 

Animal mimicry takes many forms— 
including chemical and acoustic varieties— 

and offers unique insights into evolution

By Peter Forbes

N AT U R A L H I STO RY

Shape Shifter
Thaumoctopus mimicus, the so-called mimic octopus from Indo-
nesia (left), masquerades as a flounder (below), holding its arms 
together to copy the flatfish’s shape and undulating them to 
replicate its mode of swimming. 

b e h av i o r a l  m i m i c RY  
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survive to produce the most offspring, so that their traits become 
increasingly common through the generations. 

Apart from Darwin and Bates, though, most biologists were 
slow to recognize the significance of nature’s impersonators. But 
now, a century and a half later, mimicry is fast becoming a mod-
el system for studying evolution. It is ideally suited to this task 
because both the selection pressure (predation) and the traits 
under selection are clear. Indeed, mimicry demonstrates the pro-
cess of evolution in its most stripped-down form. Discovery of 
new types of mimicry has also helped fuel fresh interest in the 
phenomenon among biologists. Joining the classic examples fa-
miliar from high school biology class—such as the scarlet king-
snake, whose coloring resembles that of the eastern coral snake, 
or the viceroy butterfly, whose wing pattern matches the mon-
arch’s—are chemical, acoustic and even behavioral mimics. And 
stunningly, genetic analyses of one group of mimics have revealed 
a mechanism by which new species can arise. 

beyond visual mimicry
initially mimicry was regarded �as a strictly visual affair, of the 
kind evident in Bates’s colorful Amazonian butterflies. But it 
turns out that mimics may fool their foes in other modes. For in-
sects, chemical communication is often more important than the 
visual variety, and many predators eavesdrop on these chemical 
conversations for their own ends. The large blue butterfly (Macu-
linea arion) found across northern Europe and Asia is one nota-
ble example. In the 20th century the large blue suffered dramat-
ic declines in many areas and became extinct in Britain in 1979, 
despite attempts to save it. Agonizingly, that was the very year 
Jeremy Thomas of the University of Oxford began to realize why 
conservation efforts had failed: the large blue’s survival depend-
ed on the survival of an ant species it mimicked. 

In Britain, large blue caterpillars begin life eating thyme 
plants on warm chalk slopes whose grasses the sheep, rabbits 
and other grazers keep close-cropped. After the caterpillars molt 
for the third time, they drop off the thyme plants to the ground, 
where they launch their false-advertising campaign. The fallen 
caterpillars emit a chemical signal to attract local ants, tricking 
them into treating the caterpillars as one of their own. The bam-
boozled ants carry the caterpillar back to their underground 
nest, where it proceeds to feast on their larvae for the next 10 
months, after which it begins its metamorphosis and eventually 
emerges aboveground as a butterfly. 

Although several species of ants take the caterpillars into 
their nests, the caterpillars fare well only in the nests of a species 
of red ant called Myrmica sabuleti. And these ants thrive only 
when the grass on the chalk slopes is short, allowing enough sun-
light in to keep them sufficiently warm. Thomas figured out that 
as grazing subsided, the grass grew too long for the M. sabuleti 
ants. As they disappeared, so, too, did the large blue. 

Thanks to Thomas’s revelation, scientists were able to reintro-
duce the butterfly to Britain in the 1980s and help it and the M. 
sabuleti ants to flourish through careful management of the turf. 
By 2008, 32 colonies had been established in southwestern Eng-
land, the largest of which contained 1,000 to 5,000 butterflies per 
hectare. But one mystery remained: the ants do not just tolerate 
the caterpillars they bring home; they treat them like royalty, kill-
ing their own larvae and feeding them to the caterpillars if food is 
scarce. In 2009 Thomas determined why. Writing in Science, he 
reported that in addition to copying the ant’s chemical signal, the 
caterpillars replicate an acoustic cue. Specifically the caterpillar 
somehow mimics a tiny noise the queen ant makes, assuring it-
self a steady food supply. By mastering two key impressions, the 
large blue tricks the ants into seeing it not just as one of their own 
but as the most important member of their society. 

The large blue butterfly’s �subterfuge is not the only instance 
of acoustic mimicry. This kind of imitation also occurs in one of 
nature’s classic arms races: the struggle between moths and bats. 
Bats hunt at night using echolocation, emitting ultrasound clicks 
and detecting the echoes of these sounds as they bounce off ob-
jects in the environment. The result is an aural image of their 
surroundings—including any tasty moths in the vicinity. This 
tactic is so efficient that moths have had to develop countermea-
sures to survive.

Like many day-flying butterflies, some night-flying moths 
gather toxic chemicals from plants that make them baneful to 
bats. But whereas a diurnal insect can advertise its toxicity with 
warning coloration, that strategy would not work for a nocturnal 
moth trying to avoid a predator hunting in the dark. Tiger moths 
have evolved especially ingenious solutions to this problem: they 
emit warning clicks that the bats learn to associate with unpalat-
able prey. Not all these tiger moth species are actually noxious. 
But as William Conner of Wake Forest University has found in his 
experiments, once a bat eats a toxic tiger moth, it will subsequent-
ly tend to avoid other sound-producing tiger moths, including 
perfectly edible ones. 

The moths have yet another acoustic trick. In 2009 Conner’s 
group reported in Science that the more subtly tuned clicks of 
the edible tiger moth Bertholdia trigona throw the bats’ echolo-
cation mechanism into disarray: the bats attempt to catch the 
moths but fail. This is true radar jamming, of the kind found in 
modern fighter planes. 

In addition to hoodwinking �predators through their color-
ation, scent or sound, mimics may attempt to con the enemy by 
assuming the shape of another species. In 1998 biologists work-
ing in Indonesia announced the discovery of a small octopus 
with an arsenal of disguises—Thaumoctopus mimicus, the mim-
ic octopus. Like most octopuses (and their squid and cuttlefish 
kin), the Indonesian species can change color to blend in with its 
surroundings. But it was also reputed to do impressions of a me-
nagerie of marine creatures found in the same waters as the oc-
topus—including the lion fish, the banded sea snake and the 
flounder—not only copying the coloration of these animals but 
also changing its comportment to mimic their shapes. 

Mimicry among Amazonian butter-
flies �offered the first independent evi-
dence for Charles Darwin’s theory of 
evolution by natural selection. 
Recently biologists �have become in-
terested anew in nature’s con artists, 
both as a result of the discovery of ad-

ditional types of mimics and because 
the phenomenon provides an ideal 
system for studying evolution. 
Studies of the genes and behavior of 
one group of mimics have in fact re-
vealed a mechanism for the origin of 
new species.

i n  b r i e f

Peter Forbes ��is a London-based science writer. His latest 
book, Dazzled and Deceived: Mimicry and Camouflage,  
has won the 2011 Warwick Prize for Writing. This is his  
second article for Scientific American.
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So far most of these impressions remain speculative. But in 
2008 octopus expert Roger T. Hanlon of the Marine Biological 
Laboratory in Woods Hole, Mass., reported in the Biological Jour-
nal of the Linnean Society that he had found strong evidence that 
the mimic octopus does indeed impersonate the flounder, hold-
ing its tentacles together in a flat, flounderlike shape and swim-
ming in the flounder’s undulating way.

Evidence for Evolution
mimicry research has, �for the most part, focused on the mimetic 
signal and the way it is received. But for one group of creatures—
the Heliconius butterflies that enthralled Bates in the 1850s—we 
now have a fuller picture: the genetics underlying their dazzling 
array of mimetic patterns. Armed with this new understanding, 
scientists have uncovered something that surely would have de-
lighted Darwin no end: a mechanism for the very beginning of 
speciation, the process by which one population of a species be-
comes reproductively isolated (unable to mate with other popu-
lations) and gives rise to a new species.

The discovery has its roots in research that began about 10 
years ago with the work of Chris Jiggins, now at the University of 
Cambridge, who determined that in addition to being mimetic, 
Heliconius wing patterns serve another purpose: males use them 
to identify potential mates. In 2009 Jiggins, working with Mauri-
cio Linares of the University of the Andes in Colombia, described 
research that illustrates just how dramatic the effects of the in-
terplay between mimicry and mate choice can be. By crossing H. 
melpomene butterflies with H. cydno ones, Linares managed to 
breed a hybrid in three generations that exhibited the wing pat-
tern of a wild H. heurippa. In mate choice experiments this hy-
brid, which had in a sense just evolved, instantly preferred indi-
viduals with its own wing pattern to those bearing the different 
wing patterns of the parent species. 

Later that year Marcus Kronforst of Harvard University pub-
lished a paper in Science advancing that line of research one cru-
cial step further. He demonstrated that the gene for wing color in 
Heliconius is inherited with the gene for mate choice. That link 
accounts for the instant preference the artificial hybrid butter-
flies showed for their doppelgängers. This relation between wing 
color and mate choice provides a mechanism by which specia-
tion can occur. In a given population of Heliconius butterflies, a 

mutation leading to a beneficial wing pattern can spread quickly 
because the mutants prefer to mate with their own kind. Over 
time two forms that could interbreed but generally choose not to 
will accumulate other genetic variations that eventually result in 
the sterility of any offspring produced by their union. Their re-
productive isolation complete, two species will exist where once 
there was one (or in the case of Linares’s butterflies, three species 
will exist where once there were two).

Working with two populations of H. cydno in Ecuador and 
Costa Rica, Kronforst has identified the two “ends” of this specia-
tion process. In Ecuador the white and yellow butterflies are two 
varieties of the same species, H. cydno, separated only by differ-
ences in a single gene that flips the wing color from white to yel-
low. These butterflies appear to be at the very earliest stage of 
speciation. Their counterparts in Costa Rica, in contrast, have di-
verged to the point where the yellow form qualifies as a separate 
species, H. pachinus. Although these two Costa Rican species can 
still interbreed in captivity, the resulting hybrids exhibit small 
differences in the wing patterns that render them liable to preda-
tion. Presumably genetic differences between these two species 
will continue to accumulate over time such that they will eventu-
ally not be able produce viable offspring at all. 

Back in 1863, Bates prophesized that “the study of butter-
flies—creatures selected as the [exemplars] of airiness and frivol-
ity—instead of being despised, will someday be valued as one of 
the most important branches of Biological science.” The work of 
Jiggins and Kronforst and their colleagues has realized that pre-
diction. No doubt the study of other mimics will yield more such 
insights into the inner workings of evolution. 

m o r e  t o  e x p l o r e

Acoustic Mimicry in a Predator–Prey Interaction. �Jesse R. Barber and William E. Conner  
in Proceedings of the National Academy of Sciences USA, Vol. 104, No. 22, pages 9331–9334;  
May 29, 2007.
Mimicry and Foraging Behaviour of Two Tropical Sand-Flat Octopus Species off North 
Sulawesi, Indonesia. �Roger T. Hanlon et al. in Biological Journal of the Linnean Society, Vol. 93, 
No. 1, pages 23–38; January, 2008.
Polymorphic Butterfly Reveals the Missing Link in Ecological Speciation. �Nicola L. Cham­
berlain et al. in Science, Vol. 326, pages 847–850; November 6, 2009.
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�See a slide show of animal mimics at �ScientificAmerican.com/may2011/forbes

Heliconius cydno �butterflies with mutant yellow wing coloration instead of the normal white prefer yellow mates because the gene 
for wing color is linked to the gene for mate choice. In Costa Rica the yellow form has evolved into a separate species, H. pachinus.
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Inner Sparks
Hearing specialist and sax player  
Charles J. Limb says that studying the brain 
during flights of improvisation may provide new 
understanding of creativity—as well as insight 
into the musical genius of John Coltrane

Interview by Alicia Anstead

Limb and National Institutes of Health 
neurologist Allen R. Braun have developed 
a method for studying the brains of highly 
skilled jazz musicians while they are creat-
ing music. Subjects play on a nonmagnetic 
keyboard as they lie in a functional mag-
netic resonance imaging (fMRI) machine 
that takes pictures of their brain. Then the 
scientists compare neural activity during 
improvisation with what happens when 
playing a memorized piece. Limb can also 
interact with the musician in the scanner 

by playing on an external keyboard—or, as 
musicians put it, exchanging riffs. 

Limb’s work is fueled in part by a deter-
mination to understand the implications 
for transforming education and for encour-
aging everyone to live purposely creative 
lives. Excerpts follow: 

Why should scientists study creativity?
�While I think creativity is amazing, I don’t 
put it on a pedestal. I view at it as a very 
normal biological process that some peo-

Charles j. limb might have been a jazz saxophonist. he grew up in a musical 
�family and showed early signs of talent. He idolized John Coltrane and, 
as a student at Harvard, directed a jazz band. Although he ultimately 
went to medical school, he chose his specialty (otolaryngology) in part 
because of his musical interest. As a hearing specialist and surgeon at 
Johns Hopkins Medical Center, he performs cochlear implants in pa-
tients to restore hearing and enable the deaf to appreciate music. His 

sensibility and passion as an artist continue to inform his research. At least half of his 
studies during the past 10 years have focused on regions of the brain activated during mo-
ments of deep creativity. As he puts it, he wants to understand what went on in Coltrane’s 
head when he performed brilliant improv on his sax night after night. 

who 
�Charles J. Limb
vocation/avocation 
�Surgeon; ear, nose and throat  
specialist; sax player
where 
�Johns Hopkins Medical Center and  
nightclubs and theaters in  
the Baltimore/D.C. area
research focus 
�What goes on in the brain when  
musicians improvise?
big picture 
�Creavity is a whole-brain activity  
that is deeply related to our sense  
of self. It behooves us to understand it.

Science Talk
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ple are able to take to extremely pro-
found levels but that fundamentally is a 
basic requirement of human civilization 
and how we advance. It infiltrates every 
aspect of human life. I don’t know that 
there’s an attribute that is more respon-
sible for how we’ve evolved as a species 
than creativity.

From a scientific perspective: if it’s a 
biological behavior, if humans are cre-
ative beings, we really ought to study it 
like you study any other complex biolog-
ical behavior. Furthermore, because it 
does seem to be important, not just for 
the arts but for life, it’s probably some-
thing we should understand better.

Why is improvisation an ideal 
activity for studying creativity? 
�There are a lot of forms of creativity. For 
scientific study, what you really need is 
the behavior that is a prototypical cre-
ative act, realizing that it doesn’t repre-
sent all creative behavior. Writing a nov-
el is a creative act, but it’s hard to do 
that in an fMRI scanner, and something 
that takes a year or so to do is hard to 
study. Musical improvisation is sponta-
neous. The timescale is relatively con-
cise, meaning that every time you do it, 
you can constrain it to a time frame 
quite reasonably and expect artistically 
relevant results. That’s a natural task 
for a musician. So the timescale is natu-
ral for a scientific experiment. 

What kinds of challenges did you 
face in trying to summon creativity 
on demand? Musicians don’t usually 
find a muse in a science lab.
�The musicians were a self-selected 
bunch. I didn’t coerce them to partici-
pate. They were all into the idea. The ex-
perience is foreign for the first minute 
or two, and then it becomes surprising-
ly comfortable. You’re in a tube, and it’s 
dark, and you have only headphones—
it’s almost like a sensory deprivation 
chamber where the only thing you’re 
doing is playing piano. It’s really a 
strange environment for playing piano, 
but there’s not a lot to distract you. In 
fact, I think the music is very comfort-
ing in that setting because it’s the one 
normal thing about the setting. The 
sound quality of the piano we used isn’t 

the best. It’s noisy as heck in that room. 
But none of the musicians complained, 
and they were able to play pretty well. 
Sometimes musicians felt embarrassed 
that they weren’t able to play the way 
they normally play, but from my per-
spective they played very well. 

Tell us about the keyboard you used 
in your experiments and how you 
adapted it to work with fMRI. 
�The main issues to do this are ergonom-
ic and magnetic. You have to have a key-
board that works when you’re in a nar-
row tube, on your back. I went into the 
scanner myself many times and thought 
about what would be the best way to 
make this work out. We decided the pia-
no should be on your lap, with your 
hands at a natural angle in front of you, 
but your eyes—because you’re lying 
down—could not be looking down. We 
used mirrors, so you look up at one mir-
ror that points to another mirror that is 
pointed at the keyboard. In the end, 
you’re looking at your hands even 
though you’re looking straight ahead. 

The dimension of the tube is such 
that we could have only 35 keys. I want-
ed to make them full-size so that the 
players would feel relatively natural. I 
was working with an engineer who de-
signs MRI-compatible devices, and he 
and I shipped this device across the 
country probably 10 times to tweak it. It 
was a two-year process. What we had to 
design was a MIDI keyboard—for musi-
cal instrument digital interface—so the 
piano makes no noise. Every time you 
press a note, it sends a digital message 
to a computer saying a certain note was 
pressed. I used a program called Logic 
Pro, which has a piano emulator. When 
you press a certain note, the computer 
program plays the note back through 
headphones. When you’re doing it, it 
feels very much like you’re playing a pi-
ano naturally. 

What happens neurologically to  
the brain during creativity? 
�As far as my studies have revealed, cre-
ativity is a whole-brain activity. When 
you’re doing something that’s creative, 
you’re engaging all aspects of your brain. 
During improvisation, the prefrontal 

cortex of the brain undergoes an inter-
esting shift in activity, in which a broad 
area called the lateral prefrontal region 
shuts down, essentially so you have a sig-
nificant inhibition of your prefrontal cor-
tex. These areas are involved in conscious 
self-​monitoring, self-inhibition, and eval-
uation of the rightness and wrongness of 
actions you’re about to implement. In the 
meantime, we saw another area of the 
prefrontal cortex—the medial prefrontal 
cortex—turn on. This is the focal area of 
the brain that’s involved in self-expres-
sion and autobiographical narrative. It’s 
part of what is known as a default net-
work. It has to do with sense of self. 

What implications does your work 
have for, say, education? 
�If we can understand what actually 
changes in the brain to perhaps reduce 
conscious self-monitoring—what a lot of 
expert musicians are doing and what 
amateur musicians are unable to do—
that’s a pretty interesting target for 
someone to consider when trying to 
learn to become an improviser. I think 
that has implications for describing 
what gives rise to excellent improvisa-
tion and what experts do naturally. How 
a teacher can take that and utilize it in a 
lesson is another thing entirely, but I 
think there’s food for thought. 

A number of researchers are 
investigating creativity right now. 
Why do you think this convergence  
of interest is taking place?
�We have some new methods of analyz-
ing brain activity and brain function 
that are allowing us to ask questions 
that were probably off-limits for scien-
tists. And I think that says a lot about 
the way scientists are in general. Scien-
tists are, for the most part, a pretty con-
servative bunch. They’re not the kinds 
that want to answer the riskiest ques-
tions in terms of art. There are too many 
variables, it’s hard to explain, and there’s 
not a lot of grant funding. It’s not dis-
ease-based, etcetera. Now we are seeing 
that, okay, these are legitimate questions 
to ask, and we have legitimate methods 
to try to answer the questions. We need 
to learn how creativity affects the brain 
and how to implement creativity in edu-

Science Talk
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cational systems, how to encourage chil-
dren to be creative. 

How do you respond to skeptics  
and critics who call fMRI research 
high-tech phrenology?
�That’s an interesting criticism. There’s a 
big difference between saying that the 
scalp is shaped a certain way and saying 
that an area of the brain is physiolog
ically active. What we’re really trying  
to do is take a glimpse into an artist’s 
brain while he is doing something that 
is unique. Keep in mind the method we 
use for this—fMRI—is a very, very infer-
ential method. It is completely impre-
cise on so many levels, and at best you 
are inferring a pattern of activity that is 
associated with a pattern of behavior. 
Every method has its intrinsic limits, 
and that’s how it should be. And in the 
end, what you want or hope for is that a 
lot of different methods, not just fMRI, 
are applied to the same question so that 
you can see converging data.

There’s a reason why we’re using fMRI, 
however. It shows us a lot of things that 
we’ve never been able to actually see be-
fore, which is human behavior in its most 
complex forms happening in real time. 
But I’m a very big critic of anyone who 
thinks fMRI holds the answer to every-
thing. Having used it, I know it doesn’t. 
On the other hand, that doesn’t mean 
that we shouldn’t extract what we can. I 
mean, it’s a cool method.

What are the implications of your 
creativity research for your work as 
a surgeon and for cochlear implants?
�In truth, the reason why I do what I do is 
because I love music. That is why I want-
ed to become a hearing specialist. That 

led me to treat surgical disorders of hear-
ing primarily. Cochlear implantation is 
probably the best treatment that has ever 
existed for a profound sensory impair-
ment, meaning there is no other sense 
that can be restored right now like hear-
ing can be with a cochlear implant. These 
things are amazing technologically. Yet 
they’re also very limited. What they are 
amazing at is producing language for peo-
ple who have had intact hearing for most 
of their lives or for people who are born 
deaf and gain hearing through implants.

But music is another piece entirely. 
Most people who have a cochlear im-
plant just can’t hear music well. A large 
portion of my research goes toward try-
ing to understand the limitations of mu-
sic perception in deaf people who are 
hearing with cochlear implants. And I’m 
hoping to try to improve that. So that is 
a large part of what I study as well.

For me, the two parts of my work are 
motivated by the same idea of bringing 
the sublime to the deaf. The idea of go-
ing from deaf to Beethoven’s Symphony 
no. 9 is pretty remarkable. I would love 
to be able take somebody there.

What’s next in your  
creativity research? 
�The “trading fours” research, in which I 
exchange riffs with a musician in the 
scanner, is still ongoing, as are the stud-
ies of freestyle rappers, which I believe 
represents the first-ever neuroscientific 
study of hip-hop. The next real direction 
I’m headed into has to do with trying to 
clarify our study of reward mechanisms 
in the brain and their relation to creativ-
ity. Why is it that we like to be creative? 
Why is it that we like to perceive creativ-
ity? And what happens when somebody 

is improvising in terms of pleasure or  
reward centers? Where is the gratifica-
tion neurologically, and how does that 
change according to the emotional con-
tent of the music? I’ve always wondered: 
Why do we love sad music? Why does it 
make us feel better and not worse? It’s a 
funny inversion that takes place in the 
brain. Whereas we try to avoid sadness 
in life, in art, and especially in music, we 
almost gravitate toward it. By and large, 
the effect is very positive. Improvisation 
causes a similar response: When you’re 
spontaneously creating music that is 
sad, what are you getting? Are you get-
ting joy? Pleasure? What’s the basis of 
the reward? That’s one of the directions 
I’m heading. 

What’s your best answer to how 
Coltrane continually improvised 
masterpiece after masterpiece?
�My best answer, honestly, is that he prac-
ticed. He was an obsessive—he practiced 
obsessively, even after a gig. He would 
play a gig and then go back to his hotel 
room and practice. And he was, I think, 
obsessed with an idea that was well be-
yond a performance, well beyond what a 
critic or a listener thought. He was really 
after some sort of musical perfection: the 
ability to have an idea that he had never 
had before, have that idea be profound 
and, at the same time, be able to execute 
that idea. That’s a remarkable trio of goals 
to have right there. I think he knew that 
the only way he would even come close 
was to keep that horn in his mouth. 

Alicia Anstead �is editor in chief of the national mag-
azine Inside Arts for the Association of Performing 
Arts Presenters in Washington, D.C., and is a con-
tributing editor to Harvard Arts Beat, a blog for Har-
vard University’s Office for the Arts. 

Keys to creativity �may emerge from imaging musicians’ brains.

�A biography of Charles J. Limb and a selected 
publications list on the Johns Hopkins Medicine  
Web site: �www.hopkinsmedicine.org/otolaryngology/
our_team/faculty/limb.html
�Limb’s much noted “Your Brain on Improv” 
presentation at a TED conference: �www.ted.com/
talks/charles_limb_your_brain_on_improv.html

Scientific American Online
A video of Limb and his work can be accessed at  
�ScientificAmerican.com/may2011/anstead-limb
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The Fate of Greenland:  
Lessons from Abrupt  
Climate Change
by Philip W. Conkling, Richard Alley, 
Wallace Broecker and George Denton. 
MIT Press, 2011 ($29.95)

The Book of Universes:  
Exploring the Outer  
Limits of the Cosmos
by John D. Barrow. W. W. Norton,  
2011 ($26.95)

Universes that spin, �ones that occupy 
black holes, ones that permit time trav-
el—these are but a few of the bizarre 
types of universes that modern physics 
tells us exist parallel to our own. John D. 
Barrow, professor of mathematical sci-
ences and director of a public outreach 
math program at the University of Cam-
bridge, takes readers on an armchair 
tour of these exotic corners of the cos-
mos and explains how they might all be 
part of a single “multiverse.”

Science-Mart: Privatizing American Science, �by Philip Mirowski. Harvard University Press, 2011 ($39.95)

A Planet of Viruses, �by Carl Zimmer. University of Chicago Press, 2011 ($20)

Bottled Lightning: Superbatteries, Electric Cars, and the New Lithium Economy, �by Seth Fletcher.  
Hill and Wang, 2011 ($26)

The Quantum Story: A History in 40 Moments, �by Jim Baggott. Oxford University Press, 2011 ($29.95)

EXHIBITS
The World’s Largest Dinosaurs. April 16, 2011– 
January 2, 2012, at the American Museum of  
Natural History in New York City.
Suited for Space. April 6–September 25 at the  
Museum of Science and Industry in Chicago. 

The Compass of Pleasure:  
How Our Brains Make Fatty 
Foods, Orgasm, Exercise, 
Marijuana, Generosity,  
Vodka, Learning, and 
Gambling Feel So Good
by David J. Linden. Viking, 2011 ($26.95)

Pleasure takes many forms—�from run-
ner’s high to the rush from winning big 
at the casino—each of which activates 
pleasure circuitry in the brain. Neurosci-
entist David J. Linden of Johns Hopkins 
University examines the neurobiology  
of pleasure and explains, among other 
things, how the brain’s reward system 
can backfire, leading to addiction.

A Hole at the Bottom  
of the Sea: The Race to  
Kill the BP Oil Gusher
by Joel Achenbach. Simon and Schuster, 
2011 ($25.99)

It is one of the worst �ecological disas-
ters in U.S. history: on April 20, 2010, 
the Deepwater Horizon oil rig exploded, 
killing 11 workers and unleashing a 
gusher of crude oil into the Gulf of Mexi-
co. By the time engineers plugged the 
Macondo well on September 19, nearly 
five million barrels of crude had fouled 
the Gulf. Washington Post writer Joel 
Achenbach looks at what went wrong 
and how engineers eventually figured 
out how to kill Macondo.

A L S O  N O TA B L E

Spanning more than 600,000 square miles, �Greenland’s ice sheet is the largest out-
side Antarctica. But it is melting fast, with the thunderous sounds of icebergs calving 
off glaciers filling the air. This is not the first time Greenland has undergone abrupt 
climate change. Comparatively balmy temperatures in the 10th century allowed 
Norse settlers to colonize the area; the ensuing Little Ice Age coincided with their 
disappearance. In this book, illustrated with dramatic color photographs, four lead-
ing climate experts chronicle Greenland’s climate history and discuss what the cur-
rent warming means for this frozen place and for the rest of the world. 
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Viewing the world with a rational eye
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Michael Shermer �is publisher of Skeptic 
magazine (www.skeptic.com). His next 
book is The Believing Brain. Follow him on 
Twitter @michaelshermer

Illustration by John Cuneo

Psi, or the paranormal, �denotes anomalous psychological effects 
that are currently unexplained by normal causes. Historically 
such phenomena eventually are either accounted for by normal 
means, or else they disappear under controlled conditions. But 
now renowned psychologist Daryl J. Bem claims experimental 
proof of precognition (conscious cognitive awareness) and pre-
monition (affective apprehension) “of a future event that could 
not otherwise be anticipated through any known inferential pro-
cess,” as he wrote recently in “Feeling the Future” in the Journal 
of Personality and Social Psychology. 

Bem sat subjects in front of a computer screen that displayed 
two curtains, behind one of which would appear a photograph 
that was neutral, negative or erotic. Through 36 trials the subjects 
were to preselect which screen they thought the image would ap-
pear behind, after which the computer randomly chose the win-
dow to project the image onto. When the images were neutral, the 
subjects did no better than 50–50. But when the images were 
erotic, the subjects preselected the correct screen 53.1 percent of 
the time, which Bem reports as statistically significant. 

Bem calls this “retroactive influence”—erotic images 
ripple back from the future—or as comedian Stephen 
Colbert called it when he featured Bem on his show The 
Colbert Report, “extrasensory pornception.” 

For many reasons, I am skeptical. First, over the past 

century dozens of such studies proclaiming statistically signifi-
cant results have turned out to be methodologically flawed, sub-
ject to experimenter bias and nonreproducible. This assessment 
by University of Amsterdam psychologist Eric-Jan Wagenmakers 
appeared along with Bem’s study in the same journal.

Second, Bem’s study is an example of negative evidence: if sci-
ence cannot determine the causes of X through normal means, 
then X must be the result of paranormal causes. Ray Hyman, an 
emeritus professor of psychology at the University of Oregon and 
an expert on assessing paranormal research, calls this issue the 
“patchwork quilt problem” in which “anything can count as psi, 
but nothing can count against it.” In essence, “if you can show 
that there is a significant effect and you can’t find any normal 
means to explain it, then you can claim psi.”  

Third, paranormal effects, which are rarely allegedly detected 
at all, are always so subtle and fleeting as to be useless for any-
thing practical, such as locating missing persons, gambling, in-
vesting, and so on. Fourth, a small but consistent effect might be 
significant (for example, in gambling or investing), but according 
to Hyman, Bem’s 3 percent above-chance effect in experiment 1 
was not consistent across his nine experiments, which measured 
different effects under varying conditions. 

Fifth, experimental inconsistencies plague such research. Hy-
man notes that in Bem’s first experiment, the first 40 subjects 
were exposed to equal numbers of erotic, neutral and negative 
pictures. Then he changed the experiment midstream and, for the 
remaining subjects, just compared erotic images with an unspeci-
fied mix of all types of pictures. Plus, Bem’s fifth experiment was 
conducted before his first, which raises the possibility that there 
might be a post hoc bias either in running the experiments or in 
reporting the results. Moreover, Bem notes that “most of the pic-
tures” were selected from the International Affective Picture Sys-
tem, but he does not tell us which ones were not, why or why not, 
or what procedure he employed to classify images as erotic, neu-
tral or negative. Hyman’s list of flaws numbers in the dozens. “I’ve 
been a peer reviewer for more than 50 years,” Hyman told me, 
“and I can’t think of another reviewer who would have let this pa-
per through peer review. They were irresponsible.” 

Perhaps they missed what psychologist James Alcock of York 
University in Toronto found in Bem’s paper entitled “Writing the 
Empirical Journal Article” on his Web site, in which Bem instructs 
students: “Think of your data set as a jewel. Your task is to cut and 

polish it, to select the facets to highlight, and to craft 
the best setting for it. Many experienced authors write 
the results section first.” 

Bem has responded (www.dbem.ws), but I have a 
premonition his precognition was a postcognition. 

Comment on  
this article online

�ScientificAmerican.com/
may2011

Extrasensory Pornception
Does new research prove paranormal precognition or normal postcognition?
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 This is my story
I used to be more active. I used to run, play 
basketball, tennis, football… I was more than 
a weekend warrior. I woke up every day fi lled 
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of my day in the offi ce or sacked out in front of 
the TV. I rarely get to the gym – not that I don’t 
like working out, it’s the nagging pain in my 
knees and ankles. Low energy and laziness has 
got me down. My energy has fi zzled and I’m 

embarrassed to 
admit that I’ve 
grown a spare 
tire (I’m sure it’s 
hurting my love 
life). Nowadays I 

rarely walk. For some reason it’s just harder now. 
Gravity has done a job on me. 

Wear them and 
you’ll know
That’s what my doctor 
recommended. He said, “Gravity 
Defyer shoes are pain-relieving 
shoes.” He promised they would 
change my life–like they were a 
fountain of youth. “They ease the 
force of gravity, relieving stress 
on your heels, ankles, knees and 
back. They boost your energy by 

propelling you forward.” The longer 
he talked, the more sense 
it made. He was even 
wearing a pair himself! 

Excitement swept through my 
body like a drug 
I received my package from GravityDefyer.
com and rushed to tear it open like a kid at 
Christmas. Inside I found the most amazing 
shoes I had ever seen – different than most 
running shoes. Sturdy construction. Cool 
colors. Nice lines… I was holding a miracle 
of technology. This was the real thing. 

GDefy Benefi ts

Relieve pain
Ease joint & spinal 
pressure
Reduce fatigue & tiredness
Be more active
Have more energy
Appear taller
Jump higher, walk and 
run faster
Have instant comfort
Cool your feet & 
reduce foot odor
Elevate your 
performance

I put them on and all I could say was, 
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I was pain free and 
fi lled with energy! 
I was back in the 
game. Gravity had no 
power over me!
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Anti Gravity by Steve Mirsky 

The ongoing search for fundamental farces

92  Scientific American, May 2011 Illustration by Matt Collins

Steve Mirsky� has been writing the Anti Gravity  
column since he was a man trapped in the body  
of a slightly younger man. He also hosts the  
Scientific American podcast Science Talk.

O Mercaptan, 
My Mercaptan
Some smells always belong,  
but do not always remain, outside
Friday, February 25, 2011: �A date which will live in odiferous 
infamy. At least at my house. 

All seemed well that morning when the rains came. I was 
warm and dry and didn’t need to leave the comfort of home. 
But that comfort swiftly departed. First, I heard the glug glug 
glug. Then I picked up a whiff both faint and foul. Something 
was entering the bathroom that should only exit the bath-
room—raw sewage was reversing its natural course and fight-
ing its way back into my house.

The whiffs got stronger. Human waste includes some fasci-
nating and fragrant organic compounds. Take skatole. (Please.)

Skatole bears a heavy responsibility for making poo smell 
phooey. But remember the axiom: it’s the dose that makes the 
poison. Because in low concentrations, according to Wikipedia, 
skatole “has a flowery smell and is found in several flowers and 
essential oils,” such as orange blossoms and jasmine. It is even 
used—again, in very small amounts—in perfumes. Think about 
that when dabbing behind the ears. And Wikipedia notes that 
cigarette manufacturers add skatole as (drum roll) a flavoring 
ingredient. Just another reason to stop smoking. In addition, 
waste contains various stinky sulfur compounds, collectively 
called thiols or mercaptans. They are not your friends.

When sewage is backing up into one’s home, the to-do list 
instantly becomes an un-doo list with only one item: get the 
plumbers to come immediately. Upon their swift arrival, they 
unsealed the trap to gain access to the line, which also sent the 
incoming waste fluid into the subbasement—still bad, but a big 
improvement. They then sent a camera down the line to exam-
ine the problem, performing their version of the closely related 
diagnostic technique of colonoscopy. 

Thus, they found that the clay pipe leading from my house 
to the city sewer line had been severed. Instead of running 
slightly downhill, the pipe now pitched slightly skyward. (Tech-
nical plumbing lingo: there was a sag in the line.) In the former 
case, gravity was my friend, gently pulling waste away. But in 
this new configuration, gravity was a relentless enemy, allow-
ing all things flushed to drift back toward the house. Add the 
heavy rain, and glug glug glug. 

By late afternoon I had hired a contractor to tear 
up the street and replace the busted clay pipe with a 
cast-iron version this time. I hope to finish paying for 
this rather costly work before half of the cast iron’s 

alloyed carbon 14 decays. (That’s about 5,730 years for those 
keeping score at home.) 

With all this hitting the fan, I was alarmed when my next-
door neighbor called to ask me about all the black stuff in front 
of his house. I told him I’d meet him on our adjoining porches. 
To my relief, his porch was merely speckled with soot. I looked 
up the wall and saw that the soot was clearly emerging from 
the chimney that our furnace exhausts share. “What will we 
do?” he asked. I explained that we would do nothing because 
my gas fuel (naturally odorless but laced with mercaptans to 
make any gas leaks instantly obvious) was unlikely to be pro-
ducing particulates. He, on the other hand, would have to have 
his oil-heat system examined for incomplete burning. 

With that crisis averted, I turned my attention to tracking 
the location of the mouse that my cat had caught and was play-
ing Ping-Pong with in the living room. (The mouse being the 
ball in this metaphor, not the opponent.) The frightened mouse 
contributed his own tiny measure of mercaptans to the mix. 

In the evening, with all situations under semicontrol, I head-
ed out to a local restaurant. As I drove on an unlit, woodsy road, 
a fluffy, whitish and very still object suddenly appeared in my 
headlights. Too late—I hit it. And before I could finish the short 

question—“What was that?”—I knew. Because a flood 
of fresh, sulfurous mercaptans assaulted my olfaction. 
My lone comfort was knowing that the poor skunk 
was already dead when I hit it. I hope the car stops 
smelling before I pay off the pipe installation. 

Comment on  
this article online

�ScientificAmerican.com/
may2011
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Mint Silver Eagles. Collectors, investors, dealers and the
public alike are scouring the country to obtain them, 
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50, 100 & 150 Years Ago compiled by Daniel C. Schlenoff 

Innovation and discovery as chronicled in Scientific American

94  Scientific American, May 2011

May 1961

Cosmonaut
“On April 12, 1961, 
Yuri Alekseyevich 
Gagarin, a citizen of 
the U.S.S.R., achieved 

the distinction of being the first man to 
cross the border between the earth and 
interplanetary space. The rocket bearing 
the five-ton spaceship Vostok (meaning 
‘East’) was fired aloft at 9:07 a.m. Moscow 
time. While Gagarin was in orbit he 
radioed messages such as: ‘I am watch-
ing the earth. The visibility is good.  
I feel well and cheerful. The machine  
is functioning normally.’ ”

Drummers and Mathematics
“Pushing into the unknown, the mathe-
matician is an explorer who is likely to 
find what he did not seek and who cannot 
predict how others will use his discover-
ies. This particular adventure began 
when the composer George Perle told me 
about an elaborate theory of rhythm that 
had been developed in India more than a 
thousand years ago. ‘While reading about 
this theory,’ he said, ‘I learned my one 
and only Sanskrit word: yamátárájabhá-
nasalagám.’ I asked him what it meant. 
‘It’s just a nonsense word invented as  
a memory aid for Indian drummers. . . .  
As you pronounce the word you sweep 
out all possible triplets of short and long 
beats.’ —Sherman K. Stein”
Stein, currently professor emeritus of 
mathematics at the University of California, 
Davis, is also author of Mathematics: The 
Man-Made Universe. Full article is available at 
www.ScientificAmerican.com/may2011/stein 

May 1911

Doubts on 
Airplanes
“In part a flying 
machine and in part  
a death trap, the aero-

plane has done both more and less than 
its sudden arrival among the great inven-
tions of the age had promised. This com-
bination of a Chinese kite, an automobile 
motor, a restaurant fan, balloon rudders, 

junior bicycle wheels and ski 
runners, the whole strung 
together with piano wire and 
safeguarded with adhesive 
tape and mammoth rubber 
bands, sprang from toyland 
into the world of industry, 
politics, warfare and finance 
when two plodding and 
practical tinkers of genius—
self-made engineers from the 
American school of try, try 
and try again—proved they 
could balance and steer it by 
a twist of its muslin. Now, 
the world turns a searching 
glance upon this machine 
which does so much and fails 
so treacherously.”

Bitter News 
“The use of saccharin as an 
economic sweetening agent 
in thirty or more food products is to be 
abandoned. Saccharin has been used to 
sweeten canned corn, peas, and toma-
toes, sarsaparilla, cream soda, and other 
soft beverages; champagne and liquors. 
Its use will be unlawful after July 1st.  
Dr. Wiley, Chief Chemist of the United 
States Department of Agriculture, says 
this valuable substance impairs digestion, 
and should be dispensed only upon a 
physician’s prescription.”

May 1861

War Fervor
“The news which 
vibrated on the electric 
wires relating the 
capitulation of Fort 

Sumter sent a thrill through the heart of 
the whole people, and the call ‘to arms’ 
was heard resounding on every hand. The 
city appeared almost like a waving forest 
of flags, the Star Spangled Banner floated 
from a thousand staffs; it streamed from 
every window, the bosom of almost every 
lady and gentleman was adorned with 
the Red, White and Blue.”

Field Guns Advance
“The howitzer was suggested by the 
experience of the Mexican war, and is 

designed especially for operations against 
an enemy having an extensive sea coast 
and no navy, which can only be attacked 
either in shallow water or on land. For 
these operations, boats of light draft are 
needed and with them, guns combining 
the greatest possible power with the least 
possible weight. This combination has 
been achieved by Captain Dahlgren, in 
his howitzer, which is now generally 
adopted in the American navy. The 
projectiles used in howitzers are shells 
and canister, to which is now added shrap-
nels. For operations on shore, the guns 
are attached to light but strong carriages, 
such as shown in our illustration.”

Famine in Rajasthan
“The news from India is frightful in the 
extreme; ‘famine is devastating the 
country.’ The London Times says: ‘It is  
a drought in a land where the sun bakes 
up the soil almost to the hardness of 
pottery. Where irrigation works exist  
the scanty waters will suffice to produce 
scanty crops, but where there are no such 
works there is no vegetation to be found. 
Mr. Edmonstone, the Lieutenant-Gover-
nor of the Northwestern Provinces, said 
that, in a march of twenty miles, there 
was not a green blade in any direction. 
Families were fleeing away from the 
death which threatened them.’” SC
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The Dahlgren gun: �mobile artillery is refined, 1861
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Well, think about how you surren-

der your will to the laws of nature. 

Do you argue with gravity, ignore fric-

tion, grab a live wire, lean to the left 

turning right?

People have learned to surrender 

to natural laws that they call laws of 

physics. But there is a natural law that 

virtually everybody on the planet has 

been ignoring.

While people eagerly surrender to 

familiar laws such as gravity and fric-

tion, sometimes a mistake is made. For 

example, if they lose their balance by 

slipping on a wet surface, everybody 

instinctively struggles to conform to 

the appropriate natural laws.

Early in the past century, a natural 

law of behavior was identifi ed by the 

late Richard W. Wetherill. In 1952 he 

presented it in the book, Tower of Babel.

He called it the law of absolute 

right, and it specifi es behavior that is 

rational and honest to replace choices 

based on people’s likes and dislikes, 

wants and don’t wants, judgments and 

beliefs, thereby, over time, forming 

their own plans of life.

Nature’s law of absolute right 

states that right action gets right 

results, and if wrong results occur, 

the law was somehow contradicted.

What kinds of results are presently 

occurring? The news media daily re-

port on the tragedies of international 

warfare, uprisings and riots, econom-

ic disasters, and affl ictions labeled 

“cause unknown.”

At this point you might be wonder-

ing, who thinks that conforming to a 

natural law could stop all those wrong 

results?

The answer comes from persons 

who have surrendered their will to 

creation’s law of absolute right. They 

enthusiastically report right results 

occurring, as they drop old behavior 

patterns and respond rationally and 

honestly to whatever happens.

The nonprofi t group fi nancing this 

public-service message is telling peo-

ple that their safety and security exist 

in trusting the laws of creation rather 

than trusting the laws and beliefs of hu-

man origin. Every natural law requires 

the action it calls for, thereby enabling 

the law to complete its rightful purpose.

That is easily observed when using 

gravity as an example. When people 

stumble and fall, they do not form criti-

cisms of gravity. They are more likely 

to look around for someone or some-

thing to blame—occasionally their 

own carelessness.

But to achieve success and avoid 

failure at whatever activity or task they 

are engaged in, people instinctively 

know they must obey nature’s laws of 

physics.

Prior to the identifi cation of those 

laws, the ancients worshipped natural 

phenomena and/or idols. It required 

aeons until people identifi ed the laws 

of nature, creating forces to safely 

guide their activities.

 We suggest that those laws express 

the will of the creator commanding 

our obedience to creation’s plan of life 

with rational and honest responses to 

whatever happens.

ADVERTISEMENT

If you were asked to surrender your will, would 
you? Probably not. But have you considered the 
countless times people do surrender their will every 
day? “No,” you say, “I don’t, and I never would!”

FREE On-Line 
eBooks

Read or download at 
www.alphapub.com

Several Natural-law essays and other 

books also describe the function of 

nature’s law of absolute right. Read, 

download, and/or print the material 

FREE. 

If you lack access to the Website, our 

books are also available in print at low 

cost. For an order form, write to The 

Alpha Publishing House, PO Box 255, 

Royersford, PA 19468.

This public-service message is from a self-fi nanced, 

nonprofi t group of former students of Mr. Wetherill.
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Graphic by Carl DeTorres
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Exposed
Medical imaging delivers  
big doses of radiation 

Americans are exposed �to much more ionizing 
radiation (the potentially harmful type) than 
they were 30 years ago. Greater use of medical 
imaging such as CT scans accounts for almost all 
the increase. The tests can reveal serious health 
threats, of course, but they come with risks. 

Radiation experts recommend that the pub-
lic receive less than one millisievert a year be-
yond natural background radiation (3.1 mSv), 
not counting medical tests. As shown, common 
sources such as airport scanners fall far below 
that recommendation, suggesting that anxiety 
about certain technologies is unwarranted.

Among medical tests, CT scans are the great-
est concern. Studies indicate as many as one 
third are prescribed unnecessarily. The average 
exposure for one scan is 7.1 mSv, according to 
David Schauer, executive director of the Nation-
al Council on Radiation Protection and Mea-
surements. “There is growing consensus that 
CT manufacturers should reduce CT scans to 
less than 1 mSv,” he says, adding that at a Febru-
ary meeting, companies indicated new technol-
ogy could make that possible.� —Mark Fischetti

96  Scientific American, May 2011

Airport scanner 
(backscatter)

0.0001

Chest x-ray 
0.1 

Arm, leg or 
bone-density 

x-ray  
0.001

Mammogram 
0.4 

Dental 
x-ray 
0.005 

Smoking  
(1 pack a day for a year)

0.36

Domestic  
airline flight  

(5 hours) 
0.0165

Scientific American Online 
�Learn about more sources of radiation �at 
ScientificAmerican.com/may2011/graphic-science 

Worker Exposure  
(mSv per year 
above back
ground)

Average Exposure in U.S. (mSv per year)

Natural background                 

Man-made, medical                 

Man-made, other 

1980 (3.6 total) 

2006 (6.2 total)

Nuclear
power plant

1.9 
Airline  

pilot and crew
3.1 

Astronaut 
on space 
station  

72

Radiation Dose to Entire Body,  
in millisieverts (mSv)

Abdominal x-ray
0.7 

Head CT scan
2

Chest CT scan
7

Pelvis CT scan
10

1 mSv above background

1 mSv per hour
Dose received by workers 
over many hours, during the 
first week of Japan’s March 
reactor accident; brief pulses 
reached 400 mSv. The U.S. 
limit for workers in emer- 
gencies is 50 mSv a year.

0.001 mSv 
per hour
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