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PRIMATOLOGY
Speaker: Frans B.M. de Waal, Ph.D.

A Darwinian View of the Moral 

Emotions in Man and Animals 

Thomas Huxley held that we are born nasty 

and selfish. Charles Darwin differed, believ-

ing in continuity between animals’social 

instincts and human morality. Learn how 

modern psychology and neuroscience 

support Darwin’s view. Join Dr. de Waal and 

review the evidence supporting the view that 

the building blocks of morality are older than 

humanity.

On the Possibility of Animal Empathy 

Learn about expressions of empathy in 

animals. Dr. de Waal will present a “Russian 

doll” model of how animals perceive others. 

This model permits responses to be geared 

specifically to the other’s situation, thus 

increasing the effectiveness of sympathetic 

support, care, and reassurance, as observed 

in dolphins, apes, and elephants. Absorb 

primatology’s observations of emotionally 

mediated interactions, and explore the latest 

thinking on animal empathy.

What Primates Know About and Learn 

From Each Other 

Primates live in complex societies in which 
they compete, try to become dominant, but 
also help friends and kin. We’ll take a look at 
recent experiments on the role of policing by 
high-ranking peacekeepers, how primates 
distinguish gender, and what primates learn 
from each other. Delve into the up and 
coming field of “cultural primatology” and 
find out about the surprising foundations of 
primate societies. THE ANCIENTS AND CHEMISTRY

Speaker: Patrick E. McGovern, Ph.D.

Uncorking The Past: The Quest For Wine, 

Beer, and Extreme Fermented Beverages 

Drawing upon recent archaeological 

discoveries, molecular and DNA sleuthing, 

and the texts and art of long-forgotten 

peoples, you’ll take an in-depth look at the 

archaeological study of ancient fermented 

beverages, from residues on a potsherd 

to laboratory analyses to commercial 

re-creations of ancient brews. You’ll gain a 

renewed appreciation of fermented bever-

ages’ role in the world’s collective heritage.

Royal Purple: The Dye of Gods And 
kings 

Enter a mythical past with Dr. Patrick 

McGovern, and explore the most valuable 

dye of antiquity, Royal Purple. The story 

is about chance discovery and pioneering 

biomolecular archaeological investigation in 

producing direct chemical documentation 

of true molluscan Purple. You’ll learn how 

intense interdisciplinary research illuminated 

a luxury product of antiquity, whose color 

still captivates.

The First Wine: An Archaeochemical 

Detective Story 

Grape wine, the premier fermented bever-

age of Mediterranean and Near Eastern 

civilizations with its medicinal benefits and 

psychotropic effects, was discovered early in 

human prehistory. Biomolecular archaeology 

now reveals the beginnings of the Near East-

ern “wine culture” and how wine eventually 

ASTROPHYSICS, ASTRONOMY, 
AND RELATIVITY
Speakers: Richard Wolfson, Ph.D., 

Marc Davis, Ph.D.

Einstein in a Nutshell 

Does it “take an Einstein to understand” 

Einstein’s ideas? No! Einstein’s theory of 

relativity is based on an idea so simple it can 

be stated in a single English sentence. From 

that simple idea follow conclusions that 

have revolutionized our notions of space, 

time, and causality. Learn how the seemingly 

bizarre and sometimes paradoxical results 

of relativity are logical consequences of the 

theory’s underlying simple principle.

The Search For Exoplanets 

In the past decade research has shown that 

planets are very common to stars like our own. 

Take an in depth look at the major research 

being done by NASA’s Kepler spacecraft. Learn 

how the Kepler, Spitzer, and Hubble programs 

differ in their search for exoplanets.

Gravitational Lensing

A 1918 solar eclipse made Einstein a celeb-

rity when it confirmed his prediction that the 

BRIGHT HORIZONS 11
JANUARY 14–21, 2012    ✸    EAST CARIBBEAN    ✸    www.InsightCruises.com/sciam11

Arecibo Observatory

Exercise your science curiosity in the surprisingly suitable Caribbean. 

Cast off on Bright Horizons 11 and explore a slate of science topics 

inspired by the islands. Based on Holland America Line’s m.s. Eurodam, 

our community of science experts and science buffs head for tropical 

climes, January 14–21, 2012, round-trip Fort Lauderdale, Florida.

Take a cue from our island journey and delve into the form and function 

of fl owers and plant evolution on islands with Dr. Spencer Barrett. Open a 

door to thought-provoking developments in primatology with Dr. Frans 

de Waal. Enjoy the fruit of crossdisciplinary work in bioarchaeology when 

Dr. Patrick McGovern details discoveries about ancient fermented bever-

ages. Dr. Marc Davis guides us through physical cosmology and the latest 

on the search for exoplanets. Explore sun science and energy futures, 

and grasp “Einstein in a Nutshell” through Dr. Richard Wolfson’s sessions.

We’ll go behind the scenes at the Arecibo radio telescope on an optional 

excursion with briefi ngs on the radio astronomy, planetary radar and 

climatology research there. Plus, we’ll boldly go where ordinary visitors are 

not permitted at the telescope, using the password “Scientifi c American”.

See what’s brewing in astrophysics and climatology, primatology, botany, 

and bioarchaeology. Add vivid colors and beautiful beaches, elegant 

dining and gracious service, sunsets and fun with friends, and you have 

the Bright Horizons 11 picture. Please join us! For full details, email 

concierge@insightcruises.com or call (650) 787-5665.

Cruise prices vary from $699 for an Interior Stateroom to $2,699 for a

Deluxe Suite, per person. For those attending our program, there is a

$1,475 fee. Government taxes, port fees, and InSight Cruises’ service charge

are $183.80 per person. For more info please call 650-787-5665 or

email us at Concierge@InSightCruises.com

sun can bend light, now called gravitational 

lensing. Dr. Marc Davis will present the 

basics on gravitational lenses, relate the dis-

coveries they’ve facilitated and show some 

fabulous examples of this phenomenon.

Galaxies and the Clustering of Galaxies

Survey the cosmic terrain and the large-

scale structure of the universe. Get a handle 

on landmarks such as the Great Wall and 

the gigantic clusters of galaxies connected to 

each other by huge fi laments and voids. How 

did this structure originate? With Dr. Davis 

as your guide you’ll get a grasp of the 

surprising cosmography of the universe.

Why Does Our Universe Have a Beginning?

We know that the universe is 13.7 billion 

years old. Why is it that old? Why does it 

have a beginning? The best answer, Infl a-

tion, is so convincing that all cosmologists 

believe in Inflation, in spite of its speculative 

nature. Learn about Inflation’s support and 

the alternative theories so you can enjoy the 

confi rmations and developments to come.

Wild Sun!

Our Sun seems a stable, reliable star, but 

actually seethes with activity. Violent eruptions 

send high-energy particles into interplanetary 

space. These solar storms damage satellites 

and disrupt communications and terrestrial 

power systems. New spacecraft offer an 

unprecedented look at our star’s activity. 

Explore new discoveries about the Sun and 

about the intimate link between Sun and 

Earth that recent imaging and technology 

advances have made possible.
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HIGHLIGHTS

ENVIRONMENTAL SCIENCE
Speaker: Richard Wolfson, Ph.D.

Global Warming: State of the Science 

The first decade of the 21st century was the 

warmest since record keeping began in the 

mid-nineteenth century — and probably of 

the past two millennia. Observations and 

modeling suggest the dominant cause of 

this warming is human activity. Get the latest 

evidence for human-induced global warming, 

explore the science behind our changing 

climate, and learn scenarios for possible 

climate futures.

Energy Futures 

Most of humankind’s energy comes from 

fossil fuels — which are running out and 

which damage our planet. We face the 

monumental task of reshaping our energy 

system to run on sustainable sources that 

inflict less environmental harm. We’ll assess 

current patterns of energy use and how we 

got here, and then take a realistic look at 

sustainable energy futures.

BOTANY
Speaker: Spencer C.H. Barrett, Ph.D.

Plant Sex Made Easy 

Flowering plants display spectacular floral 

diversity and complex sex lives. Knowledge 

of plant reproduction is crucial for under-

standing plant breeding and biotechnology, 

conservation biology, and genetically 

modified crops. Plant sex is fascinating — 

learn its evolution, details and implications 

for daily life.

Darwin’s Legacy: the Form and 

Function of Flowers

Charles Darwin studied floral biology for over 

40 years. Many of Darwin’s insights, gained 

from careful observations and experiments on 

diverse species, remain remarkably relevant 

and have stimulated current research on 

floral function and the evolution of mating 

systems.Discover a key yet lesser know 

aspect of Darwin’s studies, updated.

Plant Evolution on Islands

Why do islands provide such a rich source of

biological novelty for evolutionary enquiry? 

Learn the answers when we look at charac-

teristic features of plant species on islands 

ARECIBO OBSERVATORY
Explore the contributions and potential of radio astronomy at the celebrated 

Arecibo Observatory. Get an unparalleled behind-the-scenes tour of the iconic 

facility, and absorb an in-depth look at the unique contributions derived from 

Arecibo research and development.

Join us as we wind through the rainforest-blanketed karst terrain of Northern 

Puerto Rico. We’ll get a sense of the massive physical scope of the Arecibo 

radio telescope. We’ll boldly go where ordinary  visitors are not permitted. NAIC 

scientists will update us about the radio astronomy, planetary radar discoveries, 

and climatology research at the observatory. From the monitoring of near-

earth objects to cosmology, astrophysics, and global warming research, you’ll 

gain insight into the vital activities at Arecibo. This $275 optional six-hour tour 

includes transportation, lunch, and entrance fees.

NASA’S KENNEDY SPACE (KSC) CENTER 
NASA’s launch headquarters, on the Space Coast, is the only place on Earth 

where you can tour launch areas, meet a veteran astronaut, and grasp the 

true enormity of the Space Program. Experience fun and wonder with Bright 

Horizons companions in this private pre-cruise, custom, full-day tour. Get ready 

to walk among and beneath giant 

rockets, discover what it takes 

to launch the Space Shuttle from 

preparation to liftoff, and soak 

in Kennedy Space Center’s “The 

Right Stuff” vibe.

The KSC excursion is $575 pp 

and includes all of the above plus 

breakfast, lunch, and dinner; 

one-night hotel; and transportation 

to/from the KSC to our hotels in 

Ft. Lauderdale.

spread worldwide. See wine as an element 

of religions, socio-economies, cuisines, and 

pharmacopoeias of the ancient world. 

Ancient Beer: A Global Perspective 

Beer powered the ancient world from 

Africa’s millet and sorghum beers, to the 

Middle East where barley and wheat beers 

were kings, to east Asia’s rice beers. Join 

Patrick McGovern and discover the signifi-

cant role beer played in societies worldwide, 

and the laboratory science that confirms and 

ties together historical aspects of beer.

and compare the reproductive biology and 

genetics of island and mainland plant popula-

tions. Find out about the problems that are 

faced by plants that colonize and persist on 

islands.

Plant Invasions — More Than Just 

a Nuisance

Biological invasions cause huge economic 

losses and are also a major threat to bio-

diversity and ecosystem function. Where do 

plant invaders come from, what are their 

characteristic features and how best can we 

control them? Hear how the latest research 

is making progress toward protecting the 

environment and containing the risks of 

plant invasion.
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Cosmologists talk about parallel universes so often and 
with such conviction that you might be forgiven for think
ing their existence is unquestioned. Not so. Many cosmol
ogists remain deeply skeptical. While acknowledging the 
appeal of the multiverse concept, they think it is un
proved—and probably unprovable. Illustration by Kenn 
Brown, Mondolithic Studios.

  FEATURES

COSMOLOGY

 38  Does the Multiverse Really Exist?
The answer could be unknowable. By George F. R. Ellis

HUMAN ORIGINS

 44  The Evolution of Grandparents
Senior citizens may have been the secret  

of our species’ success. By Rachel Caspari

NEUROSCIENCE

 50  How to Build a Better Learner
Brain studies suggest new ways to improve  

reading, writing, arithmetic—and even social skills.  

 By Gary Stix

ENERGY

 58  The False Promise of Biofuels
They were to save us from our dependence on oil,  

but the breakthroughs are not forthcoming.  

 By David Biello

LIFE SCIENCE

 66  Treasure in the Trees
Birds’ nests offer clues about natural history, climate 

change and their owners’ mating habits. By Nina Bai

MEDICINE

 68  A Breath of Fresh Air
Fundamental understanding of basic biology has set  

the stage for new treatments for cystic fibrosis.  

 By Steven M. Rowe, J. P. Clancy and Eric J. Sorscher

SOCIOLOGY

 74  How New York Beat Crime
The Big Apple has rewritten the rules on fighting  

homicides, muggings and other urban ills.  

By Franklin E. Zimring

PHILOSOPHY OF SCIENCE

 80  Why Math Works
The answer turns on knowing whether  

math is invented or discovered.

 By Mario Livio

ARCHAEOLOGY

 84  Guardian of the Pharoahs
Egypt’s minister of antiquities has a personal history 

every bit as tumultuous as his country’s recent past. 

 Interview by Jeffrey Bartholet

50

© 2011 Scientific American



Surface analysis via opto semiconductors

Last year the Japanese spacecraft Hyabusa returned 

from a seven-year mission to study the asteroid 

Itokawa. But long before it returned with material 

samples Hayabusa had already 

extracted much infor-

mation from solar 

light and 

X-rays that 

reflected 

from the asteroid surface... 

     An onboard near infrared 

spectrometer system used Hamamatsu's InGaAs 

image sensor to identify minerals like pyroxene 

and olivine on the asteroid's surface.

     And a fluorescent X-ray spectrometer system 

employed a Hamamatsu CCD image sensor to 

determine chemical composition, to recognize 

magnesium, aluminum, silicon and more.

     In this long journey, with its rapid temperature  

 changes and harsh,   

   near-vacuum  

 conditions, the  

sensors proved their 

reliability. And also their 

leading-edge technology. 

     And that may be why Hamamatsu opto semi-

conductors are chosen for a broad spectrum of 

applications—in everything from X-ray astronomy 

to precise dental imaging, and everywhere from 

laboratories to production lines... Always seeking 

to open the new frontiers of light!  

      http://jp.hamamatsu.com/en/rd/publication/

Advanced Hamamatsu sensors 

traveled billions of miles to 

analyze an asteroid surface

Hamamatsu is opening 

the new frontiers 

of Light 

The Hayabusa spacecraft, launched by the Japan Aerospace Exploration Agency (JAXA) 
in 2003, made a round trip of over six billion kilometers to the asteroid Itokawa to 
optically analyze its surface composition and also bring back physical samples.

Hamamatsu's  
InGaAs sensor (left) and 
CCD image sensor.

...
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Philip Newcomb

Founder and CEO of TSRI

Mr. Newcomb is an internationally recognized expert 

in the application of AI and formal methods to software

engineering. After leaving Boeing he led a team of

software engineers to develop TSRI’s JANUS Studio®

tool suite. Mtool suite. Mr. Newcomb is the author of numerous

papers, books and industry standards.

TSRI is a Platform Member of the OMG and leading contributor to the ADM Task Force (ADMTF) standards. TSRI's services and

JANUS Studio® tool suite have served as the leading exemplar for the OMG’s emerging ADMTF standards.

Information Systems Transformation:

Architecture-Driven Modernization Case Studies

By William M. Ulrich and Philip Newcomb

ISBN: 978-0123749130

About the book:

Architecture-Driven Modernization (ADM) gives you

everything you need to know to update costly obsolete everything you need to know to update costly obsolete 

systems, transform data, and save millions of dollars.

Accelerating Software Modernization
with Artificial Intelligence

AI
          is radically transforming the 

          way   organizations   evolve 

their  software   assets   to achieve 

competitive advantage.

Major US Bank: This legacy application con-

tained over 3 million source lines of Fortran 

and over 160 thousand lines of DCL. TSRI 

automatically generated a Transformation 

Blueprint TM to assist in the systems design 

architecture, performed the code documenta-

tion and provided and engineering support. 
 

Advanced    Field   Artillery   Tactical   Data 

System (AFATDS), Stanley and Associates 

(Now(Now CGI Federal): A version of their US 

Army’s legacy AFATDS system consisting of 

over 5 million source lines of ADA-83. TSRI 

employed the JANUS Studio® tool suite to 

transform this system into Java in only 10 

months. TSRI delivered the modern system to 

Stanley in August 2010. 
  

Information Systems Transformation: 

Architecture-Driven Modernization Case 

Studies provides more detailed information on 

some of these case studies. 

 

For more information, visit www.tsri.com.

Ada into Java. On Monday, April 18th, 2011, 

the system went online for Air Traffic Control 

(ATC) use at the Shannon Center, in Ireland. 

This marked a milestone that is expected to 

lead to the use of the modernized ATC system 

at the 280 airports in Europe, Asia and Austra-

lia, where EUROCAT is currently in use. TSRIs 

100%100% automation eliminated the risk of a 

manual rewrite of this safety critical system. 
 

Patriot Missile, Fire Platoon Simulation & 

Battalion Simulation Support Systems, 

Raytheon: TSRI used the JANUS Studio® 

tool suite to modernize four different Patriot 

systems, including Patriot Japan. These mod-

ernizations included the transformation of 

nearly 200 thousand source lines of Fortran 

code to C++, re-factoring and documentation. code to C++, re-factoring and documentation. 
 

Major Healthcare Insurance Company: This 

system consisted of over 180 thousand source 

lines of PowerBuilder and nearly 3 million lines 

of COBOL. In modernizing this system, TSRI 

provided transformation, re-factoring, and sup-

ported system integration. This project was 

completed in only 15 months.

Artificial Intelligence (AI) is the quest to 

achieve comuters that equal or exceed human 

performance on complex intellectual tasks. A 

phenomenal development in AI is the recent 

emergence of automated computer language 

translation programs, driven by the need to 

modernize the nearly half trillion lines of legacy 

softwaresoftware developed during the latter half of the 

20th century. 
 

Just as chess programs routinely outperform 

grandmasters, leveraging AI technologies that 

evolved from the 1980s era USAF’s Knowl-

edge Based Software Assistant Program & 

emerging standards, computers can now 

understand and translate software applications 

with levels of proficiency that vastly exceed 

humanhuman performance. This technology is revo-

lutionizing the way industries, such as finance, 

insurance, manufacturing, and healthcare as 

well as military and governments are modern-

izing their legacy systems. 

Leading this field is The Software Revolution, 

Inc. (TSRI), a Kirkland, Washington-based 

company. Building upon 32 years of continu-

ous R&D, TSRI’s robust JANUS Studio® tool 

suite provides large-scale, error-free legacy 

system modernizations at 100% levels of auto-

mation. By applying AI to abstract software 

models, TSRI delivers automated code con-

version with unprecedented target code 

quality, economies of scale, and schedule 

compression, accomplishing with small teams 

in months what would take years by other 

means. The following list of brief case studies 

represents five recent TSRI legacy system 

modernization projects. 
 

European Air Traffic Management System 

(EATMS), Thales Air Systems: This real-time 

system manages over 100 million passenger 

flights annually. Thales engaged TSRI to trans-

form  EUROCAT’s   2 million   lines   of  legacy
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A Future with Science

A decade after the fall of the soviet union in 1991, 
modernization is the watchword in Russia—with 
science as a vital means to that end. During the 
spring meeting of the 14 international editions of 
Scientific American, we gathered in Moscow, and 

our hosts introduced us to many of the surrounding issues.
Scientific American has had a long history in this country, 

where it has been available in translation for 28 years. The edi-
tion’s head, Sergei Kapitza, is a beloved researcher, science pop-
ularizer and TV personality—the Carl Sagan of Russia. When 
the Soviet system unraveled, however, science took a backseat to 
other domestic matters. Researchers lost funding and social sta-
tus, crippling the former science powerhouse. Up to 35,000 sci-
entists emigrated—a loss that the government is now trying to 
rectify with targeted programs. 

The state-owned venture capital company Russian Corpora-
tion of Nanotechnologies, or Rusnano, will spend some 318 billion 
rubles (around $11 billion) in public-private partnerships aimed at 
creating a self-sustaining nanotech industry by 2015. (Today Rus-
sia’s nanotech products account for just 2 percent of the global 
market.) “Our role is to build this bridge [between science and 
business] and to start up the Russian nanotechnology industry,” 
Anatoly Chubais, CEO of Rusnano, told the Scientific American 
visitors. Of some 2,000 applicants, Rusnano has so far chosen to 
help fund 111 companies to build manufacturing facilities.

In an initiative to entice expatriates and foreign scientists to 
conduct basic research in Russia, the government recently set up a 

system of “mega grants” totaling 12 billion rubles (about $433 mil-
lion). The money will help, but Russian science still suffers from 
the challenges of low pay and stifling bureaucracy, as Vladimir E. 
Fortov, academician of the Russian Academy of Sciences, ex-
plained to me. Scientists need to fill out multiple forms to get basic 
tools, hindering progress, and technology transfer is difficult.

Despite the problems, Russia has rightly realized that future 
prosperity will come from fostering science in the present, and it 
is devoting significant funds toward that goal. It is a lesson that 
the budget-sensitive U.S., which has long benefited from earlier 
investment in basic research, should reflect on as well. 

Members of Scientific American’s 14 international editions 
came together this spring in Russia.

© 2011 Scientific American
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RED PLANET MARS LIFE
Lawrence M. Krauss’s “Rethinking the 
Dream” [Forum] rightly points out that 
the benefits of flying humans in space 
have not been commensurate with the 
cost, especially when human flight is 
compared with advanced robotic or au-
tomatic systems that can do many of the 
same tasks at one tenth of the cost and 
with no risk to humans. I think this is a 
result of NASA’s focus on dramatic, excit-
ing exploration and failure to create an 
economical, durable infrastructure. I dis-
agree with Krauss only where he advo-
cates one-way missions to Mars. I believe 
that keeping humans alive on the planet 
for more than a few weeks will be ex-
tremely costly.

The Martian atmosphere is very thin 
and contains essentially no oxygen. The 
average surface temperature is about  
–60 degrees Celsius. Humans must always 
be in a pressurized enclosure, with a suit-
able atmosphere and adequate tempera-
ture and humidity control. Unlike Earth, 
Mars does not have a protective magnet-
ic field, and the thin atmosphere pro-
vides little shielding from cosmic rays. I 
suspect some rather heavy shielding will 
have to be included in any habitats, rov-
ers, and so on.

Living off the land is, I think, abso-
lutely ruled out on Mars, where there is 
no free water and what water ice there is 
seems to lie below the surface. To be of 

use, it would have to be collected, thawed 
and purified. 

NASA has learned that an average 
human will require about five kilo-
grams of food, water and oxygen each 
day and will produce an equal amount 
of waste. Of course, water can be recy-
cled, oxygen can be extracted from CO

2
 

and solid waste can be treated, but all 
that requires power and equipment. 
Solar arrays on Mars must be twice the 
size of Earth arrays because solar radi-
ation is weaker (the planet is farther 
away from the sun). And the arrays will 
likely require cleaning from Martian 
dust. For safety reasons, there must 
also be redundant equipment, plus 
tools and spare parts for repair. Solid 
food cannot be recycled, and growing 
food would require a large, totally en-
closed “hothouse.”

The habitat must have air locks to en-
able humans and their rovers to get in 
and out without depressurizing the en-
tire living environment. Surface excur-
sions must not go so far from the habitat 
that participants will not be able to walk 
back in case their rover breaks down. 
Furthermore, if a sortie lasts longer than 
a few hours, the rover must provide food, 
water and toilet facilities.

Finally, there are human consider-
ations that do not factor directly into 
costs but that I think make the whole 
idea unfeasible. Will the colonial-nauts 
include a doctor? Will the habitat in-
clude clinical/hospital facilities? What 
about recreation? What about normal 
family life? What happens when the colo-
nial-nauts age and die? 

Most of all, why would anyone go?
Don Peterson 

Retired U.S. Air Force pilot  
and NASA astronaut  

El Lago, Tex. 

COCKTAIL PARTY CHATTER
I am deaf in one ear, and even though my 
hearing is much better than most, I expe-
rience the issues described in Graham P. 
Collins’s “Solving the Cocktail Party Prob-
lem” every day. For me, it is only when a 
room is very noisy and I am struggling to 
comprehend the conversation that I no-
tice the process I use to solve the cocktail 
party problem. My technique seems to be 
a combination of those mentioned in the 
article. As in spread-spectrum signal pro-
cessing, once I know what a person sounds 
like, I listen for the sounds he or she is 
making. Second, I take in the sounds and 
try to reconstruct the words based on the 
expected probability of sounds surround-
ing each one. Finally, I use the probability 
of words surrounding each one based on 
the context to fill in the sentence. I knit 
the sounds into words and the words into 
a sentence.

This procedure is imprecise and adds 
a time delay. It is very common for me to 
knit a sentence together several seconds 
after everyone else heard it. Everyone 
laughs, and seconds later I get to “hear” 
the punch line in my head. Having to do 
all this processing does have an upside. 
Sometimes the combination of words 
that my mind has rejected sounds like 
what was said and has a message that  
is related to the topic but creates an ab-
surd vision in my head. Periodically the 
incorrect interpretation of the sounds is 
more entertaining than what was actual-
ly said.

Kee Nethery 
Berkeley, Calif.

BIOTECH FOOD AND DRUGS 
Both Brendan Borrell’s interview with 
agro-research czar Roger Beachy [“Food 
Fight”] and Mary McKenna’s “The Ene-
my Within” point to a serious disconnect 
between research, learning and hopes 
for applications of that research. Beachy 
says that crops with permanent resis-
tance to pests are “almost unheard of,” 
and McKenna shows us how scary the fu-
ture of infection may be with antibiotic-
resistant bacteria winning over the de-
velopment of new medicines. There is no 
difference between the loss of valuable 
antibiotics to ever more resistant bacte-
ria and the fight with pests through ge-

 “Keeping humans 
alive on Mars for 
more than a few 
weeks will be 
extremely costly.”

don peterson retired nasa astronaut

April 2011
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netic engineering. In only a few years, 
with the planet’s food-production capa-
bility more strained by population de-
mands, major crop harvests may well fol-
low the same hazardous, on-the-edge life 
we humans are walking ourselves into as 
a result of not learning our lessons from 
history nor from one another.

Scott C. Reuman 
Nederland, Colo.

FAMILY ALBUMS  
OF THE FUTURE
David Pogue laments in “Seeing Forever” 
[TechnoFiles] that current digital media 
may not last long. And it is good that in 
100 years 99.9 percent of all images, video 
and audio recordings will be gone. Who 
cares about Uncle Joe’s photos from his 
2005 vacation in Florida or Italy? Future 
generations need their own memories 
plus the very best from past generations. 
Nobody in the year 2100 will have the 
time to look at pictures from their fore-
bears of the past 100 years. They need to 
build their own memories.

Marc Tomaszewski  
Friedrichshafen, Germany

LIVING DREAM
Eitan Haddok’s “Can the Dead Sea Live?” 
shows how pragmatism can give hope.  
A project involving salvation of an ex-
traordinary body of water brings togeth-
er three politically disparate regions: 
 Israel, Jordan and the Palestinian Au-
thority. It is a rare example of coopera-
tion in the midst of a bitter area of hu-
man conflict. An organization that has 
been monitoring the project, Friends of 
the Earth Middle East, consists of partic-
ipants from each of those regions. The 
organization, and specifically its under-
taking to save the Dead Sea, is a wonder-
ful example of how the effort to save a 
precious resource can raise people above 
endless, vicious political squabbling.

Stanley P. Santire  
Houston

ERRATUM
“Can the Dead Sea Live?” by Eitan Had-
dok, described a plan that would inject 
1.1 million cubic meters of briny water 
into the Dead Sea; in fact, the amount 
would be 1.1 billion cubic meters. 

© 2011 Scientific American
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Stand  
and Deliver
Reenergizing science and math 
education in the U.S. has to begin  
with the teachers

calculus does not have to be made easy—it is easy already.� 
That banner used to grace the Los Angeles classroom of someone 
once called the best teacher in America. Jaime Escalante, the un-
conventional calculus teacher who was depicted by Edward James 
Olmos in the 1988 film Stand and Deliver, died last year of cancer 
at the age of 79. The year before the film, more students from Gar-
field High School took the AP calculus exam than at all but three 
other public schools in the country, with two thirds passing.

Half a year after his death the Obama administration 
weighed in on the state of science, technology, engineering and 
mathematics (STEM) education in this country. The report, “Pre-
pare and Inspire,” reviewed the sobering statistics about how our 
K–12 schools suffer by comparison to their counterparts in other 
developed nations. It called for recruiting and training 100,000 
STEM teachers. President Barack Obama mentioned STEM as a 
priority in his State of the Union address this year, and advocates 
for science education have been pressing to get student science 
performance incorporated into the No Child Left Behind law.

But achieving these goals is not going to be easy. The report 
noted that 25,000 STEM teachers leave the workforce every year, 
mostly because of disgruntlement with their jobs and lack of pro-
fessional support. To attract and retain enough science and math 
teachers will require an elevation in their status and a thorough 
revamping of attitudes toward the entire profession.

Escalante’s career illustrates why. From a job mopping floors 
after he arrived in the 1960s from his native Bolivia, Escalante 
procured much better paying work as a technician at an electron-
ics company. From there he went on to get a teaching credential 
to pursue a passion that dated back to his early years in Bolivia. In 
1974, at the age of 43, Escalante decided to take a lower salary as a 
math teacher at Garfield. He made academic successes of many of 
his poor Hispanic charges, but first, he had to overcome the sys-
tem’s built-in inertia. Garfield initially assigned him to teach what 
would have been the equivalent of fifth-grade math in Bolivia, 
and he had to convince school administrators that students there 
were capable of learning math at a higher level.

Few teachers are willing to run a similar professional gaunt-
let—nor should they. The onus to improve schools 
should be on federal, state and local educational strat-
egists. The first step should be to tap the strengths of 
the existing teaching pool. We must identify today’s Es-
calantes—the top 5 percent of the nation’s STEM teach-

ers—and, as recommended in the administration report, induct 
them into a STEM master teachers corps that would receive sala-
ry supplements and federal funding to support their activities. 

Second, we need to give all teachers the tools they need. Es-
calante brought toys to class: a plastic monkey climbing up and 
down a pole illustrated the inverse function. Teachers shouldn’t 
have to rely on homemade props. We should form the equivalent 
of an Advanced Research Projects Agency to help develop educa-
tional technologies, including “deeply digital” instructional mate-
rials that encourage active participation. At the same time, we 
should recognize that new technology isn’t a solution in itself and 
shouldn’t come at the expense of other needs. Many schools get 
grants and donations for the latest computers and software yet 
can’t buy books for their libraries or beakers for their science labs.

Finally, we should shift our emphasis from standards to imple-
mentation. Developing new standards does have a role, but the 
problem for most schools is not a lack of good curriculum options. 
It is the difficulty of putting them into practice, given the day-to-
day pressures that teachers are under. If anything, new standards 
and tests often get in the way by forcing educators to teach to the 
test, rather than encouraging critical thinking.

To meet all the goals set by the White House report would re-
quire an extra $1 billion each year. Against the nearly $600 billion 
spent annually for public education, it is not a huge sum. Still, 
with local districts faced with declining tax revenues and unfund-
ed mandates, some of the money will have to come from the fed-
eral government. 

That goes against the grain during a time when teachers’ sala-
ries and benefits are being cut. Yet the costs of doing 
nothing are a matter of simple calculus. If we do not 
improve STEM education, the U.S. will continue a  
decades-long slide from the middle of the pack in stu-
dent achievement toward the very bottom. 

COMMENT ON  
THIS ARTICLE ONLINE 

�ScientificAmerican.com/
aug2011

Jaime Escalante, renowned math teacher
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Forum by Kenneth I. Kaitin and Christopher P. Milne

Commentary on science in the news from the experts
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Kenneth I. Kaitin is director of the Tufts Center for  
the Study of Drug Development and a research professor 
at the Tufts University School of Medicine. 

Christopher P. Milne is associate director of the Tufts  
Center for the Study of Drug Development and a research 
assistant professor at the Tufts University School of Medicine.

A Dearth of New Meds 
Drugs to treat neuropsychiatric disorders have become too risky for big pharma

Schizophrenia, depression, addiction and other mental disorders 
cause suffering and cost billions of dollars every year in lost pro-
ductivity. Neurological and psychiatric conditions account for 13 
percent of the global burden of disease, a measure of years of life 
lost because of premature mortality and living in a state of less 
than full health, according to the World Health Organization. 

Despite the critical need for newer and better medications to 
treat a range of psychiatric and neurodegenerative diseases, in-
cluding Alzheimer’s and Parkinson’s, drugs to treat these diseases 
are just too complex and costly for big pharmaceutical companies 
to develop. The risk of spending millions on new drugs only to 
have them fail in the pipeline is too great. That’s why many big 
drug companies are pulling the plug on R&D for neuropsychiatric 
and other central nervous system (CNS) medicines. 

Our team at the Tufts Center for the Study of Drug Develop-
ment has arrived at this conclusion after conducting surveys of 
pharmaceutical and biotechnology companies about the drug de-
velopment process. These surveys allow us to generate reliable es-
timates of the time, cost and risk of designing new drugs. Our 
analyses show that central nervous system agents are far more 
difficult to develop than most other types. 

One of the problems with neuropsychiatric drugs is that they 
take so long to develop. A CNS drug, we have found, will spend 8.1 
years in human testing—more than two years longer than the av-
erage for all agents. It also takes more time to get regulatory ap-
proval—1.9 years, compared with an average of 1.2 years for all 
drugs. Counting the six to 10 years typically spent in preclinical 
research and testing, CNS drugs take about 18 years to go from 
laboratory bench to patient. 

Few compounds survive this gauntlet. Only 8.2 percent of CNS 
drug candidates that begin human testing will reach the market-
place, compared with 15 percent for drugs overall. Failures also 
tend to occur later in the clinical development process, when re-
source demands and costs are at a peak. Only 46 percent of CNS 
candidates succeed in late-stage (phase III) trials, compared with 
66 percent on average for all drugs. As a result, the cost of devel-
oping a CNS drug is among the highest of any therapeutic area. 

What makes these drugs so risky? Assessing whether or not a 
candidate for, say, a new antibiotic works is relatively straightfor-
ward—either it kills the bacterium or it doesn’t—and a 
course of treatment typically lasts a few days, which 
obviates the need for long-term testing for safety and 
efficacy. CNS compounds, in contrast, have it a lot 
tougher. It is difficult to judge if a reduction of schizo-

phrenic episodes or a cognitive improvement in Alzheimer’s pa-
tients is the result of a drug or a random fluctuation in the pa-
tient’s condition. Treatment periods can last as long as a patient’s 
lifetime. It is no wonder success rates are low. 

Some help is on the way. The Coalition Against Major Diseases, 
made up of government agencies, drug companies and patient ad-
vocacy groups, has developed a standardized clinical trials data-
base that will allow researchers to design more efficient studies of 
new treatments, initially for Alzheimer’s and Parkinson’s. Presi-
dent Barack Obama’s health reform law also contains several pro-
visions that could provide incentives for innovation in areas of un-
met medical need. One is the Cures Acceleration Network, which 
authorizes the National Institutes of Health to help academic re-
searchers screen for promising compounds. Ultimately, making 
new CNS medicines may depend on a networked approach to in-
novation, in which many organizations share in the risks and the 
rewards. It is clear that the challenges of developing new neuro-
psychiatric medicines are greater than any one company, institu-

tion or organization can bear alone.

Disclosure: The Tufts Center for the Study of Drug 
Development is funded in part by unrestricted grants 
from pharmaceutical and biotechnology firms.

COMMENT ON  
THIS ARTICLE ONLINE 
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aug2011

Central nervous system is hard to treat: a new neuropsychiat-
ric drug typically takes 18 years to go from lab bench to patient. 
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ADVANCES 
Dispatches from the frontiers of science, technology and medicine 
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No organ in the human body is as resistant to study as the brain. Whereas  
researchers can examine living cells from the liver, lung and heart, taking  
a biopsy of the brain is, for many reasons, more problematic. 

The inability to watch living human brain cells in action has hampered 
scientists in their efforts to understand psychiatric disorders. But researchers 
have identified a promising new approach that may revolutionize the study 
and treatment of conditions such as schizophrenia, autism and bipolar dis
order. A team led by researchers at the Salk Institute for Biological Studies  
in La Jolla, Calif., took skin cells from a patient with schizophrenia, turned 
them into adult stem cells and then grew those stem cells into neurons.  
The resulting tangle of brain cells gave neuroscientists their first realtime 
glimpse of human schizophrenia at the cellular level. Another team, from 
Stanford University, converted human skin cells directly into neurons with
out first stopping at the stem cell stage, potentially making the process more 
efficient. The groups published their results recently in Nature (Scientific 
American is part of Nature Publishing Group).

Scientists have used the diseaseinadish strategy to gain insight into sick
lecell anemia and heart arrhythmias. But the Salk team, led by neuroscientist 
Fred H. Gage, is the first to apply the approach to a genetically complex neu
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Mental Illness in a Dish
A new technique offers scientists an unprecedented window into complex psychiatric disorders 

ropsychiatric disorder. The group found that neu
rons derived from patients with schizophrenia 
formed fewer connections with one another than 
those derived from healthy patients; they also 
linked the deficit to the altered expression of near
ly 600 genes, four times as many as had been pre
viously implicated. The approach may eventually 
improve therapy, allowing psychiatrists to screen  
a variety of drugs to find the one that would be 
most effective for each patient, Gage says. 

Whereas the research is still preliminary, many 
neuroscientists are excited by it. “This study opens 
up a whole new area of work,” says Daniel Wein
berger, director of the Genes, Cognition and Psy
chosis Program at the National Institute of Mental 
Health. It is unclear what answers the stem cells 
approach can provide, but by making the inacces
sible accessible, it opens up questions that until 
now could not have been asked.  —Tim Requarth

Neurons derived 
from a patient with 
schizophrenia.

© 2011 Scientific American
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BIOLOGY

A Skill Better than Rudolph’s
Reindeer can spot predators and food against a snowy  
backdrop thanks to an unusual ability to see UV light

To humans, ultraviolet 
(UV) radiation is a 
menace: we cannot see 
it, yet it is all around 
us, increasing our risks 
of melanoma, cataracts 
and other ills. It is es-
pecially harmful in the 
upper latitudes, where 
a thinning ozone layer 
has become less and 
less effective at blocking 
the sun’s UV rays, and 
ice and snow reflect 
them back up at us. All 
these facts have caused 
biologists to wonder: 
How have Arctic mam-
mals adapted to handle 
acute UV exposure—
not only tolerating the 
intense light conditions 
at the poles, but even 
using it as an evolu-

tionary advantage? 
A study of reindeer 

has shed some light on 
this question. Glen Jef-
frey and his colleagues 
at University College 
London and the Uni-
versity of Tromsø in 
Norway report evi-
dence that this iconic 
Arctic species is not 
only resistant to eye 
damage from the in-
tense UV rays but is 
also able to perceive UV 
light, which is invisible 
to all but a few mam-
mals, such as some spe-
cies of rodents, bats and 
marsupials. They pub-
lished their findings re-
cently in the Journal of 
Experimental Biology. 

Being able to see UV 

light confers some rich 
benefits on the reindeer. 
Its primary winter food 
source, lichens, and the 
fur of its main predator, 
the wolf, both absorb 
UV light, which makes 
them stand out against 
the UV-reflecting snowy 
landscape. 

UV vision actually 
has deep roots in the 
mammalian family tree: 
hundreds of millions  
of years ago early mam-
mals had a short-wave-
sensitive visual recep-
tor, called SWS1, that 
could detect UV rays. 
That sensitivity is 
thought to have shifted 
toward longer waves—
away from short UV 
wavelengths—because 

mammals were mainly 
nocturnal and UV  
vi sion was of little use  
to them at night. This 
shared ancestral UV 
sensitivity may explain 
why a small yet diverse 
set of mammals has  

regained the ability  
to see UV light. If scien-
tists can figure out  
how the reindeer pre-
vent UV rays from dam-
aging their eyes, it 
could lead to new ways 
of treating vision loss  
in people. The average 
person loses 20 to 30 
percent of central pho-
toreceptors over the 
course of a life, mostly 
attributable to light  
exposure. “We might  
be able to better deal 
with age-related cell 
loss in the retina and 
perhaps age-related 
macular degeneration,” 
Jeffrey says. 

In the meantime, 
the revelation that rein-
deer are able to per-
ceive UV light while 
also resisting damage 
from these powerful 
rays will open a new 
door to understanding 
how Arctic animals 
have adapted to survive 
in one of the earth’s 
most extreme habitats.  

—Anne-Marie Hodge 

 ASTRONOMY

Ageless. No Plastic Surgery Required
A new study may help scientists determine when stars were born

Stars of the sky play a bit coy with their ages—an ancient star can often pass for a much younger one. That is a problem for as-
tronomers seeking out habitable planets orbiting distant stars because a star’s age correlates with the life-forms it could support. 

“We know from studying our own planet that if the star and the planet [are] about one billion years old, only the most 
primitive microbial life might exist,” said Søren Meibom of the Harvard-Smithsonian Center for Astrophysics at the May 
American Astronomical Society meeting in Boston. “Is it perhaps 4.6 billion years old? Well, all of a sudden we know we 
could have a planet teeming with complex and intelligent life.”

But, as Meibom put it, “stars do not have birth certificates.” And many visual attributes remain the same for most of a star’s 
life. One feature, though, does change: stars spin more slowly as they grow old. “And so we can use the spin rate, the rotation 

rate of a star, as a clock to measure its age,” Meibom said.
But first someone has to paint the numbers on the face of 

that clock. Researchers have already pinned down the rela-
tion between rotation and age for very young stars. So Mei-
bom and his colleagues are measuring the rotation rates of 
older stars. If they can figure out the relation between age 
and rotation for many vintages of stars, a star’s age will be 
much easier to estimate. No birth certificate required.  
 —John Matson

© 2011 Scientific American
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Parsing the Twitterverse
Smarter language processors are helping experts analyze 
millions of short-text messages from across the Internet

Researchers have been 
trolling Twitter for in-
sights into the human 
condition since shortly 
after the site launched 
in 2006. In aggregate, 
the service provides a 
vast database of what 
people are doing, 
thinking and feeling. 
But the research tools 
at scientists’ disposal 
are highly imperfect. 
Keyword searches, for 
example, return many 
hits but offer a poor 
sense of overall trends. 

When computer 
scientist James H. 
Martin of the Universi-
ty of Colorado at Boul-
der searched for tweets 
about the 2010 earth-
quake in Haiti, he 
found 14 million. “You 
can’t hire grad stu-
dents to read them all,” 

he says. Researchers 
need a more automat-
ed approach.

One promising 
method is to develop 
programs that label 
words in tweets with 
parts of speech—such 
as subject, verb and 
object—and then use 
those tags to deter-
mine what each tweet 
is about. This method, 
called natural-language 
processing, is not a new 
idea, but applying it to 
short social text is new 
and growing. “That is 
just a huge area right 
now,” Martin says.

Scientists at the  
Xerox-owned Palo Alto 
Research Center re-
cently developed one 
such program. It relies 
on text processors, 
called parsers, which 

are typically tested on 
news articles. Parsers 
can distinguish be-
tween words and punc-
tuation, label parts of 
speech and analyze a 
sentence’s grammatical 
structure. But “they 
don’t do as well on 
Twitter,” says Kyle Dent, 
one of the Palo Alto re-
searchers. He and his 
co-author wrote hun-
dreds of rules to ac-
count for hash tags,  
repeated letters (as in 
“pleaaaaaase”) and oth-
er linguistic features 
perhaps not common in 
the Wall Street Journal. 
They will present their 
work on August 8 at an 
Association for the Ad-
vancement of Artificial 
Intelligence confer-
ence in San Francisco. 

Dent and his col-

leagues also tried to use 
their program to distin-
guish between rhetori-
cal questions and those 
that require a response. 
Businesses could use 
such a program to find 
what people are asking 
about their products. 
In a recent trial, their 
program classified 68 
percent of 2,304 tweets 
correctly. “For a brand-
new field, that sounds 
like a decent first at-
tempt,” says Jeffrey 
 Ellen of the Space and 
Naval Warfare Systems 
Command, which pro-
vides intelligence tech-

nology to the U.S. Navy. 
Although Twitter-

trawling technology is 
not yet ready to deploy, 
as a field, “it’s getting 
there pretty quickly,” 
Martin says. Once it 
matures, researchers 
should have access to 
an unprecedented trove 
of data about human 
behavior. For the first 
time in history, “water-
cooler talk” is recorded 
and publicly available, 
Ellen says. “A hundred 
years ago we just didn’t 
know what everybody 
was thinking.”  
 —Francie Diep

W H AT  I S  I T ?

Exploding with lightning: 
The eruption at the Puyehue-
Cordón Caulle Volcanic Complex, 
a chain of volcanoes in Chile, 
spewed ash clouds up to 45,000 
feet into the air in early June. Vol-
canic ash consists of pieces of 
rock, glass and other minerals. A 
plume also carries static electric-
ity—the separation of positive 
and negative charges—so “these 
large ash clouds from eruptions 
like Puyehue-Cordón Caulle can 
generate their own lightning,” 
says Erik Klemetti, assistant pro-
fessor of geosciences at Denison 
University. The plume from the 
eruption—the volcanoes’ first in 
more than two decades—was so 
great it was seen from space and 
spread as far as Tasmania.  

—Ann Chin
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All Together Now
Scientists take peer review public 

Highly technical scientific debates are usually hashed 
out behind closed doors—in labs, in subscription-based 
journals, in the hallways at conferences attended only 
by a few specialized researchers. But in May the rest of 
us saw three real academic arguments playing out in 
public, largely via Twitter, blogs and wikis. The episodes 
have cheered supporters of the open-science move-
ment, but some critics worry that the debates might de-
scend into cacophony. Either way, the stories illustrate 
one clear fact: science is not usually a series of eureka 
moments so much as a messy, human process.

First, there was “#arseniclife,” which began with a 
controversial study, first published in the online version 
of Science, suggesting that some bacteria could build 
DNA with arsenate in place of phosphate. Scientists 
quickly tried to poke holes in the researchers’ methods 
via blogs and Twitter (hence the controversy’s nick-
name, taken from the practice of categorizing tweets 
with hash tags), and the debate bounced back into the 
print version of Science, which took the unusual step of 
publishing eight sharp critiques of its own paper in May. 
Meanwhile at Nature standard peer review had also tak-
en an unusually public turn. Reviewers almost always 
keep their identities under wraps, but one outed himself 
online, saying he had been “desperately upset” when 
the journal  published a paper about extinction rates 
that he had criticized.

Also in May, Nature Genetics published online the 
results of its own experiment in open scientific debate. A 
team of researchers writing a paper on best practices for 
following up on new biological hypotheses coming out 
of genomics solicited opinions in an online forum. The 
scientists also threw the writing process open on Wiki-
Genes, a collaborative Web site. Did the experiment suc-
ceed? Nature Genetics seemed pleased: it published an 
editorial noting that the conversation had been so thor-
ough that publication could proceed “without further 
need for supervised peer review.” But one contributor, a 
graduate student named Giovanni Marco Dall’Olio, had 
a quibble: “They did not include almost anything from 
what has been contributed in the wiki.” He wrote that 
criticism, of course, on his blog.  —Mary Carmichael

INFECTIOUS DISEASE

Anatomy of an Outbreak
Researchers untangle the genetics of how a crippling virus 
mutated and spread via mosquito from Africa to Asia

Chikungunya is a scary-
sounding virus with 
some scary symptoms: 
joint pain so excruciat-
ing that patients often 
can’t stand or even sit 
upright for months. 
The mosquito-borne  
virus got its start thou-
sands of years ago in 
southeastern Africa, 
where it generally 
caused a slow but 
steady stream of cases. 
About 50 years ago a 
mild strain of the virus 
spread to Asia. Then, 
following a drought in 
Kenya in 2004, cases of 
chikungunya in Africa 
soared and spread east-
ward across the Indian 
Ocean, causing severe 
disease and affecting 
hundreds of thousands 
of people across Asia. 

This new strain of 
chikungunya is appar-
ently replacing the old-
er, milder strains that 
previously circulated  
in Asia. But how? In a 

study published in the 
Proceedings of the Na-
tional Academy of Sci-
ences USA, researchers 
have figured out that  
as it traveled, the virus 
picked up a single mu-
tation that allowed it to 
be transmitted much 
more efficiently by 
Asian mosquitoes.  

Scott Weaver, an in-
fectious disease special-
ist at the University of 
Texas Medical Branch 
in Galveston, compared 
the preoutbreak African 
and Asian strains with 
the newer outbreak 
strain. He and his col-
leagues found two mu-
tations that made it pos-
sible for the bug to hitch 
its fortunes to the Asian 
tiger mosquito (Aedes 
albopictus)—a ubiqui-
tous insect that trans-
mits the virus 100 times 
better than its previous 
host, the rarer A. aegyp-
ti. Some of the older Af-
rican strains contained 

one of these variations, 
whereas the older Asian 
strains did not. That 
made it difficult for the 
strain that traveled to 
Asia 50 years ago to 
adapt to the Asian tiger 
mosquito. When the re-
cent outbreak started in 
Africa, the virus needed 
only one mutation to 
adapt to the Asian tiger 
mosquito and become 
more virulent. “It’s an 
elegant and very con-
vincing study,” says  
Peter Palese, a virologist 
at the Mount Sinai 
School of Medicine who 
was not involved in  
the research. 

Understanding how 
genetic mutations in-
crease or decrease a vi-
rus’s ability to be passed 
on by mosquitoes may 
one day help public 
health officials take ac-
tion to prevent an out-
break before it starts, 
Weaver says.  

—Carrie Arnold 

Asian  tiger mosquito

© 2011 Scientific American
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Trials of two 
different drugs 
show promise  

in treating 
advanced 

melanoma, 
which is  

usually fatal. 

Cloud-borne 
 bacteria may be  
to blame for rain, 
snow and hail 
because they 
affect the way 
water molecules 
bind. Does that 
mean snowballs 
are germ warfare?

Genius

The Milky Way  
may contain many 
billions of stray, 
Jupiter-size planets 
that were kicked  
out of their solar 
systems and left to 
wander space on 
their own. This 
would mean there 
are many, many 
more planets than 
stars, making 
earthlings even 
more insignificant. 

NASA finds “a 
significant amount” 
of water on the 
moon, heightening 
the practicality of  
a future lunar base 
just as the space 
shuttle program 
draws to a close.  

The World Health 
Organization 
issues a finding that 
cell phones are 
“possibly carcino-
genic.” An informal 
visual survey in 
New York City 
shows no apparent 
reduction in use. 

—George Hackett

N E WS  S CA N

MICROBIOLOGY

E. coli on the March
Toxic strains of a common gut microbe are multiplying

If the full name of any germ could be a household word, it would be Escherichia coli O157:H7, a 
bacterium that has in the past caused severe food poisoning linked to Jack in the Box hamburgers, 
Taco Bell lettuce and prepackaged spinach. Now E. coli O157:H7 is being overshadowed by more 
virulent strains of what is normally a benign gut microbe. This spring a recently identified strain  
of E. coli, O104:H4, killed dozens of people in Europe and landed hundreds more in the hospital. 
The U.S. Centers for Disease Control and Prevention is now following at least six types of so-called 
Shiga toxin E. coli, which, like O104:H4 and O157:H7, cause bloody diarrhea and, in extreme cases, 
fatal kidney failure. Below are some surprising facts you may have missed in this spring’s headlines. 

■1 Antibiotics can worsen an E. coli infection. 
Giving antibiotics, including fluoroquinolones 
such as Cipro, can kill a patient who has been 
sickened by any strain of Shiga toxin E. coli. The 
reason: when the bacteria die, they release the 
toxin in massive amounts. Fortunately, one par-
ticular group of drugs, called carbapenems, 
seems to not trigger a major toxin release, but 
these drugs are generally prescribed only in 
special circumstances. This explains why trav-
elers who bring antibiotics with them as a pre-
cautionary measure should not take them if 
they develop bloody diarrhea. 

■2 E. coli O104:H4 is resistant to at least 14  
antibiotics. Why this is so remains a mystery, 
particularly because many of these drugs are 
not usually used to treat E. coli infections. 
Somewhere along the line, either these bac-
teria or other bacteria with which they ex-
changed genetic material must have developed 

in an environment that was awash in antibiot-
ics—possibly a hospital or a farm.  

■3 E. coli O104:H4 may eventually show up in 
the U.S. The CDC has already confirmed a few 
cases in U.S. residents who had recently trav-
eled to Germany. Whereas health officials do 
not believe the current outbreak will spread in 
the U.S., a similar strain of E. coli could evolve 
here independently at some point. 

■4 E. coli O157:H7 is becoming less of a threat. 
That is because the government has made it 
mandatory for food producers to report its pres-
ence to health authorities. But the number of 
ailments caused by the other Shiga toxin E. coli 
strains is growing rapidly. Many food-safety 
specialists believe that requiring food producers 
to report more E. coli strains to the government 
would help reduce the incidence of illness.  

—Christine Gorman 

Folly

Melanoma  
cell

© 2011 Scientific American
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MEDICINE

Going Viral
New hepatitis C  
drugs owe their 
success to HIV

The treatment of hepatitis C 
virus infections has taken a 
major step forward with the 
U.S. Food and Drug Adminis-
tration’s approval of two new 
drugs, telaprevir and boceprevir, 
for managing the disease. Block-
ing the same viral protein as the 
first anti-HIV drugs, they are also the 
latest chapter in an ongoing story of 
medical success. 

Telaprevir and boceprevir are protease  
inhibitors, thwarting the activity of key viral 
enzymes. The first in this class of drugs was 
saquinavir, available since 1995 for the treat-
ment of HIV. Several protease inhibitors have 
subsequently been developed for HIV, but the 
new hepatitis C drugs are the first to tackle 
other viruses. 

The protease targeted by the anti-HIV and 
anti–hepatitis C drugs is involved in a process 
called cleavage. These viruses insert their 
RNA into the host cell. That genetic informa-
tion is then used to create a single, long strand 
of proteins, called a polyprotein, that must be 
chopped up, or cleaved, into its distinct com-
ponents for the virus to replicate. Protease en-
zymes perform that job. Protease inhibitors 
bind to the active part of a key protease, ren-
dering it unable to cleave the polyprotein. 

After the success of protease inhibitors in 
HIV, research groups around the world began 
investigating whether the same mechanism 
would work for hepatitis C. In 1997 Charles M. 
Rice, now head of the laboratory of virology 
and infectious disease at the Rockefeller Uni-
versity, showed that mutating the viral prote-
ase in hepatitis C–infected chimpanzees 
stopped the virus, the first clue about the en-
zyme’s importance. Subsequently, molecular 
virologist Ralf Bartenschlager of the University 

of Heidelberg in Germany confirmed the vital 
role of the protease in hepatitis C replication. 
Many studies later protease inhibitors were 
ready for com mercial hepatitis C drug devel-
opers. In trials, telaprevir and boceprevir elicit-
ed response rates that were 20 to 30 percent 
higher than those seen with the older regi-
men—pegylated interferon plus ribavirin—by 
itself, an encouraging result. 

Second-generation inhibitors are already in 
development, and the enzyme will likely be a 
target for other infectious diseases. Protease in-
hibitors may also be tested against cancer, par-
ticularly considering their earlier efficacy in HIV-
related Kaposi’s sarcoma.  —Jessica Wapner 

“I never thought I’d work for the hamster,  
but the job came up.”

—A conservation worker speaking about the Great Hamster of Alsace to the Wall Street Journal.  
In June the European Union’s highest court fined France for not taking proper care of this wild species.

Q U O TA B L E

EXPLAINER

HOW DID HEPATITIS C EMERGE IN HUMANS? 

Although it has existed for centuries, hepatitis 
C was identified just over 20 years ago, and 
scientists have been puzzling about its origins 
ever since. In May, Columbia University Medi-
cal Center pathologist W. Ian Lipkin and his 
colleagues identified a hepatitis C–like virus in 
dogs for the first time, suggesting the disease 
may have jumped to humans through contact 
with man’s best friend 500 to 1,000 years ago, 
long after dogs were first domesticated. 
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MEDICINE

Going Viral
New hepatitis C 
drugs owe their 
success to HIV

The treatment of hepatitis C 
virus infections has taken a 
major step forward with the 
U.S. Food and Drug Adminis-
tration’s approval of two new 
drugs, telaprevir and boceprevir, 
for managing the disease. Block-
ing the same viral protein as the 
fi rst  anti-HIV drugs, they are also the 
latest chapter in an ongoing story of 
medical success. 
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investigating whether the same mechanism 
would work for hepatitis C. In 1997 Charles M. 
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FIELD NOTES

Mouth Wide Open
An aquatic scientist describes the challenges of studying  
creatures that live deep under the sea

I work on deepwater fish-
es—species that live any-
where below 200 to 3,000 
meters deep in the ocean. 
The ones that I study, 
loosejaw dragonfishes, 
dwell about a kilometer 
down, in an area called the 
midwater zone. They have 
no skin between the two 
bones that form their low-
er jaw. This is unique to 
vertebrates. You might 
look at this animal and 
think, “How on earth could 
it possibly consume any-
thing?” Say you had a nat-
ural history museum speci-
men in your hand, and you 
put a little tiny food fish  
in its mouth. You would 
watch it fall right out. 

The deep sea is the larg-
est ecosystem on earth, but 
we know very little about 
it. Dragonfishes are the 
dominant predators of this 
ecosystem, and they have 
features similar to those of 
most predatory fishes in 
the deep sea: they have 
long jaws and huge fangs. 
We hope to learn how 
predators of the earth’s 
largest ecosystem feed. 

The interesting ques-
tion is, Why have this 
loosejaw morphology?  
I’m working on how these 
jaws perform using com-
puter models. In January 
I’ll begin a postdoctoral 
research fellowship at 
Harvard, where I’ll be 
transitioning from the the-
oretical to building robots 
of these jaws. We’ll start 
with micro CT data from 
museum specimens. The 
micro CT machine hits the 

specimen with radiation, 
taking x-ray images in very 
thin slices—smaller than 
the micron level—that 
software can stack into a 
3-D computer model. We’ll 
send that model to a 3-D 
printer that works much 
like the software does, 
printing thin slices of com-
posite material to make a 
plastic model of the fish’s 
skull. We can then add ma-
terial that will act as mus-
cles, skin and tendons.

We could study drag-
onfishes in a lab if we 
could reproduce the con-
ditions in which these 
fishes live: the pressure, 
the temperature and the 
low light. But to maintain 
these conditions in a lab 

is very, very difficult. 
Perhaps the most chal-

lenging proposition to an 
animal living in the deep 
sea is the scarcity of avail-
able food. I hope this work 
will uncover how preda-
tors cope with scarcity and 
what physical features 
and behaviors are impor-
tant in capturing prey in 
this barren seascape.  
 —As told to Francie Diep 

 Share of adults in North, Central and South America who 
are overweight, the highest rate of any global region

14%  Share of adults in Southeast Asia who  
are overweight, the lowest rate of any global region
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printer that works much 
like the software does, 
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plastic model of the fi sh’s 
skull. We can then add ma-
terial that will act as mus-
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able food. I hope this work 
will uncover how preda-
tors cope with scarcity and 
what physical features 
and behaviors are impor-
tant in capturing prey in 
this barren seascape. 
 —As told to Francie Diep 

 Share of adults in North, Central and South America who 
are overweight, the highest rate of any global region

14%   Share of adults in Southeast Asia who 
are overweight, the lowest rate of any global region

S TAT 

62%

NAME 
 Christopher P. Kenaley
TITLE 
 Postdoctoral 
research associate, 
University of Washington
LOCATION 
 Seattle

P R O F I L E 

Loosejaw dragon
 sh

sad0811Adva4p.indd   29 6/23/11   5:45 PM

Publishing the 
latest in science 
and technology 
for more than 
165 years
A site license provides online 
access to Scientifi c American, 
Scientifi c American Mind and 
Special Issues

www.nature.com/libraries
/scientifi camerican

Recommend site license 
access to your library today:

TM Scientifi c American, Inc.

22857-19 SciAm_RecToLib_ClassroomUse_SciAmHPV.indd   121/03/2011   10:23

Untitled-1   1 6/27/11   11:27 AM

Loosejaw dragonfish

© 2011 Scientific American



30 Scientific American, August 2011  ScientificAmerican.com/aug2011COMMENT AT 

ADVANCES

FA
H

M
I S

AN
I P

H
O

TO
GR

AP
H

Y 
Ge

tty
 Im

ag
es

DO THE MATH

The Mind-Reading Salmon 
The true meaning of statistical significance

If you want to convince 
the world that a fish can 
sense your emotions, 
only one statistical 
measure will suffice: 
the p-value.

The p-value is an all-
purpose measure that 
scientists often use to 
determine whether or 
not an experimental re-
sult is “statistically sig-
nificant.” Unfortunate-
ly, sometimes the test 
does not work as adver-
tised, and researchers 
imbue an observation 
with great significance 
when in fact it might be 
a worthless fluke.

Say you’ve per-
formed a scientific  
experiment testing a 
new heart attack drug 
against a placebo. At 
the end of the trial,  
you compare the two 
groups. Lo and behold, 
the patients who took 
the drug had fewer 

heart attacks than 
those who took the  
placebo. Success!  
The drug works! 

Well, maybe not. 
There is a 50 percent 
chance that even if the 
drug is completely inef-
fective, patients taking 
it will do better than 
those taking the place-
bo. (After all, one group 
has to do better than 
the other; it’s a toss- 
up whether the drug 
group or placebo group 
will come up on top.) 

The p-value puts a 
number on the effects 
of randomness. It is the 
probability of seeing a 
positive experimental 
outcome even if your 
hypothesis is wrong. A 
long-standing conven-
tion in many scientific 
fields is that any result 
with a p-value below 
0.05 is deemed statisti-
cally significant. An ar-

bitrary convention, it is 
often the wrong one. 
When you make a com-
parison of an ineffec-
tive drug to a placebo, 
you will typically get a 
statistically significant 
result one time out of 
20. And if you make 20 
such comparisons in a 
scientific paper, on av-
erage, you will get one 
signifi cant result with 
a p-value less than 
0.05—even when the 
drug does not work. 

Many scientific pa-
pers make 20 or 40 or 
even hundreds of com-
parisons. In such cases, 
researchers who do not 
adjust the standard p-
value threshold of 0.05 
are virtually guaranteed 
to find statistical signifi-
cance in results that are 
meaningless statistical 
flukes. A study that ran 
in the February issue of 
the American Journal  

of Clinical Nutrition 
tested dozens of com-
pounds and concluded 
that those found in 
blueberries lower the 
risk of high blood pres-
sure, with a p-value of 
0.03. But the research-
ers looked at so many 
compounds and made 
so many comparisons 
(more than 50), that it 
was almost a sure thing 
that some of the p-val-
ues in the paper would 
be less than 0.05 just  
by chance. 

The same applies to 
a well-publicized study 
that a team of neuro-
scientists once con-
ducted on a salmon. 
When they presented 
the fish with pictures 
of people expressing 

emotions, regions of 
the salmon’s brain lit 
up. The result was sta-
tistically signifi cant 
with a p-value of less 
than 0.001; however, 
as the researchers ar-
gued, there are so 
many possible patterns 
that a statistically sig-
nificant result was vir-
tually guaranteed, so 
the result was totally 
worthless. P-value not-
withstanding, there 
was no way that the 
fish could have reacted 
to human emotions. 
The salmon in the 
fMRI happened to be 
dead.  —Charles Seife 

Seife is a professor  
of journalism at  
New York University. 

Anyone who has ever owned an outdoor cat knows that it tends to disappear for hours, some-
times days, at a time. Where do cats go when they are lurking out of sight? The question is of inter-
est not just to pet owners but also to conservation scientists who study the impact of free-roaming 
cats on wildlife populations.  Scientists at the University of Illinois and the Illinois Natural History 
Survey recently attached radio transmitters to the adjustable collars of 18 pet and 24 feral cats in 
southeastern Champaign-Urbana and tracked the animals by truck and on foot for more than one 
year. The research, published in the Journal of Wildlife Management, shows that pet cats maintain  
a rather lazy existence: they spent 80 percent of their time resting. They devoted another 17 per-
cent to low-activity pursuits such as grooming and only 3 percent to high-activity pursuits such as 
hunting. Unowned cats rested just 62 percent of the time and spent 14 percent, mostly at night,  
being highly active. Feral cats roamed far more widely than researchers had expected: up to 1,351 
acres. In contrast, pet cats stayed within an average of about five acres of home. 

The small cats’ behavior is similar to that of their larger cousins. “Maintaining a ranging area is 
a very intrinsic behavior to cats,” says Alan Rabinowitz, CEO of the conservation organization Pan-
thera. Like small cats, wild cats like to stay close to humans for easier access to food.  Jaguars in Lat-
in America, for example, slink quietly through massive stretches of human land. It’s part of a cat’s 
nature to live on the interface of wild and human-inhabited land.   —Madhumita Venkataramanan

 WILDLIFE 

Where House 
Cats Roam
Researchers compare the mysterious 
wanderings of pet and stray felines 

© 2011 Scientific American
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FOOD

Cryogenic Cooking
Liquid nitrogen can transform oil, 
berries and even hamburgers

Since man’s discovery of fire, cooking has 
been mainly a process of subjecting food 
to high temperatures that chemically al-
ter its color, taste and texture. But the in-
vention of cryogenic technology has 
handed chefs an exciting new tool—liq-
uid nitrogen—for transforming food in 
fun and surprising ways. In our culinary 
research laboratory, we use this ultra -
cold liquid to cryopoach oils, cryoshatter 
cheese, cryopowder herbs and cryograte 
meat. It is great for making instant ice 
cream and perfectly cooked hamburgers.  

For many years the coldest substance 
chefs had ready access to was dry ice (fro-
zen carbon dioxide), which sublimates di-
rectly to CO2 gas at –109 degrees Fahren-
heit. Although dry ice has some interest-
ing culinary uses, its solid form limits 
its utility. Nitrogen boils at a far colder 
temperature: –321 degrees F, about as 
many degrees below zero as hot fryer oil 
is above zero. And because nitrogen 
melts before it vaporizes, unlike carbon 
dioxide, it is relatively easy to store as  
a liquid and pour over food or into a 
bowl. Because its viscosity is about one-
fifth that of water and it has relatively 
low surface tension, liquid nitrogen 
flows rapidly into nooks and crannies 
in foods, such as hamburger patties, 
that have rough or irregular surfaces. 
The cooks at our lab use it to make fan-
tastic burgers that are first slow-cooked 
to medium rare, then dunked briefly in 
liquid nitrogen to freeze a thin layer of 
the exterior and, finally, deep-fried. The 
deep-frying creates a perfect brown 
crust and thaws the frozen layer but 
does not overcook the interior.

Liquid nitrogen also makes hard 
freezing fast and convenient. Spanish 
chef Quique Dacosta uses it to solidify 
Parmesan foam, which he then dusts 
with powdered, flash-frozen mush-
rooms to make faux truffles. The stuff 
also makes quick work of disassem-
bling blackberries into individual 
drupelets and shattering dollops of oil 
into tiny shards that thaw in minutes.

Speed is crucial for freezing foods 
without damaging their texture. In gen-
eral, the faster the freezing process, the 
smaller the ice crystals and the less they 
disrupt the cellular structure of the food. 
Since the 1970s chefs have used liquid 
nitrogen to make supersmooth ice 
cream. More recently, chefs have started 
using it to flash-freeze delicate foods 

such as foie gras. Because liquid nitro-
gen is a relatively new addition to the 
kitchen, many other applications of this 
versatile fluid still await discovery. 
 —W. Wayt Gibbs and Nathan Myhrvold 

Myhrvold is author and Gibbs is editor  
of Modernist Cuisine: The Art and Sci-
ence of Cooking (The Cooking Lab, 2011).
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Cassandra Willyard is a New York–
based science writer with a passion for 
medicine. Her articles have appeared in 
Nature, ScienceNow and The Scientist. 

How Do Tumors Grow?
An alternative explanation for cancer’s origins could lead to better therapies 

On a sweltering August evening in 2009 
Pat Elliott noticed that her feet seemed 
swollen. Because she had been standing for 
hours while teaching a workshop in Phoe-
nix, she was not surprised. “I thought it was 
the heat,” she says. But her feet hurt, too,  
so Elliott decided to play it safe and called 
her doctor, who suggested she come in for 
some tests. Days later the marketing pro-
fessional learned that she had developed 
an uncommon form of blood cancer called 
chronic myelogenous leukemia (CML). 

Elliott’s cancer is the result of a genetic 
change that arose in one or more stem cells 
in her bone marrow. (Normally these stem 
cells give rise to various blood cells in the 
body.) The defect caused the stem cells and 
their progeny to produce an abnormal en-
zyme known as Bcr-Abl. This enzyme sig-
nals the marrow to produce too many im-
mature white blood cells and allows them 
to persist longer than they should. The pro-
liferating blood cells then crowd out heal-
thy cells, damage the bone marrow and al-
low infections to take hold. Once these ab-
normal cells enter the bloodstream, they 
can also cause the spleen to swell and dam-
age other organs. The pain and swelling in 
Elliott’s feet most likely resulted from kid-
ney problems caused by her disease. CML usually starts off be-
ing fairly innocuous, especially if treated. It can, however, be-
come aggressive and lethal if left untreated.

To keep her disease in check, Elliott takes a bright yellow pill 
daily. The medication, called imatinib (sold under the brand 
name Gleevec), binds to the abnormal enzyme and shuts off the 
proliferation signal. Without this enzyme, the extra white blood 
cells mature normally and die as they should. Indeed, a recent 
study suggests that CML patients who live at least two years af-
ter starting imatinib treatment can look forward to a normal 
life span. But the pill is not a cure. A small number of long-lived 
cancer cells persist inside Elliott’s body. If she stops taking her 
medication, the cancer will return. 

Although imatinib keeps Elliott—and some 22,000 other 
CML patients in the U.S.—alive and healthy, the drug’s inability 
to eradicate the cancer suggests that perhaps the standard 
model that most researchers use to visualize how tumors grow—

and the treatments that have arisen from that model—is flawed. 
An alternative hypothesis has recently gained traction; if it 
proves to be more accurate, physicians may need to adjust their 
therapeutic approaches, targeting their treatments to destroy 
particular subsets of cells within the tumor. 

TWO MODELS
Oncologists have long worked under the assumption that most 
tumors develop from a single cell. After a series of genetic muta-
tions, which occur as a result of exposure to radiation, cigarette 
smoke, dietary choices or a genetic predisposition, this single 
cell begins to divide uncontrollably into more cells. Each suc-
ceeding generation of cells accumulates more genetic mistakes 
that make the tumor grow bigger, invade local tissues and even-
tually spread (metastasize) to other parts of the body. Under the 
standard model of cancer growth, once a tumor has gained the 
ability to spread, any one of the founding cell’s descendants can 

Lethal signals: Physicians know abnormal stem cells can give rise to cancer cells 
(stained purple) in leukemia patients. But how common is this phenomenon?

© 2011 Scientific American
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break off and form a new mass—which is why health authorities 
emphasize early diagnosis and the need to destroy all tumor 
cells to prevent a recurrence. 

The alternative view proposes that only a handful of the cells 
in a tumor—known as cancer stem cells—have the ability to 
grow uncontrollably and spread. These cells renew themselves 
indefinitely (essentially making close duplicates of themselves) 
and also give rise to a mix of cells having different properties 
and a finite life span. In this way, cancer stem cells resemble the 
normal stem cells sprinkled throughout the body that replace 
old or damaged tissues, such as skin or the lining of the intes-
tine. Unlike normal stem cells, however, cancer stem cells ig-
nore any and all chemical signals that tell them to stop dividing. 
According to this alternative conception, most cells in the tu-
mor will eventually die and so should be less dangerous. The 
few stem cells in the tumor, however, would be particularly 
deadly: if even a single cancer stem cell survived the initial ther-
apy, it could give rise to a whole new tumor weeks, months or 
even years later. 

At least four decades of research support the idea that cancer 
stem cells play a major role in the origin of the so-called liquid tu-
mors of the blood and lymphatic systems. But scientists have only 
recently begun exploring the possibility that cancer stem cells 
may be responsible for the development of solid tumors—such as 
cancers of the lung, breast and liver—as well. The presence of 
cancer stem cells might also clarify why imatinib does not cure 
CML. If stem cells uniquely did not need the Bcr-Abl enzyme to 
survive, no amount of the enzyme-blocking drug would eliminate 
them. “Those cells can be swimming in a sea of imatinib, but 
they’re not being killed,” says John E. Dick of the University of To-
ronto, a pioneer in cancer stem cell research. Investigators also 
suspect that cancer stem cells may be the reason relapses can oc-
cur years after an apparently successful treatment. Some cancer 
stem cells seemingly enter a dormant state, allowing them to sur-
vive the initial treatment relatively unscathed. 

EVIDENCE
 The first strong evidence that cancer stem cells might play a role 
in solid as well as liquid tumors came in 2003 from the study of 
malignant breast tissue. The study kicked off an era of what Dick 
calls “breathless excitement.” The cancer stem cell idea appealed 
to many researchers because it seemed to explain so much, not 
only the variety of cells within tumors but also why traditional 
cancer therapies often fail. A second study, also of breast tumors, 
by Jenny C. Chang, who is now an oncologist at Methodist Hos-
pital in Houston, provided compelling evidence that cancer 
stem cells might be unusually resistant to standard treament. 

At the time, Chang was working with patients at Ben Taub 
General Hospital in Houston, which serves the region’s 1.5 million 
uninsured residents. Because so many Ben Taub patients have lim-
ited access to health care, they tend to delay going to the doctor, so 
their cancers are more advanced when they receive a diagnosis. In 
fact, the tumors are often so big that they require a dose 
of chemotherapy to shrink the growths before surgery 
can even be attempted. These circumstances afforded 
Chang a unique opportunity to look at drug resistance. 

Chang began taking biopsies of the tumors before 

and after chemotherapy. When she, along with Jeffrey M. Rosen 
of Baylor College of Medicine, and colleagues compared these bi-
opsies, they found that the samples taken after treatment con-
tained a greater proportion of what appeared to be cancer stem 
cells, as determined by the presence of certain proteins on their 
surface. Before the treatment, the putative cancer stem cells ac-
counted for about 4.7 percent of the tumor, on average. After 12 
weeks of chemotherapy, the ratio had risen to 13.6 percent, sug-
gesting that the cancer stem cells were better able to survive che-
motherapy than other cells in the tumor. In addition, when the 
cells from the postchemotherapy biopsies were grown in suspen-
sion, they formed more multicellular balls than the prechemo-
therapy ones, something only stem cells typically do. 

CONTROVERSY 
 To date, researchers have reported finding evidence of cancer 
stem cells in tumors of the breast, brain, skin, colon, prostate, 
pancreas and liver, among others. But as more and more scien-
tists have joined the field—and tried to replicate one another’s 
work—the picture has gotten a lot more complicated. In 2008, 
for example, Sean J. Morrison, director of the University of 
Michigan Center for Stem Cell Biology, found that if he tweaked 
a test, or assay, in mice that is used to detect cancer stem cells, 
he could dramatically change the results. A previous study had 
suggested that only one cell out of every million was a melano-
ma stem cell. Morrison found one in four cells could form a tu-
mor. “If you make changes in the assay and you get huge chang-
es in the spectrum of human cancer cells that can form a tumor, 
then that makes you really worry about drawing conclusions,” 
he says. 

Today the field is divided. Although it seems clear that at 
least some cancers follow the stem cell model, researchers dis-
agree over which tumors belong in that category. And no one 
yet knows whether therapies that specifically target cancer 
stem cells will save lives or how best to identify cancer stem 
cells. Nor do researchers understand how cancer stem cells orig-
inate, how often they derive from normal stem cells or whether 
each tumor has just a few or many of the cells. Some of the latest 
study results suggest that a complex mix of both the standard 
model and the cancer stem cell idea comes closest to elucidating 
how cancers form. 

Despite the controversy, the research is prompting scientists 
to pay closer attention to the diverse subsets of cells found 
within all tumors. Ravindra Majeti, a cancer researcher at Stan-
ford University, is working to develop diagnostic tools that in-
dicate how aggressive a particular cancer will be—and there-
fore what type of treatment is needed—based on which genes 
are most active in the tumor cells. The hope is that this ap-
proach would be a more accurate way to gauge a tumor’s de-
gree of malignancy than the standard method, which involves 
examining the cells under a microscope and grading them 
based on their how abnormal they appear. 

For now Elliott will continue to take her yellow 
pills and try to stay positive. “We appreciate every-
thing we do have,” she says, speaking for herself and 
her fellow patients. “But what we really want is a cure 
for this and to live a normal life.” 
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The Perils of Copy Protection
Tech companies handcuff our files to protect against digital pirates.  
The strategy isn’t just annoying for customers—it could be hurting sales

Years ago Saturday Night Live featured a hilarious sketch—a 
talk show called Ruining It for Everyone. The guests were all 
people whose stupid, destructive acts wound up changing soci-
ety forever, adding bureaucracy and rules and making life less 
convenient for the rest of the world. 

There was the guy who poisoned a Tylenol bottle, which led to 
the new world of tamper-proof seals; the woman who first drove 
off without paying for self-serve gas, triggering the era of having 
to prepay; and the guy who first befouled a restaurant bathroom, 
so now only paying customers are allowed to use them.

They should have had the guy who first pirated music. He, after 
all, launched the modern age of copy protection—our current cra-
zy world where the honest are penalized and the pirates go free. 

When the iTunes store opened, every song was copy-protect-
ed. You could play the tracks on a computer or an iPod—but not 
on your cell phone or on any non-Apple music player. 

Internet movies are also ridiculously protected. For example, 
once you rent a movie, you generally have 24 hours to finish 
watching it. That’s idiotic. What if it gets to be bedtime, and you 
want to finish the movie tomorrow night? Don’t these movie ex-
ecutives have children? And why 24 hours? Does it take 25 for a 
hacker to remove the copy protection?

No, of course not. Nonpaying movie buffs don’t have to strip 
off the copy protection; they never even see it. They use BitTor-
rent and get their movies for free. 

Similarly, the proprietary e-book copy-protection schemes of 
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Amazon, Sony and Barnes & Noble ensure that each company’s 
titles can’t be read on rivals’ machines. It’s an attempt to stop 
book pirates, of course—but those people are o   happily down-
loading their books from free piracy sites. 

The biggest problem is that all of this inconvenience is based 
on a gut feeling. In a world without copy protection, would the 
e-book, music and movie industries collapse? Instinct—or at 
least media company executives’ instinct—certainly says so. But 
without some kind of test, nobody can say for sure.

Actually there have been such tests—at least three of them.
I make most of my income writing computer books. To my 

great distress, I discovered that they are widely available online 
as PDF fi les. But when I griped on my blog, my readers chal-
lenged the assumption that I was losing sales.

“First of all,” they said, “you’re counting a lot of people who 
never would have bought the book in the fi rst place. Those don’t 
represent lost sales. And you’re not counting the people who like 
the PDF so much, they go buy the print edition or discover from 
the PDF sample that they like your writing.” One reader chal-
lenged me to a test: make one book available both on paper and as 
an unprotected PDF fi le. Report the e  ect of sales after one year.

I did that. The results were clear: Piracy was ram-
pant. The book was everywhere online. But weirdly, 
my readers were also proved right. Sales of the print-
ed edition did not su  er; in fact, they rose slightly 
year over  year.

A recent satirical children’s book showed how piracy can ac-
tually boost sales. Months before the book came out, a PDF of 
the story was leaked online and promptly went viral. Yet the 
leak generated so much interest in the book that eager readers 
soon pushed it to the top of Amazon’s best-seller list.

Even the music industry came to realize that copy protection 
makes life miserable for the honest customers while doing abso-
lutely nothing to stop the pirates. Today virtually no music fi les 
sold online are copy-protected.

Sure, the online stores still lose sales to music pirates—but 
not measurably more than before. Meanwhile music copy pro-
tection is no longer inconveniencing everybody else.

Until that lesson sinks in with the other industries—e-books, 
movies, television, computer software, maybe even the Trans-
portation Security Administration—I hope Saturday Night Live 

someday remakes that talk-show skit. Can’t you just 
see the list of modern Ruining It for Everyone guests? 
The guy who wrote the fi rst computer virus, the very 
fi rst spammer, the fi rst person who tried to sneak a 
bomb through airport security in his shoes. . . .  

THE SIX (LEGAL) WAYS 
TO GET MUSIC ONLINE

 Scientifi cAmerican.com/
aug2011/pogue

COPY PROTECTION MAKES LIFE MISERABLE 
for the honest customers while doing 
absolutely nothing to stop the pirates.
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Amazon, Sony and Barnes & Noble ensure that each company’s 
titles can’t be read on rivals’ machines. It’s an attempt to stop 
book pirates, of course—but those people are off happily down-
loading their books from free piracy sites. 

The biggest problem is that all of this inconvenience is based 
on a gut feeling. In a world without copy protection, would the 
e-book, music and movie industries collapse? Instinct—or at 
least media company executives’ instinct—certainly says so. But 
without some kind of test, nobody can say for sure.

Actually there have been such tests—at least three of them.
I make most of my income writing computer books. To my 

great distress, I discovered that they are widely available online 
as PDF files. But when I griped on my blog, my readers chal-
lenged the assumption that I was losing sales.

“First of all,” they said, “you’re counting a lot of people who 
never would have bought the book in the first place. Those don’t 
represent lost sales. And you’re not counting the people who like 
the PDF so much, they go buy the print edition or discover from 
the PDF sample that they like your writing.” One reader chal-
lenged me to a test: make one book available both on paper and as 
an unprotected PDF file. Report the effect of sales after one year.

I did that. The results were clear: Piracy was ram-
pant. The book was everywhere online. But weirdly, 
my readers were also proved right. Sales of the print-
ed edition did not suffer; in fact, they rose slightly 
year over year.

A recent satirical children’s book showed how piracy can ac-
tually boost sales. Months before the book came out, a PDF of 
the story was leaked online and promptly went viral. Yet the 
leak generated so much interest in the book that eager readers 
soon pushed it to the top of Amazon’s best-seller list.

Even the music industry came to realize that copy protection 
makes life miserable for the honest customers while doing abso-
lutely nothing to stop the pirates. Today virtually no music files 
sold online are copy-protected.

Sure, the online stores still lose sales to music pirates—but 
not measurably more than before. Meanwhile music copy pro-
tection is no longer inconveniencing everybody else.

Until that lesson sinks in with the other industries—e-books, 
movies, television, computer software, maybe even the Trans-
portation Security Administration—I hope Saturday Night Live 

someday remakes that talk-show skit. Can’t you just 
see the list of modern Ruining It for Everyone guests? 
The guy who wrote the first computer virus, the very 
first spammer, the first person who tried to sneak a 
bomb through airport security in his shoes. . . .  
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COPY PROTECTION MAKES LIFE MISERABLE 
for the honest customers while doing  
absolutely nothing to stop the pirates.

© 2011 Scientific American © 2011 Scientific American

TechnoFiles by David Pogue

36 Scientific American, August 2011

David Pogue� is the personal-technology columnist 
for the New York Times and an Emmy Award–winning 
correspondent for CBS News.

The Perils of Copy Protection
Tech companies handcuff our files to protect against digital pirates. 
The strategy isn’t just annoying for customers—it could be hurting sales
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talk show called Ruining It for Everyone. The guests were all 
people whose stupid, destructive acts wound up changing soci-
ety forever, adding bureaucracy and rules and making life less 
convenient for the rest of the world. 

There was the guy who poisoned a Tylenol bottle, which led to 
the new world of tamper-proof seals; the woman who first drove 
off without paying for self-serve gas, triggering the era of having 
to prepay; and the guy who first befouled a restaurant bathroom, 
so now only paying customers are allowed to use them.

They should have had the guy who first pirated music. He, after 
all, launched the modern age of copy protection—our current cra-
zy world where the honest are penalized and the pirates go free. 

When the iTunes store opened, every song was copy-protect-
ed. You could play the tracks on a computer or an iPod—but not 
on your cell phone or on any non-Apple music player. 

Internet movies are also ridiculously protected. For example, 
once you rent a movie, you generally have 24 hours to finish 
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want to finish the movie tomorrow night? Don’t these movie ex-
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book pirates, of course—but those people are o   happily down-
loading their books from free piracy sites. 

The biggest problem is that all of this inconvenience is based 
on a gut feeling. In a world without copy protection, would the 
e-book, music and movie industries collapse? Instinct—or at 
least media company executives’ instinct—certainly says so. But 
without some kind of test, nobody can say for sure.

Actually there have been such tests—at least three of them.
I make most of my income writing computer books. To my 

great distress, I discovered that they are widely available online 
as PDF fi les. But when I griped on my blog, my readers chal-
lenged the assumption that I was losing sales.

“First of all,” they said, “you’re counting a lot of people who 
never would have bought the book in the fi rst place. Those don’t 
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lenged me to a test: make one book available both on paper and as 
an unprotected PDF fi le. Report the e  ect of sales after one year.

I did that. The results were clear: Piracy was ram-
pant. The book was everywhere online. But weirdly, 
my readers were also proved right. Sales of the print-
ed edition did not su  er; in fact, they rose slightly 
year over  year.

A recent satirical children’s book showed how piracy can ac-
tually boost sales. Months before the book came out, a PDF of 
the story was leaked online and promptly went viral. Yet the 
leak generated so much interest in the book that eager readers 
soon pushed it to the top of Amazon’s best-seller list.

Even the music industry came to realize that copy protection 
makes life miserable for the honest customers while doing abso-
lutely nothing to stop the pirates. Today virtually no music fi les 
sold online are copy-protected.

Sure, the online stores still lose sales to music pirates—but 
not measurably more than before. Meanwhile music copy pro-
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I
n the past decade an extraordinary claim has captivated cosmologists: that the expanding 
universe we see around us is not the only one; that billions of other universes are out there, 
too. There is not one universe—there is a multiverse. In Scientific American articles and 
books such as Brian Greene’s latest, The Hidden Reality, leading scientists have spoken of a 
super-Copernican revolution. In this view, not only is our planet one among many, but even 

our entire universe is insignificant on the cosmic scale of things. It is just one of countless uni-
verses, each doing its own thing. 

The word “multiverse” has different meanings. Astronomers are able to see out to a distance 
of about 42 billion light-years, our cosmic visual horizon. We have no reason to suspect the uni-
verse stops there. Beyond it could be many—even infinitely many—domains much like the one 
we see. Each has a different initial distribution of matter, but the same laws of physics operate 
in all. Nearly all cosmologists today (including me) accept this type of multiverse, which Max 
Tegmark calls “level 1.” Yet some go further. They suggest completely different kinds of univers-
es, with different physics, different histories, maybe different numbers of spatial dimensions. 
Most will be sterile, although some will be teeming with life. A chief proponent of this “level 2” 

COS M O LO GY

DOES THE 
MULTIVERSE 
REALLY EXIST? 
Proof of parallel universes radically different from  
our own may still lie beyond the domain of science

By George F. R. Ellis
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I N  B R I E F

The notion of parallel universes 
leapt out of the pages of fiction 
into scientific journals in the 1990s. 
Many scientists claim that mega-
millions of other universes, each 
with its own laws of physics, lie out 
there, beyond our visual horizon. 
They are collectively known as the 
multiverse. 
The trouble is that no possible as-
tronomical observations can ever 
see those other universes. The ar-
guments are indirect at best. And 
even if the multiverse exists, it 
leaves the deep mysteries of na-
ture unexplained. 

George F. R. Ellis is a cosmologist and emeritus mathematics pro-
fessor at the University of Cape Town in South Africa. He is one of the 
world’s leading experts on Einstein’s general theory of relativity and 
co-author, with Stephen Hawking, of the seminal book The Large 
Scale Structure of Space-Time (Cambridge University Press, 1975).
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multiverse is Alexander Vilenkin, who paints a dramatic picture 
of an infinite set of universes with an infinite number of galax-
ies, an infinite number of planets and an infinite number of peo-
ple with your name who are reading this article.

Similar claims have been made since antiquity by many cul-
tures. What is new is the assertion that the multiverse is a scien-
tific theory, with all that implies about being mathematically 
rigorous and experimentally testable. I am skeptical about this 
claim. I do not believe the existence of those other universes has 
been proved—or ever could be. Proponents of the multiverse, as 
well as greatly enlarging our conception of physical reality, are 
implicitly redefining what is meant by “science.”

OVER THE HORIZON
those who subscribe to a broad conception of the multiverse 
have various proposals as to how such a proliferation of univers-
es might arise and where they would all reside. They might be 
sitting in regions of space far beyond our own, as envisaged by 
the chaotic inflation model of Alan H. Guth, Andrei Linde and 
others [see “The Self-Reproducing Inflationary Universe,” by 
Andrei Linde; Scientific American, November 1994]. They might 
exist at different epochs of time, as proposed in the cyclic uni-
verse model of Paul J. Steinhardt and Neil Turok [see “The Myth 
of the Beginning of Time,” by Gabriele Veneziano; Scientific 
American, May 2004]. They might exist in the same space we do 
but in a different branch of the quantum wave function, as advo-
cated by David Deutsch [see “The Quantum Physics of Time 
Travel,” by David Deutsch and Michael Lockwood; Scientific 
American, March 1994]. They might not have a location, being 
completely disconnected from our spacetime, as suggested by 

Tegmark and Dennis Sciama [see “Parallel Universes,” by Max 
Tegmark; Scientific American, May 2003].

Of these options, the most widely accepted is that of chaotic 
inflation, and I will concentrate on it; however, most of my re-
marks apply to all the other proposals as well. The idea is that 
space at large is an eternally expanding void, within which 
quantum effects continually spawn new universes like a child 
blowing bubbles. The concept of inflation goes back to the 
1980s, and physicists have elaborated on it based on their most 
comprehensive theory of nature: string theory. String theory al-
lows bubbles to look very different from one another. In effect, 
each begins life not only with a random distribution of matter 
but also with random types of matter. Our universe contains 
particles such as electrons and quarks interacting through forc-
es such as electromagnetism; other universes may have very dif-
ferent types of particles and forces—which is to say, different lo-
cal laws of physics. The full set of allowed local laws is known as 
the landscape. In some interpretations of string theory, the land-
scape is immense, ensuring a tremendous diversity of universes.

Many physicists who talk about the multiverse, especially ad-
vocates of the string landscape, do not care much about parallel 
universes per se. For them, objections to the multiverse as a con-
cept are unimportant. Their theories live or die based on internal 
consistency and, one hopes, eventual laboratory testing. They as-
sume a multiverse context for their theories without worrying 
about how it comes to be—which is what concerns cosmologists.

For a cosmologist, the basic problem with all multiverse pro-
posals is the presence of a cosmic visual horizon. The horizon is 
the limit to how far away we can see, because signals traveling 
toward us at the speed of light (which is finite) have not had time 

Illustrations by Chad Hagen

What Lies Beyond?
When astronomers peer into the universe, they 
see out to a distance of about 42 billion light-
years‚ our cosmic horizon, which represents how 
far light has been able to travel since the big bang 
(as well as how much the universe has expanded 
in size since then). Assuming that space does not 
just stop there and may well be infinitely big, cos-
mologists make educated guesses as to what the 
rest of it looks like.

Level 1 Multiverse: Plausible The most straightforward 
assumption is that our volume of space is a representative 
sample of the whole. Distant alien beings see different 
volumes‚ but all of these look basically alike, apart from 
random variations in the distribution of matter. Together these 
regions, seen and unseen, form a basic type of multiverse.

Level 2 Multiverse: Questionable Many cosmologists  
go further and speculate that, sufficiently far away, things 
look quite different from what we see. Our environs may  
be one of many bubbles floating in an otherwise empty 
background. The laws of physics would differ from bubble  
to bubble, leading to an almost inconceivable variety of 
outcomes. Those other bubbles may be impossible to observe 
even in principle. The author and other skeptics feel dubious 
about this type of multiverse.

42 billion light-years

Us

T H E  P E R I L S  O F  E XT R A P O L AT I O N 

Observable Universe
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since the beginning of the universe to reach us from farther out. 
All the parallel universes lie outside our horizon and remain be-
yond our capacity to see, now or ever, no matter how technology 
evolves. In fact, they are too far away to have had any influence 
on our universe whatsoever. That is why none of the claims made 
by multiverse enthusiasts can be directly substantiated.

The proponents are telling us we can state in broad terms 
what happens 1,000 times as far as our cosmic horizon, 10100

times, 101,000,000 times, an infinity—all from data we obtain with-
in the horizon. It is an extrapolation of an extraordinary kind. 
Maybe the universe closes up on a very large scale, and there is 
no infinity out there. Maybe all the matter in the universe ends 
somewhere, and there is empty space forever after. Maybe 
space and time come to an end at a singularity that bounds the 
universe. We just do not know what actually happens, for we 
have no information about these regions and never will.

SEVEN QUESTIONABLE ARGUMENTS
most multiverse proponents are careful scientists who are quite 
aware of this problem but think we can still make educated 
guesses about what is going on out there. Their arguments fall 
into seven broad types, each of which runs into trouble.

Space has no end. Few dispute that space extends beyond 
our cosmic horizon and that many other domains lie beyond 
what we see. If this limited type of multiverse exists, we can ex-
trapolate what we see to domains beyond the horizon, with more 
and more uncertainty as regards the farther-out regions. It is 
then easy to imagine more elaborate types of variation, including 
alternative physics occurring out where we cannot see. But the 
trouble with this type of extrapolation, from the known to the un-

known, is that no one can prove you wrong. How can scientists 
decide whether their picture of an unobservable region of space-
time is a reasonable or an unreasonable extrapolation of what we 
see? Might other universes have different initial distributions of 
matter, or might they also have different values of fundamental 
physical constants, such as those that set the strength of nuclear 
forces? You could get either, depending on what you assume.

Known physics predicts other domains. Proposed unified 
theories predict entities such as scalar fields, a hypothesized rel-
ative of other space-filling fields such as the magnetic field. Such 
fields should drive cosmic inflation and create universes ad infi-
nitum. These theories are well grounded theoretically, but the 
nature of the hypothesized fields is unknown, and experimental-
ists have yet to demonstrate their existence, let alone measure 
their supposed properties. Crucially, physicists have not substan-
tiated that the dynamics of these fields would cause different 
laws of physics to operate in different bubble universes.

The theory that predicts an infinity of universes passes a 
key observational test. The cosmic microwave background ra-
diation reveals what the universe looked like at the end of its hot 
early expansion era. Patterns in it suggest that our universe really 
did undergo a period of inflation. But not all types of inflation go 
on forever and create an infinite number of bubble universes. Ob-
servations do not single out the required type of inflation from 
other types. Some cosmologists such as Steinhardt even argue 
that eternal inflation would have led to different patterns in the 
background radiation than we see [see “The Inflation Debate,” by 
Paul J. Steinhardt; Scientific American, April]. Linde and others 
disagree. Who is right? It all depends on what you assume about 
the physics of the inflationary field.

Us Us

Level 1 Multiverse Level 2 Multiverse
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Fundamental constants are finely tuned for life. A re-
markable fact about our universe is that physical constants have 
just the right values needed to allow for complex structures, in-
cluding living things. Steven Weinberg, Martin Rees, Leonard 
Susskind and others contend that an exotic multiverse provides a 
tidy explanation for this apparent coincidence: if all possible val-
ues occur in a large enough collection of universes, then viable 
ones for life will surely be found somewhere. This reasoning has 
been applied, in particular, to explaining the density of the dark 
energy that is speeding up the expansion of the universe today. I 
agree that the multiverse is a possible valid explanation for the 
value of this density; arguably, it is the only scientifically based 
option we have right now. But we have no hope of testing it obser-
vationally. Additionally, most analyses of the issue assume the ba-
sic equations of physics are the same everywhere, with only the 
constants differing—but if one takes the multiverse seriously, this 
need not be so [see “Looking for Life in the Multiverse,” by Alejan-
dro Jenkins and Gilad Perez; Scientific American, January 2010].

Fundamental constants match multiverse predictions. 
This argument refines the previous one by suggesting that the 
universe is no more finely tuned for life than it strictly needs to 
be. Proponents have assessed the probabilities of various values 
of the dark energy density. The higher the value is, the more 
probable it is, but the more hostile the universe would be to life. 
The value we observe should be just on the borderline of unin-
habitability, and it does appear to be so [see illustration at right]. 
Where the argument stumbles is that we cannot apply a proba-
bility argument if there is no multiverse to apply the concept of 
probability to. This argument thus assumes the desired outcome 
before it starts; it simply is not applicable if there is only one 
physically existing universe. Probability is a probe of the consis-
tency of the multiverse proposal, not a proof of its existence.

String theory predicts a diversity of universes. String 
theory has moved from being a theory that explains everything to 
a theory where almost anything is possible. In its current form, it 
predicts that many essential properties of our universe are pure 
happenstance. If the universe is one of a kind, those properties 
seem inexplicable. How can we understand, for example, the fact 
that physics has precisely those highly constrained properties 
that allow life to exist? If the universe is one of many, those prop-
erties make perfect sense. Nothing singled them out; they are 
simply the ones that arose in our region of space. Had we lived 
elsewhere, we would have observed different properties, if we 
could indeed exist there (life would be impossible in most plac-
es). But string theory is not a tried-and-tested theory; it is not 
even a complete theory. If we had proof that string theory is cor-
rect, its theoretical predictions could be a legitimate, experimen-
tally based argument for a multiverse. We do not have such proof.

All that can happen, happens. In seeking to explain why 
nature obeys certain laws and not others, some physicists and 
philosophers have speculated that nature never made any such 
choice: all conceivable laws apply somewhere. The idea is in-
spired in part by quantum mechanics, which, as Murray Gell-
Mann memorably put it, holds that everything not forbidden is 
compulsory. A particle takes all the paths it can, and what we see 
is the weighted average of all those possibilities. Perhaps the 
same is true of the entire universe, implying a multiverse. But as-
tronomers have not the slightest chance of observing this multi-
plicity of possibilities. Indeed, we cannot even know what the 

possibilities are. We can only make sense of this proposal in the 
face of some unverifiable organizing principle or framework that 
decides what is allowed and what is not—for example, that all 
possible mathematical structures must be realized in some phys-
ical domain (as proposed by Tegmark). But we have no idea what 
kinds of existence this principle entails, apart from the fact that it 
must, of necessity, include the world we see around us. And we 
have no way whatsoever to verify the existence or nature of any 
such organizing principle. It is in some ways an attractive propo-
sition, but its proposed application to reality is pure speculation.

ABSENCE OF EVIDENCE
although the theoretical arguments fall short, cosmologists 
have also suggested various empirical tests for parallel universes. 
The cosmic microwave background radiation might bear some 
traces of other bubble universes if, for example, our universe has 
ever collided with another bubble of the kind implied by the cha-
otic inflation scenario. The background radiation might also con-
tain remnants of universes that existed before the big bang in an 
endless cycle of universes. These are indeed ways one might get 
real evidence of other universes. Some cosmologists have even 
claimed to see such remnants. The observational claims are 
strongly disputed, however, and many of the hypothetically possi-
ble multiverses would not lead to such evidence. So observers can 
test only some specific classes of multiverse models in this way.

A second observational test is to look for variations in one or 

Graphic by Jen Christiansen
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Does the Glove Fit?
 As evidence for a multiverse, proponents often cite the density 
of the dark energy that dominates our universe. The process of 
eternal inflation endows each universe in a multiverse with a 
random density of dark energy. Relatively few universes have 
zero or a low value; most have higher values (blue area). But too 
much dark energy tears apart the complex structures needed to 
sustain life (red area). So most habitable universes should have a 
middling density of dark energy (peak of overlap region)—and, lo 
and behold, our universe does. Multiverse skeptics, though, say 
this reasoning is circular: it holds only if you assume the multi-
verse to begin with. It is a consistency test, not a proof.
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more fundamental constants, which would corroborate the prem-
ise that the laws of physics are not so immutable after all. Some as-
tronomers claim to have found such variations [see “Inconstant 
Constants,” by John D. Barrow and John K. Webb; Scientific Amer-
ican, June 2005]. Most, though, consider the evidence dubious.

A third test is to measure the shape of the observable uni-
verse: Is it spherical (positively curved), hyperbolic (negatively 
curved) or “flat” (uncurved)? Multiverse scenarios generally pre-
dict that the universe is not spherical, because a sphere closes up 
on itself, allowing for only a finite volume. Unfortunately, this test 
is not a clean one. The universe beyond our horizon could have a 
different shape from that in the observed part; what is more, not 
all multiverse theories rule out a spherical geometry.

A better test is the topology of the universe: Does it wrap 
around like a doughnut or pretzel? If so, it would be finite in size, 
which would definitely disprove most versions of inflation and, in 
particular, multiverse scenarios based on chaotic inflation. Such a 
shape would produce recurring patterns in the sky, such as giant 
circles in the cosmic microwave background radiation [see “Is 
Space Finite?” by Jean-Pierre Luminet, Glenn D. Starkman and 
Jeffrey R. Weeks; Scientific American, April 1999]. Observers have 
looked for and failed to find any such patterns. But this null result 
cannot be taken as a point in favor of the multiverse.

Finally, physicists might hope to prove or disprove some of 
the theories that predict a multiverse. They might find observa-
tional evidence against chaotic versions of inflation or discover a 
mathematical or empirical inconsistency that forces them to 
abandon the landscape of string theory. That scenario would un-
dermine much of the motivation for supporting the multiverse 
idea, although it would not rule the concept out altogether.

TOO MUCH WIGGLE ROOM
all in all, the case for the multiverse is inconclusive. The basic 
reason is the extreme flexibility of the proposal: it is more a con-
cept than a well-defined theory. Most proposals involve a patch-
work of different ideas rather than a coherent whole. The basic 
mechanism for eternal inflation does not itself cause physics to 
be different in each domain in a multiverse; for that, it needs to 
be coupled to another speculative theory. Although they can be 
fitted together, there is nothing inevitable about it.

The key step in justifying a multiverse is extrapolation from 
the known to the unknown, from the testable to the untestable. 
You get different answers depending on what you choose to ex-
trapolate. Because theories involving a multiverse can explain al-
most anything whatsoever, any observation can be accommodat-
ed by some multiverse variant. The various “proofs,” in effect, 
propose that we should accept a theoretical explanation instead 
of insisting on observational testing. But such testing has, up un-
til now, been the central requirement of the scientific endeavor, 
and we abandon it at our peril. If we weaken the requirement of 
solid data, we weaken the core reason for the success of science 
over the past centuries.

Now, it is true that a satisfactory unifying explanation of 
some range of phenomena carries greater weight than a hodge-
podge of separate arguments for the same phenomena. If the 
unifying explanation assumes the existence of unobservable en-
tities such as parallel universes, we might well feel compelled to 
accept those entities. But a key issue here is how many unverifi-
able entities are needed. Specifically, are we hypothesizing more 

or fewer entities than the number of phenomena to be ex-
plained? In the case of the multiverse, we are supposing the exis-
tence of a huge number—perhaps even an infinity—of unobserv-
able entities to explain just one existing universe. It hardly fits 
14th-century English philosopher William of Ockham’s stricture 
that “entities must not be multiplied beyond necessity.”

Proponents of the multiverse make one final argument: that 
there are no good alternatives. As distasteful as scientists might 
find the proliferation of parallel worlds, if it is the best explana-
tion, we would be driven to accept it; conversely, if we are to give 
up the multiverse, we need a viable alternative. This exploration of 
alternatives depends on what kind of explanation we are prepared 
to accept. Physicists’ hope has always been that the laws of nature 
are inevitable—that things are the way they are because there is 
no other way they might have been—but we have been unable to 
show this is true. Other options exist, too. The universe might be 
pure happenstance—it just turned out that way. Or things might 
in some sense be meant to be the way they are—purpose or intent 
somehow underlies existence. Science cannot determine which is 
the case, because these are metaphysical issues.

Scientists proposed the multiverse as a way of resolving deep 
issues about the nature of existence, but the proposal leaves the 
ultimate issues unresolved. All the same issues that arise in rela-
tion to the universe arise again in relation to the multiverse. If the 
multiverse exists, did it come into existence through necessity, 
chance or purpose? That is a metaphysical question that no phys-
ical theory can answer for either the universe or the multiverse.

To make progress, we need to keep to the idea that empirical 
testing is the core of science. We need some kind of causal contact 
with whatever entities we propose; otherwise, there are no limits. 
The link can be a bit indirect. If an entity is unobservable but ab-
solutely essential for properties of other entities that are indeed 
verified, it can be taken as verified. But then the onus of proving it 
is absolutely essential to the web of explanation. The challenge I 
pose to multiverse proponents is: Can you prove that unseeable 
parallel universes are vital to explain the world we do see? And is 
the link essential and inescapable?

As skeptical as I am, I think the contemplation of the multi-
verse is an excellent opportunity to reflect on the nature of sci-
ence and on the ultimate nature of existence: why we are here. It 
leads to new and interesting insights and so is a productive re-
search program. In looking at this concept, we need an open 
mind, though not too open. It is a delicate path to tread. Parallel 
universes may or may not exist; the case is unproved. We are go-
ing to have to live with that uncertainty. Nothing is wrong with 
scientifically based philosophical speculation, which is what 
multiverse proposals are. But we should name it for what it is. 
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H U M A N  O R I G I N S

the evolution of  
grandparents

Senior citizens may have been the secret  
of our species’ success

By Rachel Caspari

Rachel Caspari is a professor of anthropology  
at Central Michigan University. Her research 
focuses on Neandertals, the origin of modern 
humans and the evolution of longevity. 

I N  B R I E F

People today typically live long enough to become 
grandparents, but this was not always the case. 
Recent analyses of fossil teeth indicate that grand-
parents were rare in ancient populations, such as 

those of the australopithecines and the Neandertals. 
They first became common around 30,000 years ago, 
as evidenced by remains of early modern Europeans. 
This surge in the number of seniors may have been 

a driving force for the explosion of new tool types and 
art forms that occurred in Europe at around the same 
time. It also may explain how modern humans out-
competed archaic groups such as the Neandertals. 

Illustration by Viktor Deak
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During the summer of 1963, when i was six years old, my family traveled 
from our home in Philadelphia to Los Angeles to visit my maternal rela-
tives. I already knew my grandmother well: she helped my mother care for 
my twin brothers, who were only 18 months my junior, and me. When she 
was not with us, my grandmother lived with her mother, whom I met that 
summer for the first time. I come from a long-lived family. My grandmoth-
er was born in 1895, and her mother in the 1860s; both lived almost 100 

years. We stayed with the two matriarchs for several weeks. Through their stories, I learned 
about my roots and where I belonged in a social network spanning four generations. Their 
reminiscences personally connected me to life at the end of the Civil War and the Reconstruc-
tion era and to the challenges my ancestors faced and the ways they persevered.

My story is not unique. Elders play critical roles in human 
societies around the globe, conveying wisdom and providing 
social and economic support for the families of their children 
and larger kin groups. In our modern era, people routinely live 
long enough to become grandparents. But this was not always 
the case. When did grandparents become prevalent, and how 
did their ubiquity affect human evolution? 

Research my colleagues and I have been conducting indi-
cates that grandparent-aged individuals became common rela-
tively recently in human prehistory and that this change came 
at about the same time as cultural shifts toward distinctly mod-
ern behaviors—including a dependence on sophisticated sym-
bol-based communication of the kind that underpins art and 
language. These findings suggest that living to an older age had 
profound effects on the population sizes, social interactions 
and genetics of early modern human groups and may explain 
why they were more successful than archaic humans, such as 
the Neandertals. 

LIVE FAST, DIE YOUNG
the first step in figuring out when grandparents became a fix-
ture in society is assessing the typical age breakdown of past 
populations—what percent were children, adults of childbear-
ing age and parents of those younger adults? Reconstructing 
the demography of ancient populations is tricky business, how-
ever. For one thing, whole populations are never preserved in 
the fossil record. Rather paleontologists tend to recover frag-
ments of individuals. For another, early humans did not neces-
sarily mature at the same rate as modern humans. In fact, mat-
uration rates differ even among contemporary human popula-
tions. But a handful of sites have yielded high enough numbers 
of human fossils in the same layers of sediment that scientists 
can confidently assess the age at death of the remains—which 
is key to understanding the makeup of a prehistoric group. 

A rock-shelter located in the town of Krapina in Croatia, 

about 40 kilometers northwest of the city of Zagreb, is one such 
site. More than a century ago Croatian paleontologist Dragutin 
Gorjanović-Kramberger excavated and described the fragmen-
tary remains of perhaps as many as 70 Neandertal individuals 
there, most of which came from a layer dated to about 130,000 
years ago. The large number of fossils found close to one anoth-
er, the apparently rapid accumulation of the sediments at the 
site and the fact that some of the remains share distinctive, ge-
netically determined features all indicate that the Krapina 
bones approximate the remains of a single population of Nean-
dertals. As often happens in the fossil record, the best-preserved 
remains at Krapina are teeth because the high mineral content 
of teeth protects them from degradation. Fortunately, teeth are 
also one of the best skeletal elements for determining age at 
death, which is achieved by analyzing surface wear and age-re-
lated changes in their internal structure. 

In 1979, before I began my research into the evolution of 
grandparents, Milford H. Wolpoff of the University of Michigan 
at Ann Arbor published a paper, based on dental remains, that 
assessed how old the Krapina Neandertals were when they 
died. Molar teeth erupt sequentially. Using one of the fastest 
eruption schedules observed in modern-day humans as a guide, 
Wolpoff estimated that the first, second and third molars of Ne-
andertals erupted at ages that rounded to six, 12 and 15, respec-
tively. Wear from chewing accumulates at a steady pace over an 
individual’s lifetime, so when the second molar emerges, the 
first already has six years of wear on it, and when the third 
emerges, the second has three years of wear on it. 

Working backward, one can infer, for instance, that a first 
molar with 15 years of wear on it belonged to a 21-year-old Ne-
andertal, a second molar with 15 years of wear on it belonged to 
a 27-year-old and a third molar with 15 years of wear on it be-
longed to a 30-year-old. (These estimates have an uncertainty of 
plus or minus one year.) This wear-based seriation method for 
determining age at death, adapted from a technique developed 
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by dental researcher A.E.W. Miles in 1963, 
works best on samples with large numbers of 
juveniles, which Krapina has in abundance. 
The method loses accuracy when applied to 
the teeth of elderly individuals, whose tooth 
crowns can be too worn to evaluate reliably 
and in some cases may even be totally eroded.

Wolpoff’s work indicated that the Krapina 
Neandertals died young. In 2005, a few years 
after I began researching the evolution of lon-
gevity, I decided to take another look at this 
sample using a novel approach. I wanted to 
make sure that we were not missing older indi-
viduals as a result of the inherent limitations 
of wear-based seriation. Working with Jakov 
Radovčić of the Croatian Natural History Mu-
seum in Zagreb, Steven A. Goldstein, Jeffrey A. 
Meganck and Dana L. Begun, all at Michigan, 
and undergraduate students from Central 
Michigan University, I developed a new non-
destructive method—using high-resolution 
three-dimensional microcomputed tomogra-
phy (µCT)—to reassess how old the Krapina in-
dividuals were when they died. Specifically, we 
looked at the degree of development of a type 
of tissue within the tooth called secondary den-
tin; the volume of secondary dentin increases 
with age and provides a way to assess how old 
an individual was at death when the tooth 
crown is too worn to be a good indicator. 

Our initial findings, supplemented with 
scans provided by the Max Planck Institute for 
Evolutionary Anthropology in Leipzig, corrob-
orated Wolpoff’s results and validated the 
wear-based seriation method: the Krapina Ne-
andertals had remarkably high mortality rates; 
no one survived past age 30. (This is not to say 
that Neandertals across the board never lived 
beyond 30. A few individuals from sites other 
than Krapina were around 40 when they died.)

By today’s standards, the Krapina death pattern is unimagi-
nable. After all, for most people age 30 is the prime of life. And 
hunter-gatherers lived beyond 30 in the recent past. Yet the 
Krapina Neandertals are not unique among early humans. The 
few other human fossil localities with large numbers of individ-
uals preserved, such as the approximately 600,000-year-old 
Sima de los Huesos site in Atapuerca, Spain, show similar pat-
terns. The Sima de los Huesos people had very high levels of ju-
venile and young adult mortality, with no one surviving past 35 
and very few living even that long. It is possible that cata-
strophic events or the particular conditions under which the 
remains became fossilized somehow selected against the pres-
ervation of older individuals at these sites. But the broad sur-
veys of the human fossil record—including the material from 
these unusually rich sites and other sites containing fewer indi-
viduals—that my colleagues and I have conducted indicate that 
dying young was the rule, not the exception. To paraphrase 
words attributed to British philosopher Thomas Hobbes, pre-
historic life really was nasty, brutish and short.

RISE OF THE GRANDPARENTS
this new µct approach has the potential to provide a high-reso-
lution picture of the ages of older individuals in other fossil hu-
man populations. But a few years ago, before we hit on this 
technique, Sang-Hee Lee of the University of California, River-
side, and I were ready to start looking for evidence of changes 
in longevity over the course of human evolution. We turned to 
the best approach available at the time: wear-based seriation.

We faced a daunting challenge, though. Most human fossils 
do not come from sites, such as Krapina, that preserve so many 
individuals that the remains can be considered reflective of their 
larger populations. And the smaller the number of contempora-
neous individuals found at a site, the more difficult it is to reli-
ably estimate how old members were when they died because of 
the statistical uncertainties associated with small samples. 

But we realized that we could get at the question of when 
grandparents started becoming common in another way. In-
stead of asking how long individuals lived, we asked how many 
of them lived to be old. That is, rather than focusing on absolute 
ages, we calculated relative ages and asked what proportion of 

Growing Older 
Analyses of the fossilized teeth of hundreds of individuals spanning three  
million years indicate that living long enough to reach grandparenthood be-
came common relatively late in human evolution. The author and her col-
league assessed the proportion of older (grandparent-aged) adults relative to 
younger adults in four groups of human ancestors—australopithecines, early 
members of the genus Homo, Neandertals and early modern Europeans—and 
found that the ratio increased only modestly over the course of human evolu-
tion until around 30,000 years ago, when it skyrocketed.

F I N D I N G S 
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adults survived to the age at which one could first become a 
grandparent. Our objective was to evaluate changes over evolu-
tionary time in the ratio of older to younger adults—the so-
called OY ratio. Among primates, including humans up until 
very recently, the third molar erupts at about the same time that 
an individual becomes an adult and reaches reproductive age. 
Based on data from Neandertals and contemporary hunter-
gatherer populations, we inferred that fossil humans got their 
third molars and had their first child at around age 15. And we 
considered double that age to mark the beginning of grandpar-
enthood—just as some women today can potentially give birth 
at age 15 and those women can become grandmothers when 
their own children reach age 15 and reproduce. 

For our purposes, then, any archaic individual judged to be 
30 years old or more qualified as an older adult—one old enough 
to have become a grandparent. But the beauty of the OY ratio 
approach is that regardless of whether maturation occurred at 
10, 15 or 20 years, the number of older and younger individuals 
in a sample would be unaffected because the start of older adult-
hood would change accordingly. And because we were only 
looking to place the fossils in these two broad categories, we 
could include large numbers of smaller fossil samples in our 
analysis without worrying about uncertainties in absolute ages.

We calculated the OY ratios for four large aggregates of fos-
sil samples totaling 768 individuals spanning a period of three 
million years. One aggregate comprised later australopithe-
cines—those primitive relatives of “Lucy,” who lived in East Af-
rica and South Africa from three million to 1.5 million years 
ago. Another aggregate consisted of early members of our ge-
nus, Homo, from around the globe who lived between two mil-
lion and 500,000 years ago. The third group was the European 
Neandertals from 130,000 to 30,000 years ago. And the last 
consisted of modern Europeans from the early Upper Paleolith-

ic period, who lived between about 30,000 and 20,000 years 
ago and left behind sophisticated cultural remains. 

Although we expected to find increases in longevity over 
time, we were unprepared for how striking our results would 
turn out to be. We observed a small trend of increased longevi-
ty over time among all samples, but the difference between ear-
lier humans and the modern humans of the Upper Paleolithic 
was a dramatic fivefold increase in the OY ratio. Thus, for every 
10 young adult Neandertals who died between the ages of 15 
and 30, there were only four older adults who survived past age 
30; in contrast, for every 10 young adults in the European Up-
per Paleolithic death distribution, there were 20 potential 
grandparents. Wondering whether the higher numbers of buri-
als at Upper Paleolithic sites might account for the high num-
ber of older adults in that sample, we reanalyzed our Upper Pa-
leolithic sample, using only those remains that had not been 
buried. But we got similar results. The conclusion was inescap-
able: adult survivorship soared very late in human evolution. 

BIOLOGY OR CULTURE?
now that lee and i had established that the number of potential 
grandparents surged at some point in the evolution of anatomical-
ly modern humans, we had another question on our hands: What 
was it that brought about this change? There were two possibili-
ties. Either longevity was one of the constellations of genetically 
controlled traits that biologically distinguished anatomically mod-
ern humans from their predecessors, or it did not come along with 
the emergence of modern anatomy and was instead the result of a 
later shift in behavior. Anatomically modern humans did not 
burst onto the evolutionary scene making the art and advanced 
weaponry that define Upper Paleolithic culture. They originated 
long before those Upper Paleolithic Europeans, more than 100,000 
years ago, and for most of that time they and their anatomically 

Culture Comes of Age
A marked increase in adult survivorship starting around 30,000 years ago in Europe may account for the dramatic cultural shift  
that ensued there as the comparatively simple technology of the Middle Paleolithic gave way to the sophisticated weapons and art  
of the Upper Paleolithic. Representative artifacts from both cultural traditions are shown here.

C O N S E Q U E N C E S 

Upper Paleolithic

Bone flute from  
Hohle Fels, Germany

Wolf tooth pendant from 
Abri Castanet, France 

Ceramic Venus figurine from 
Dolni Vestonice, Czech Republic

Middle Paleolithic

Flint point (left) and 
side scraper (right) 
from Le Moustier, 
France

Stone double-sided 
scraper from 
Combe Grenal, 
France 

Stone burin from 
Brassempouy, France  

ARTIFACTS NOT TO SCALE
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archaic contemporaries the Neandertals used the same, simpler 
Middle Paleolithic technology. (Members of both groups appear to 
have dabbled in making art and sophisticated weapons before the 
Upper Paleolithic, but these traditions were ephemeral compared 
with the ubiquitous and enduring ones that characterize that later 
period.) Although our study indicated that a large increase in 
grandparents was unique to anatomically modern humans, it 
alone could not distinguish between the biological explanation 
and the cultural one, because the modern humans we looked at 
were both anatomically and behaviorally modern. Could we trace 
longevity back to earlier anatomically modern humans who were 
not yet behaviorally modern? 

To address this question, Lee and I analyzed Middle Paleo-
lithic humans from sites in western Asia dating to between 
about 110,000 and 40,000 years ago. Our sample included both 
Neandertals and modern humans, all associated with the same 
comparatively simple artifacts. This approach allowed us to 
compare the OY ratios of two biologically distinct groups 
(many scholars consider them to be separate species) who lived 
in the same region and had the same cultural complexity. We 
found that the Neandertals and modern humans from western 
Asia had statistically identical OY ratios, ruling out the possi-
bility that a biological shift accounted for the increase in adult 
survivorship seen in Upper Paleolithic Europeans. Both west-
ern Asian groups had roughly even proportions of older and 
younger adults, putting their OY ratios between those of the 
Neandertals and early modern humans from Europe. 

Compared with European Neandertals, a much larger pro-
portion of western Asian Neandertals (and modern humans) 
lived to be grandparents. This is not unexpected—the more 
temperate environment of western Asia would have been far 
easier to survive in than the harsh ecological conditions of Ice 
Age Europe. Yet if the more temperate environment of western 
Asia accounts for the elevated adult survivorship seen in the 
Middle Paleolithic populations there, the longevity of Upper 
Paleolithic Europeans is even more impressive. Despite living 
in much harsher conditions, the Upper Paleolithic Europeans 
had an OY ratio more than double that of the Middle Paleolith-
ic modern humans. 

SENIOR MOMENTS
we do not know exactly what those Upper Paleolithic Europe-
ans started doing culturally that allowed so many more of them 
to live to older age. But there can be no doubt that this increased 
adult survivorship itself had far-reaching effects. As Kristen 
Hawkes of the University of Utah, Hillard Kaplan of the Univer-
sity of New Mexico and others have shown in their studies of 
several modern-day hunter-gatherer groups, grandparents rou-
tinely contribute economic and social resources to their descen-
dants, increasing both the number of offspring their children 
can have and the survivorship of their grandchildren. Grand-
parents also reinforce complex social connections—like my 
grandmother did in telling stories of ancestors that linked me to 
other relatives in my generation. Such information is the foun-
dation on which human social organization is built. 

Elders transmit other kinds of cultural knowledge, too—
from environmental (what kinds of plants are poisonous or 
where to find water during times of drought, for example) to 
technological (how to weave a basket or knap a stone knife, per-

haps). Studies led by Pontus Strimling of Stockholm University 
have shown that repetition is a critical factor in the transmis-
sion of the rules and traditions of one’s culture. Multigenera-
tional families have more members to hammer home important 
lessons. Thus, longevity presumably fostered the intergenera-
tional accumulation and transfer of information that encour-
aged the formation of intricate kinship systems and other social 
networks that allow us to help and be helped when the going 
gets tough. 

Increases in longevity would also have translated into in-
creases in population size by adding an age group that was not 
there in the past and that was still fertile. And large populations 
are major drivers of new behaviors. In 2009 Adam Powell of 
University College London and his colleagues published a paper 
in Science showing that population density figures importantly 
in the maintenance of cultural complexity. They and many other 
researchers argue that larger populations promoted the devel-
opment of extensive trade networks, complex systems of coop-
eration, and material expressions of individual and group iden-
tity ( jewelry, body paint, and so on). Viewed in that light, the 
hallmark features of the Upper Paleolithic—the explosive in-
crease in the use of symbols, for instance, or the incorporation 
of exotic materials in tool manufacture—look as though they 
might well have been consequences of swelling population size. 

Growing population size would have affected our forebears 
another way, too: by accelerating the pace of evolution. As John 
Hawks of the University of Wisconsin–Madison has empha-
sized, more people mean more mutations and opportunities for 
advantageous mutations to sweep through populations as their 
members reproduce. This trend may have had an even more 
striking effect on recent humans than on Upper Paleolithic 
ones, compounding the dramatic population growth that ac-
companied the domestication of plants 10,000 years ago. In 
their 2009 book The 10,000 Year Explosion, Gregory Cochran 
and Henry Harpending, both at the University of Utah, de-
scribe multiple gene variants—from those influencing skin col-
or to those that determine tolerance of cow milk—that arose 
and spread swiftly over the past 10,000 years, thanks to the 
ever larger numbers of breeding individuals.

The relation between adult survivorship and the emergence of 
sophisticated new cultural traditions, starting with those of the 
Upper Paleolithic, was almost certainly a positive feedback pro-
cess. Initially a by-product of some sort of cultural change, lon-
gevity became a prerequisite for the unique and complex behav-
iors that signal modernity. These innovations in turn promoted 
the importance and survivorship of older adults, which led to the 
population expansions that had such profound cultural and ge-
netic effects on our predecessors. Older and wiser, indeed. 

M O R E  T O  E X P L O R E

 Older Age Becomes Common Late in Human Evolution. Rachel Caspari and Sang-Hee 
Lee in Proceedings of the National Academy of Sciences USA, Vol. 101, No. 30, pages 10895–
10900; July 27, 2004.
Is Human Longevity a Consequence of Cultural Change or Modern Human Biology? 
Rachel Caspari and Sang-Hee Lee in American Journal of Physical Anthropology, Vol. 129, 
pages 512–517; April 2006. 
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N EU ROSC I E N C E

HOW TO BUILD A  
BETTER LEARNER
Brain studies suggest new ways to improve reading,  
writing and arithmetic—and even social skills

By Gary Stix 

Thinking cap records electrical signals from the brain of one-year-old Elise Hardwick, who is helping  
scientists figure out how the youngest children process sounds that make up the building blocks of language. 
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Benasich is one of a cadre of research-
ers employing brain-recording techniques 
to understand the essential processes 
that underlie learning. The new science 
of neuroeducation seeks the answers to 
questions that have always perplexed 
cognitive psychologists and pedagogues. 

How, for instance, does a newborn’s 
ability to process sounds and images re-
late to the child’s capacity to learn letters 
and words a few years later? What does a 
youngster’s capacity for staying mentally 
focused in preschool mean for later aca-
demic success? What can educators do to 
foster children’s social skills—also vital 

in the classroom? Such studies can com-
plement the wealth of knowledge estab-
lished by psychological and educational 
research programs.

 They also promise to offer new ideas, 
grounded in brain science, for making 
better learners and for preparing babies 
and toddlers for reading, writing, arith-
metic, and survival in the complex social 
network of nursery school and beyond. 
Much of this work focuses on the first 
years of life and the early grades of ele-
mentary school because some studies 
show that the brain is most able to 
change at that time.

THE AHA! INSTANT
benasich studies anomalies in the way 
the brains of the youngest children per-
ceive sound, a cognitive process funda-
mental to the understanding of lan-
guage, which, in turn, forms the basis for 
reading and writing skills. The former 
nurse, who went on to earn two doctor-
ates, focuses on what she calls the aha! 
instant—an abrupt transition in electri-
cal activity in the brain that signals that 
something new has been recognized. 

Researchers at Benasich’s lab in New-
ark, N.J., expose Lucas and other infants 
to tones of a certain frequency and dura-
tion. They then record a change in the 
electrical signals generated in the brain 
when a different frequency is played. 
Typically the electroencephalographic 
(EEG) trace peaks downward in response 
to the change—indicating that the brain 
essentially says, “Yes, something has 
changed”; a delay in the response time to 
the different tones means that the brain 
has not detected the new sound quickly 
enough. The research has found that this 
pattern of sluggish electrical activity at 
six months can predict language issues 

Eight-month-old lucas kronmiller 
has just had the surface of his large-
ly hairless head fitted with a cap of 
128 electrodes. A research assistant 
in front of him is frantically blowing 
bubbles to entertain him. But Lucas 
seems calm and content. He has, af-

ter all, come here, to the Infancy Studies Laboratory at Rut-
gers University, repeatedly since he was just four months old, 
so today is nothing unusual. He—like more than 1,000 other 
youngsters over the past 15 years—is helping April A. Benasich 
and her colleagues to find out whether, even at the earliest age, 
it is possible to ascertain if a child will go on to experience dif-
ficulties in language that will prove a burdensome handicap 
when first entering elementary school. 

I N  B R I E F

The technology and research meth-
ods of the neuroscientist have started 
to reveal, at the most basic level, what 
happens in the brain when we learn 
something new.

As these studies mature, it may be-
come possible for a preschooler or even 
an infant to engage in simple exercises 
to ensure that the child is cognitively 
equipped for school. 

If successful, such interventions could 
potentially have a huge effect on edu-
cational practices by drama tically re-
ducing the incidence of various learn-  
ing disabilities. 

Scientists, educators and parents 
must also beware overstated claims for 
brain-training methods that purport to 
help youngsters but have not been 
proved to work. 
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at three to five years of age. Differences 
in activity that persist during the toddler 
and preschool years can foretell prob-
lems in development of the brain circuit-
ry that processes the rapid transitions 
occurring during perception of the basic 
units of speech. If children fail to hear or 
process components of speech—say, a 
“da” or a “pa”—quickly enough as tod-
dlers, they may lag in “sounding out” 
written letters or syllables in their head, 
which could later impede fluency in 
reading. These recent findings offer 
more rigorous confirmation of other re-
search by Benasich showing that chil-
dren who encounter early problems in 
processing these sounds test poorly on 
psychological tests of language eight or 
nine years later.

If Benasich and others can diagnose 
future language problems in infants, 
they may be able to correct them by ex-
ploiting the inherent plasticity of the de-
veloping brain—its capacity to change in 
response to new experiences. They may 
even be able to improve basic function-
ing for an infant whose brain is develop-
ing normally. “The easiest time to make 
sure that the brain is getting set up in a 
way that’s optimal for learning may be in 
the first part of the first year,” she says. 

Games, even in the crib, could be one 
answer. Benasich and her team have de-
vised a game that trains a baby to react 
to a change in tone by turning the head 
or shifting the eyes (detected with a 
tracking sensor). When the movement 
occurs, a video snippet plays, a reward 
for good effort. In a preliminary study 
reported late last year, this brain train-
ing for babies, practiced over a period of 
weeks, enabled a group of 15 healthy in-
fants to react more quickly to tones than 
a control group did. Benasich hopes that 
her research will confirm that the game 
might also assist infants impaired in 
processing these sounds to respond 
more quickly. She has started to confer 
with a toy developer interested in creat-
ing a mobile that could be placed on the 
side of a crib at home to train infants in 
perception of rapid sound sequences. 

THE NUMBER SENSE
flexing cognitive muscles early on may 
also help infants tune rudimentary math 
skills. Stanislas Dehaene, a neuroscien-
tist at the French National Institute of 
Health and Medical Research, is a leader 

Toning Up for Language:  
Early Education in the Crib

Scientists at Rutgers University have developed tests to determine whether 
babies with normal hearing process sound optimally deep within the brain (top 
panel). They are exploring whether a game they are devising (bottom panel) 
might ready the youngest children for speaking, listening,  reading and writing. 

T H E  YO U N G E S T  P U P I L S 

Waiting for “Aha” 
The Infancy Studies Laboratory at Rutgers puts an electrode cap on babies to record brain activity while  
the children listen to different sounds. First, they hear high-frequency tones (labeled A below), which elicit  
a certain brain-wave pattern (left). Tones of different pitch (labeled B) intersperse with the initial tones and 
cause a temporary shift in the brain wave (the aha! response) as the brain detects the change (right).  A 
slower or weaker response to this sudden alteration in pitch may predict language problems in later life.  

Brain-wave pattern 1

A tones A tones B tones

Aha! response

A Game for Babies
Infants at Rutgers can learn to process pitch (frequency) more efficiently while also having fun. A child 
learns to turn the head in response to the B tones (left) but not to the A tones (right) and is rewarded with  
a snippet of a video for a correct response. The pace of tone sequences speeds up, and the child learns to 
respond more and more accurately to this fast tempo.

Silence

Time Time

Time Time

Audio pattern 1

Brain-wave pattern 2

Audio pattern 2

A tones B tones

Visual reward for correct head-turn response 

SO
UR

CE
S:

 C
YN

TH
IA

 R
O

ES
LE

R,
 A

PR
IL

 A
. B

EN
AS

IC
H

, T
ER

ES
A 

RE
AL

PE
 A

N
D

 N
AS

EE
M

 C
H

O
UD

H
UR

Y 
Ru

tg
er

s U
ni

ve
rs

ity

© 2011 Scientific American



54 Scientific American, August 2011

M
O

D
IF

IE
D

 F
RO

M
 “P

RI
N

CI
PL

ES
 U

N
D

ER
LY

IN
G 

TH
E 

D
ES

IG
N

 O
F ‘

TH
E 

N
UM

BE
R 

RA
CE

,’ A
N

 A
DA

PT
IV

E 
CO

M
PU

TE
R 

GA
M

E 
FO

R 
RE

M
ED

IA
TI

O
N

 O
F 

DY
SC

AL
CU

LI
A,

” B
Y 

AN
N

A 
J. 

W
IL

SO
N

, S
TA

N
IS

LA
S 

D
EH

AE
N

E,
 P

H
IL

IP
PE

 P
IN

EL
, S

US
AN

N
AH

 K
. R

EV
KI

N
,  

LA
UR

EN
T 

CO
H

EN
 A

N
D

 D
AV

ID
 C

O
H

EN
, I

N
 B

EH
AV

IO
RA

L A
ND

 B
RA

IN
 F

UN
CT

IO
NS

, V
O

L.
 2

; 2
00

6 

Illustration by QuickHoney

in the field of numerical cognition who 
has tried to develop ways to help children 
with early math difficulties. Babies have 
some capability of recognizing numbers 
from birth. When the skill is not in place 
from the beginning, Dehaene says, a child 
may later have difficulty with arithmetic 
and higher math. Interventions that build 
this “number sense,” as Dehaene calls it, 
may help the slow learner avoid years of 
difficulty in math class. 

This line of research contradicts that 
of famed psychologist Jean Piaget, who 
contended that the brains of infants are 
blank slates, or tabula rasa, when it 
comes to making calculations in the crib. 
Children, in Piaget’s view, have to devel-
op a basic idea of what a number is from 
years of interacting with blocks, Cheerios 
or other objects. They eventually learn 
that when the little oat rings get pushed 
around a table, the location differs but 
the number stays the same.

The neuroscience community has 
amassed a body of research showing that 
humans and other animals have a basic 
numerical sense. Babies, of course, do not 
spring from the womb performing differ-

ential equations in their head. But experi-
ments have found that toddlers will rou-
tinely reach for the row of M&Ms that has 
the most candies. And other research has 
demonstrated that even infants only a few 
months old comprehend relative size. If 
they see five objects being hidden behind 
a screen and then another five added to 
the first set, they convey surprise if they 
see only five when the screen is removed. 
Babies also seem to be born with other in-
nate mathematical abilities. Besides being 
champion estimators, they can also distin-
guish exact numbers—but only up to the 
number three or four. Dehaene was in-
strumental in pinpointing a brain re-
gion—a part of the parietal lobe (the intra-
parietal sulcus)—where numbers and ap-
proximate quantities are represented. 
(Put a hand on the rear portion of the top 
of your head to locate the parietal lobe.) 

The ability to estimate group size, 
which also exists in dolphins, rats, pi-
geons, lions and monkeys, is probably an 
evolutionary hand-me-down that is re-
quired to gauge whether your clan 
should fight or flee in the face of an ene-
my and to ascertain which tree bears the 

most fruit for picking. Dehaene, along 
with linguist Pierre Pica of the National 
Center for Scientific Research in France 
and colleagues, discovered more evi-
dence for this instinctive ability through 
work with the Mundurukú Indians in the 
Brazilian Amazon, a tribe that has only 
an elementary lexicon for numbers. Its 
adult members can tell whether one ar-
ray of dots is bigger than another, per-
forming the task almost as well as a 
French control group did, yet most are 
unable to answer how many objects re-
main when four objects are removed 
from a group of six. 

This approximation system is a cor-
nerstone on which more sophisticated 
mathematics is constructed. Any deficit 
in these innate capacities can spell trou-
ble later. In the early 1990s Dehaene hy-
pothesized that children build on their 
internal ballpark estimation system for 
more sophisticated computations as they 
get older. Indeed, in the past 10 years a 
number of studies have found that im-
paired functioning of the primitive nu-
merical estimation system in youngsters 
can predict that a child will perform 

Count on It: Born to Estimate
A  N U M B E R  G A M E 

From the time we are born, we have some concept of number. Chil-
dren with deficits in this innate skill often end up struggling in later 
life. Stanislas Dehaene and his colleagues have created a game, the 
Number Race, intended to bolster our natural-born ability to estimate 
quantity. A preschooler judges which group of gold pieces is larger 

before the computer’s animal avatar can steal the bigger pile (top 
left). A correct guess by the child advances his or her avatar a com-
parable number of spaces from its previous position; the loser moves 
ahead by a number equal to  the smaller quantity of coins (bottom 
right). The winner is the one to reach the end of the number line first.  
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poorly in arithmetic and standard math 
achievement tests from the elementary 
years onward. “We realize now that the 
learning of a domain such as arithmetic 
has to be founded on certain core knowl-
edge that is available already in infancy,” 
Dehaene says. 

It turns out that dyscalculia (the com-
putational equivalent of dyslexia), which 
is marked by a lag in computational skills, 
affects 3 to 6 percent of children. Dyscal-
culia has received much less attention 
from educators than dyslexia has for read-
ing—yet it may be just as crippling. “They 
earn less, spend less, are more likely to be 
sick, are more likely to be in trouble with 
the law, and need more help in school,” 
notes a review article that appeared in Sci
ence in late May.

As with language, early intervention 
may help. Dehaene and his team devised 
a simple computer game they hope will 
enhance mathematical ability. Called the 
Number Race, it exercises these basic abil -
ities in children aged four to eight. In one 
version, players must choose the larger  
of two quantities of gold pieces before a 
computer-controlled opponent steals the 
biggest pile. The game adapts automati-
cally to the skill of the player, and at the 
higher levels the child must add or sub-
tract gold before making a comparison  
to determine the biggest pile. If the child 
wins, she advances forward a number of 
steps equal to the gold just won. The first 
player to get to the last step on the virtual 
playing board wins. 

The open-source software, which has 
been translated into eight languages, 
makes no hyperbolic claims about the 
benefits of brain training. Even so, more 
than 20,000 teachers have downloaded 
the software from a government-support-
ed research institute in Finland. Today it 
is being tested in several controlled stud-
ies to see whether it prevents dyscalculia 
and whether it helps healthy children 
bolster their basic number sense.

GET AHOLD OF YOURSELF
the cognitive foundations of good learn-
ing depend heavily on what psychologists 
call executive function, a term encom-
passing such cognitive attributes as the 
ability to be attentive, hold what you have 
just seen or heard in the mental scratch 
pad of working memory, and delay gratifi-
cation. These capabilities may predict 
suc cess in school and even in the working 

Five Common Myths  
about the Brain 
Some widely held ideas about the way children learn can lead educators  
and parents to adopt faulty teaching principles. 

myth: Humans use only 10 percent of their brain.
 fact    The 10 percent myth (sometimes elevated to 20) is mere urban legend,  
one perpetrated recently by the plot of the movie Limitless, which pivoted around  
a wonder drug that endowed the protagonist with prodigious memory and analytical 
powers. In the classroom, teachers may entreat students to try harder, but doing so 
will not light up “unused” neural circuits; academic achievement does not improve by 
simply turning up a neural volume switch. 

myth: “Left brain” and “right brain” people differ. 
 fact     The contention that we have a rational left brain and an intuitive, artistic right 
side is fable: humans use both hemispheres of the brain for all cognitive functions.  
The left brain/right brain notion originated from the realization that many (though  
not all) people process language more in the left hemisphere and spatial abilities and 
emotional expression more in the right. Psychologists have used the idea to explain 
distinctions between different personality types. In education, programs emerged that 
advocated less reliance on rational “left brain” activiities. Brain-imaging studies show 
no evidence of the right hemisphere as a locus of creativity.  And the brain recruits 
both left and right sides for both reading and math. 

myth: You must speak one language before learning another.
 fact  Children who learn English at the same time as they learn French do not 
confuse one language with the other and so develop more slowly. This idea of 
interfering languages suggests that different areas of the brain compete for resources. 
In reality, young children who learn two languages, even at the same time, gain  
better generalized knowledge of language structure as a whole. 

myth: Brains of males and females differ in ways that dictate  
learning abilities.
 fact    Differences do exist in the brains of males and females, and the distinctive 
physiology may result in differences in the way their brains function. No research, 
though, has demonstrated gender-specific differences in how networks of neurons 
become connected when we learn new skills. Even if some gender differences do 
eventually emerge, they will likely be small and based on averages—in other words, 
they will not necessarily be relevant to any given individual. 

myth: Each child has a particular learning style.
 fact   The notion that a pupil tends to learn better by favoring a particular form  
of sensory input—a “visual learner” as opposed to one who listens better—has  
not received much validation in actual studies. For this and other myths, public 
perceptions appear to have outstripped the science. Uta Frith, a neuroscientist who 
chaired a British panel that looked at the promise of neuroeducation, urges parents 
and educators to tread cautiously: “There is huge demand by the general public to 
have information about neuroscience for education. As a consequence, there’s an 
enormous supply of totally untested, untried and not very scientific methods.”

SOURCES: Mind, Brain, and Education Science, by Tracey Tokuhama-Espinosa (W. W. 
Norton, 2010); Understanding the Brain: The Birth of a Learning Science (OECD, 2007); 
OECD Educational Ministerial Meeting, November 4–5, 2010.

FAC T  C H E C K 
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world. In 1972 a famous experiment at 
Stanford University—“Here’s a marshmal-
low, and I’ll give you another if you don’t 
eat this one until I return”—showed the 
importance of exe cutive function. Chil-
dren who could wait, no matter how 
much they wanted the treat, did better in 
school and later in life. 

During the past 10 years experts have 
warmed to the idea of executive function 
as a teachable skill. An educational curric-
ulum called Tools of the Mind has had 
success in some low-income school dis-
tricts, where children typically do not fare 
as well academically compared with high-
income districts. The program trains chil-
dren to resist temptations and distrac-
tions and to practice tasks designed to  
enhance working memory and flexible 
thinking. In one example of a self-regula-
tion task, a child might tell himself aloud 
what to do. These techniques are poten-
tially so powerful that in centers of higher 
learning, economists now contemplate 
public policy measures to improve self-
control as a way to “enhance the physical 
and financial health of the population and 
reduce the rate of crime,” remark the au-
thors of a study that appeared in the Feb-
ruary Proceedings of the National Acad
emy of Sciences USA. 

Findings from neuroscience labs have 
recently bolstered that view and have re-
vealed that the tedium of practice to re-
sist metaphorical marshmallows may 
not be necessary. Music training can 
work as well. Echoing the Battle Hymn of 
the Tiger Mother, they are finding that as-
siduous practice of musical instruments 
may yield a payoff in the classroom, simi-
lar to the rationale of “tiger mom” author 
Amy Chua, who insisted that her daugh-
ters spend endless hours on the violin and 
piano. Practicing a musical instrument 
appears to improve attention, working 
memory and self-control.

Some of the research providing such 
findings comes from a group of neurosci-
entists led by Nina Kraus of Northwest-
ern University. Kraus, head of the Audito-
ry Neuroscience Laboratory there, grew 
up with a diverse soundscape at home. 
Her mother, a classical musician, spoke 
to the future neuroscientist in her native 
Italian, and Kraus still plays the piano, 
guitar and drums. “I love it—it’s a big part 
of my life,” she says, although she consid-
ers herself “just a hack musician.”

Kraus has used EEG recordings to 

measure how the nervous system en-
codes pitch, timing and timbre of musi-
cal compositions—and whether neural 
changes that result from practicing mu-
sic improve cognitive faculties. Her lab 
has found that music training enhances 
working memory and, perhaps most  
important, makes students better listen-
ers, allowing them to extract speech from 
the all-talking-at-once atmosphere that 
sometimes prevails in the classroom. 

Musical training as brain tonic is still 
in its infancy, and a number of questions 
remain unanswered about exactly what 
type of practice enhances executive func-
tion: Does it matter whether you play the 
piano or guitar or whether the music was 
written by Mozart or the Beatles? Criti-
cally, will music classes help students 
who have learning difficulties or who 
come from low-income school districts? 

But Kraus points to anecdotal evi-
dence suggesting that music training’s 
impact extends even to academic classes. 
The Harmony Project provides music ed-
ucation to low-income youngsters in Los 
Angeles. In recent years, dozens of stu-
dents have graduated high school and 
gone on to college, usually the first in 
their family to do so.  

Program founder Margaret Martin 
has invited Kraus to use a mobile version 
of her EEG sensors and sound-process-
ing software to measure how music af-
fects children in the program. The hack 
musician is an unabashed advocate of 
the guitar over brain games. “If students 
have to choose how to spend their time 
between a computer game that suppos-
edly boosts memory or a musical instru-
ment, there’s no question, in my mind, 
which one is more beneficial for the ner-
vous system,” Kraus says. “If you’re trying 
to copy a guitar lead, you have to keep it 
in your head and try to reproduce it over 
and over through painstaking practice.”

HYPE ALERT
as research continues on the brain 
mechanisms underlying success in the 
“four Rs,” three traditional ones with reg-
ulation of one’s impulses as the fourth, 
many scientists involved with neuroedu-
cation are taking pains to avoid overhyp-
ing the interventions they are testing. 
They are eager to translate their findings 
into practical assistance for children, but 
they are also well aware that the research 
still has a long way to go. They know, too, 

that teachers and parents are already 
bombarded by a confusing raft of untest-
ed products for enhancing learning and 
that some highly touted tools have proved 
disappointing. 

In one case in point, a small industry 
developed several years ago around the 
idea that just listening to a Mozart sona-
ta could make a baby smarter, a conten-
tion that failed to withstand additional 
scrutiny. Kraus’s research suggests that 
to gain any benefit, you have to actually 
play an instrument, exercising auditory-
processing areas of the brain: the more 
you practice, the more your abilities to 
distinguish subtleties in sound develop. 
Listening alone is not sufficient.

Similarly, even some of the brain-
training techniques that claim to have  
solid scientific proof of their effective ness 
have been questioned. A meta-analysis 
that appeared in the March issue of the 
Journal of Child Psychology and Psychia
try reviewed studies of perhaps the best 
known of all brain-training methods—
software called Fast ForWord, developed 
by Paula A. Tallal of Rutgers, Michael 
Merzenich of the University of California, 
San Francisco, and their colleagues. The 
analysis found no evidence of effective-
ness in helping children with language or 
reading difficulties. As with the methods 
used by Benasich, a former postdoctoral 
fellow with Tallal, the software attempts 
to improve deficits in the processing of 
sound that can lead to learning problems. 
The meta-analysis provoked a sharp re-
buttal from Scientific Learning, the mak-
er of the software, which claimed that the 
selection criteria were too restrictive, that 
most studies in the analysis were poorly 
implemented and that the software has 
been improved from the time the studies 
were conducted.  

The clichéd refrain—more research is 
needed—applies broadly to many endeav-
ors in neuroeducation. Dehaene’s number 
game still needs fine adjustments before 
it receives wide acceptance. One recent 
controlled study showed that the game 
helped children compare numbers, al-
though that achievement did not carry 
over into better counting or arithmetic 
skills. A new version is being released that 
the researchers hope will address these 
problems. Yet another finding has ques-
tioned whether music training improves 
executive function and thereby enhances 
intelligence.
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In a nascent field, one study often 
contradicts another, only to be followed 
by a third that disputes the first two. This 
zigzag trajectory underlies all of science 
and at times leads to claims that over-
reach. In neuroeducation, teachers and 
parents have sometimes become the vic-
tims of advertising for “science-based” 
software and educational programs. “It’s 
confusing. It’s bewildering,” says Debo-
rah Rebhuhn, a math teacher at the Cen-
ter School, a special-education institu-
tion in Highland Park, N.J., that accepts 
students from public schools statewide. 
“I don’t know which thing to try. And 
there’s not enough evidence to go to the 
head of the school and say that some-
thing works.” 

A PRESCHOOL TUNE-UP
scientists who spend their days mulling 
over EEG wave forms and complex digi-
tal patterns in magnetic resonance imag-
ing realize that they cannot yet offer de-
finitive neuroscience-based prescriptions 

for improving learning. The work, how-
ever, is leading to a vision of what is pos-
sible, perhaps for Generation Z or its 
progeny. Consider the viewpoint of John 
D. E. Gabrieli, a professor of neurosci-
ence participating in a collaborative pro-
gram between Harvard University and 
the Mass achusetts Institute of Technolo-
gy. In a review article in Science in 2009, 
Gabrieli conjectured that eventually 
brain-based evaluation methods, com-
bined with traditional testing, family his-
tory and perhaps genetic tests, could de-
tect reading problems by age six and al-
low for intensive early intervention that 
might eliminate many dyslexia cases 
among school-age children. 

One study has already found that 
EEGs in kindergartners predict reading 
ability in fifth graders better than stan-
dard psychological measures. By under-
going brain monitoring combined with 
standard methods, each child might be 
evaluated before entering school and, if 
warranted, be given remedial training 

based on the findings that are trickling in 
today from neuroscience laboratories. If 
Gabrieli’s vision comes to pass, brain sci-
ence may imbue the notion of individual-
ized education with a whole new mean-
ing—one that involves enhancing the 
ability to learn even before a child steps 
foot in the classroom. 

Gary Stix is senior writer at Scientific American.

Illustration by Bryan Christie, Graphics by Jen Christiansen

The Best Brain Training:  
Practice That Violin

Intensive musical training from a young age fosters skills beyond  
just an ability to play an instrument. The musician’s concentration  
on the fine-grained acoustics of sound helps with language compre-
hension and promotes cognitive skills: attention, working memory 
and self-regulation.  
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Mind, Brain, and Education Science. Tracey Tokuhama-
Espinosa. W. W. Norton, 2010. 
Maturation of Auditory Evoked Potentials from 6 to 
48: Prediction to 3 and 4 Year Language and Cognitive 
Abilities. Naseem Choudhoury and April A. Benasich in 
Clinical Neurophysiology, Vol. 122, pages 320–338; 2011. 
The Number Sense: How the Mind Creates Mathemat-
ics. Revised edition. Stanislas Dehaene. Oxford University 
Press, 2011. 
 Nina Kraus’s Auditory Neuroscience Laboratory at North-
western University: www.brainvolts.northwestern.edu 
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NonmusicianMusician

Sound

Cerebral cortex

Brain stem

Better Listeners
Musicians perceive sound more clearly than nonmusicians because practicing an 
instrument trains the entire brain. The sounds of an instrument travel from the coch lea 
in the inner ear to the primitive brain stem before moving to the cortex, a locus of 
high-level brain functions, and then back again to the brain stem and cochlea. This 
feedback loop allows the musician to recruit various brain areas to produce, say, the 
proper pitch for a tune. Monitoring of an electrical signal in the brain stem (yellow 
graph line) reveals the musician’s exquisite sensitivity to pitch: the musician tracks  
an incoming sound wave (red line) more accurately than a nonmusician does. 
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E N E RGY 

The breakthroughs  
needed to replace oil with  

plant-based fuels are  
proving difficult to achieve 

By David Biello
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That crop has spoiled in the ground. 
Earlier this year Range Fuels closed its 
newly built biorefinery without selling a 
drop of ethanol. Turning biomass into a 
commercially viable, combustible liquid 
is tougher than anticipated, the company 
has found. As expensive equipment sits 
idle, the firm is searching for more fund-
ing to try to solve the problem.

Range Fuels is not the only biofuels 
company to fall short. Cilion in Goshen, 
Calif., Ethanex Energy in Basehor, Kan., 
and others have gotten out of the business 
of making biofuels from plant matter be-
cause it is too expensive. Despite the best 
hopes of scientists, CEOs and government 
policy makers, hundreds of millions of 
dollars in government money, more than 

two dozen U.S. start-ups financed by ven-
ture capital and decades of concentrated 
work, no biofuel that can compete on 
price and performance with gasoline is 
yet on the horizon. 

This failure is particularly discourag-
ing because only a few years ago biofuels 
seemed like an ideal solution to two big 
U.S. problems: dependence on oil and cli-
mate change. Terrorism and soaring oil 
prices had made Middle Eastern oil a par-
ticular liability, and rising average global 
temperatures underscored the need to 
find alternative fuels for automobiles and 
airplanes. Because biofuels come from 
plants, which absorb carbon dioxide from 
the atmosphere as they grow, burning bio-
fuels in vehicles would in theory slow the 

buildup of greenhouse gases, compared 
with burning fossil fuels.

The notion that biofuels technology is 
not living up to expectations may seem 
odd, given the rapid expansion in recent 
years of corn ethanol. U.S. production 
went from 50 million gallons in 1979 to 13 
billion gallons in 2010. A government man-
date to supply 10 percent of the country’s 
passenger vehicle fuel drove that enor-
mous growth, however, and the product 
has been affordable only because of mas-
sive federal subsidies. Ethanol yields little 
if any net savings in carbon dioxide emis-
sions. Furthermore, making those 13 bil-
lion gallons consumed roughly 40 percent 
of the nation’s corn crop, cultivated on 32 
million acres of farmland, pushing up 
food prices and feeding an enormous 
“dead zone” in the Gulf of Mexico, where 
the Mississippi River dumps all the fertil-
izer that runs off midwestern cornfields.

More advanced biofuels made with 
different processes promised to remedy 
these flaws. Ethanol could be brewed 
from sugar derived from the husks and 

Range fuels was a risky but tantalizing bet. 
The high-tech start-up, begun by former 
Apple executive Mitch Mandich, attract-
ed millions of dollars in private money 
plus commitments for up to $156 million 
in grants and loans from the U.S. govern-
ment. The plan was to build a large biofu-

els plant in Soperton, Ga. Each day the facility would con-
vert 1,000 tons of wood chips and waste from Georgia’s vast 
pulp and paper industry into 274,000 gallons of ethanol. 
“We selected Range Fuels as one of our partners in this ef-
fort,” said Samuel Bodman, then secretary of energy, at the 
groundbreaking ceremony in November 2007, “because we 
really believe that they are the cream of the crop.”

I N  B R I E F

Despite extensive research, biofuels are 
still not commercially competitive. The 
breakthroughs needed, revealed by re
cent science, may be tougher to realize 
than previously thought.

Corn ethanol is widely produced be
cause of subsidies, and it diverts massive 
tracts of farmland needed for food. Con
verting the cellulose in cornstalks, grass
es and trees into biofuels is proving diffi

cult and expensive. Algae that produce 
oils have not been grown at scale. And 
more advanced genetics are needed to 
successfully engineer synthetic micro
organisms that excrete hydrocarbons.

Some start-up companies are aban
doning biofuels and are instead using 
the same processes to make higher
margin chemicals for products such as 
plastics or cosmetics.
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stalks of the corn plant, rather than the 
edible kernel, or from similarly fibrous 
material in grasses or even trees (as in the 
case of Range Fuels). These plant parts 
consist of cellulose, which is not used as 
food for humans nor as feed for animals 
and therefore would not affect food pric-
es. Liquid fuels could also be harvested 
from algae, which more efficiently turn 
water, CO

2
 and sunlight into fats that can 

be converted into hydrocarbons or, more 
effective still, from genetically engi-
neered microorganisms that could di-
rectly excrete hydrocarbons.

None of these advanced biofuels is 
work ing at commercially meaningful 
scales today, however. According to the 
U.S. Environmental Protection Agency’s 
Renewable Fuel Standard, by 2011 the U.S. 
was supposed to be producing 100 million 
gallons of cellulosic ethanol a year. Instead 
in 2010 the EPA rolled back the 2011 goal 
to just 6.5 million gallons, and it is unclear 
whether even that amount will be reached. 

Recent experience suggests that the sci-
entific or industrial improvements need-
ed to solve the challenges to making ad-
vanced biofuels practical may be extreme-
ly difficult to attain. The goal of producing 
36 billion gallons of biofuels annually by 
2022, set by the U.S. government as a sig-
nificant solution to energy independence 
and climate change, looks to be an even 
more distant prospect. “It’s not a simple 
problem,” says microbiologist Timothy 

Don o hue, director of the Great Lakes Bio-
energy Research Center in Madison, Wis., 
one of three Department of Energy labs 
dedicated to advanced biofuels. “It’s no 
less challenging than doing things with 
stem cells or other major scientific initia-
tives this country has embarked on.”

CORN ETHANOL:  
SIMPLY INSUFFICIENT

so far corn ethanol is the only biofuel to 
reach commercial scale in the U.S., thanks 
to subsidies that topped $5.68 billion in 
2010 alone, according to the White House’s 
Office of Management and Budget. Fer-

mentation is the core technology for mak-
ing ethanol from corn. Humans have 
spent the past 9,000 years refining tech-
niques for exploiting enzymes and yeast 
to ferment sugars derived from corn ker-
nels, sugarcane or other plants into etha-
nol. To scale up U.S. production over the 
past decade, an extensive infrastructure 
of corn mills, stainless-steel fermentation 
tanks and other equipment has sprung  
up like mushrooms after rain throughout 
the Midwest.

Unfortunately, corn ethanol is not very 

energy-efficient and is therefore not car-
bon-neutral. Lots of energy is required to 
distill (basically, boil off) ethanol from 
the soup of water and yeast in which it 
has been fermented—energy typically 
supplied by burning fossil fuels such as 
natural gas or coal. After all that trouble, 
a gallon of ethanol supplies a vehicle 
with only two thirds of the energy in a 
gallon of gasoline. 

Those energy inputs cost money, too, 
and corn ethanol may never compete on 
price with gasoline without subsidies. 
Greater production is also limited by fer-
tile land. In October 2010 the Congressio-

nal Research Service reported that if the 
entire record U.S. corn crop of 2009 was 
used to make ethanol, it would replace 
only 18 percent of the country’s gasoline 
consumption. “Expanding corn-based eth-
anol . . .  to significantly promote U.S. ener-
gy security is likely to be infeasible,” the 
researchers concluded. 

J. Craig Venter, co-founder of would-be 
algae producer Synthetic Genomics, puts 
an even sharper point on the land prob-
lem. Replacing all U.S. transportation fu-
els with corn ethanol, he calculates, would 

Illustrations by Carl DeTorres

CORN ETHANOL 

An enzyme is mixed with corn 
kernels. It breaks down the starch 

in the kernels into sugar. 

HURDLE 
Lots of land and water are consumed 
to grow corn for fuel instead of food. 

Sugar is sent to a vat.  
Yeast ferments it into a broth  

of ethanol and water. 

HURDLE 
Contamination can shut 

down production. 

Broth is distilled—boiled—to extract 
the ethanol. Water and carbon 

dioxide are given off as by-products. 

HURDLE 
A large amount of energy  
is used to distill the mix. 

The ethanol can be 
burned directly or 

blended with gasoline. 

Lots of energy is required to distill ethanol from the 
soup of water and yeast in which it has been fermented, 

energy typically supplied by burning fossil fuels. 
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require a farm three times the size of the 
continental U.S.

CELLULOSE: TOUGH TO BREAK DOWN
of course, using the nation’s entire corn 
crop to make fuel would leave none as 
food—for people or livestock. That is one 
reason researchers and policy makers have 
turned their attention to cellulosic etha-
nol, produced not from the starchy corn 
kernel but from the rest of the corn plant—
the stover, or “waste”—which would not 
adversely affect the food supply.

The energy that could be harvested 
from waste cellulose is potentially huge. 
According to Oak Ridge National Labora-
tory, the U.S. could generate 1.4 billion 
tons of cellulosic material such as corn 
stover, 80 percent of which could be con-
verted to biofuel, displacing 30 percent of 
U.S. transportation fuel. 

Finding a way to efficiently break down 
a plant’s cell walls is the central challenge. 
First, there is lignin, the chemical com-
pound that supports a plant’s cell wall 
against gravity and that makes wood in-
digestible for animals. Then there is the 
hemicellulose, a long, interlocking com-
plex sugar fiber bonded to the lignin sup-
ports that wards off attacking enzymes. 
Inside these walls is a fibrous core of cel-
lulose—long chains of glucose molecules, 
simple carbohydrate sugars that hold the 
energy that will become a biofuel. 

One inspiration for breaking through 
the organic barriers comes from leaf-cut-
ter ants. At the Great Lakes Bioenergy Re-
search Center, leaf-cutter ants mill about 
in plastic bins, growing fungus caves that 
turn leaf material into the oils and amino 
acids that the insects actually eat. Certain 
microbes in the ants’ digestive tract chew 
up the initial harvest into scraps. Worker 
ants transfer those scraps into the com-
post caves. Another set of microbes that 
the ants deposit converts the scraps, with 
the addition of water, into lipid droplets. 
In essence, the ants build an external gut 
for turning cellulose into fuel—a small 
model, perhaps, for a biofuels factory. 

The lab’s goal, Donohue says, “is to ei-
ther use those microbes themselves or 
isolate the genetic material that encodes 
their enzymes and use it in an industrial 
process to take plant cell walls apart.”

Inspiration also comes from cows, 
which break down cells by crushing 
grass between their powerful teeth and 
washing it in a bath of saliva. In the cow’s 
gut, a slew of microbes ferment the fi-
brous cud into lipids—the fatty building 
blocks of fuels. To mimic a cow’s chew-
ing, scientists have tried blasting cell 
walls with steam or bathing them in liq-
uids made up of charged molecules. HCL 
Cleantech in Oxford, N.C., dissolves 
plants in concentrated hydrochloric acid 
to get at the cellulose inside, then recy-

cles the acid to try to keep costs down. 
Yet another approach is to use a fami-

ly of enzymes known as cellulases, such 
as the enzyme in a termite’s gut that turns 
wood into food. Only one such enzyme  
is commercially available—from Danish 
company Novozymes. It costs roughly 50 
cents a gallon—more than 10 times the 
price of enzymes used in traditional etha-
nol fermentation. “Enzyme costs have to 
come down, or there will be no industry,” 
admits Cynthia Bryant, Novozymes’s man-
ager for global business development.

Codexis in Redwood City, Calif., is try-
ing to build a more affordable enzyme by 
screening thousands of natural versions 
and combining their parts into a hybrid 
that works better in a factory than in na-
ture. The company is also tweaking the 
genes that cause living cells to create en-
zymes, hoping to end up with a super-
enzyme of sorts.

Even a superenzyme will inevitably be 
slow to break down cellulose because the 
biological interactions require time to 
work, making high-volume production 
difficult. But what if energy crops such as 
corn or switchgrass could produce these 
cellulose-splitting enzymes themselves? 
The enzymes would hide within the plant 
cell, waiting for heat or some other indus-
trial trigger to set them off, allowing the 
cellulose to quickly and easily degrade 
into its component sugars.

CELLULOSIC ETHANOL 

Acids, enzymes or other methods  
break down plant matter  

(cellulose) such as cornstalks or 
grasses into its constituent sugars. 

HURDLE 
Cellulose is difficult and 

expensive to break down. 

Sugar is sent to a vat.  
Yeast ferments it into a 

broth of ethanol and water. 

HURDLE 
Contamination can shut 

down production. 

Broth is distilled to extract the 
ethanol. Water and carbon dioxide 

are given off as by-products. 

HURDLE 
A large amount of energy 
is used to distill the mix. 

The ethanol can be 
burned directly or 

blended with gasoline. 
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Swiss agribusiness giant Syngenta has 
already devised a way to embed enzyme-
making capabilities into corn kernels, al-
lowing the kernels themselves to convert 
starch to sugar when exposed to the right 
temperature, moisture and acidity con-
cocted in a factory. The U.S. Department 
of Agriculture has approved the process 
over objections from environmentalists 
and food producers such as the North 
American Millers’ Association, and Syn-
genta’s seeds containing the enzyme will 
go on sale this year. 

This work proves the principle, but it 
does not solve the problems of using corn 
for fuel rather than food. As an alterna-
tive, Agrivida in Medford, Mass., hopes to 
apply its own version of the technology to 
cellulose from corn stover or dedicated 
energy crops such as switchgrass.

Inbred enzymes alone may not make 
cellulosic ethanol affordable. The sugars 
that are unlocked “better be one-third the 
cost of a barrel of oil,” says chemist Patrick 
R. Gruber, CEO of biotech company Gevo 
in Englewood, Colo., given the cost of then 
refining the sugar into liquid fuel. Indeed, 
Gevo and other companies, such as Virent 
in Madison, Wis., have concluded that 
even with historically high gasoline pric-
es, advanced biofuels cannot compete as a 
fuel. The companies are de-emphasizing 
ethanol as a product, and instead they are 
altering their processes to turn sugars—
whether from cellulose or sugarcane—into 

industrial chemicals such as precursors for 
plastics in bottles, which now command 
prices as much as 10 times higher than fos-
sil fuels.

Even if sugar from cellulose somehow 
became competitive, the approach would 
impose a significant environmental and 
agricultural burden. Corn stover is typi-
cally left on farmland after harvest, where 
it improves the soil’s fertility as it decom-
poses. Baling it up and hauling it away 
may accelerate soil degradation, render-
ing the soil incapable of growing crops. “I 
am not convinced that we fully under-
stand the consequences of taking all this 

biomass out of the system,” says Jeffrey 
Jacobs, vice president of biofuels and hy-
drogen business for Chevron Technology 
Ventures in San Ramon, Calif. Some sci-
entists estimate that only 80 million tons 
of cellulosic material could be safely re-
moved from U.S. fields, which, if convert-
ed to ethanol, would supply only 3 per-
cent of U.S. gasoline demand. 

Seeking a cheaper feedstock, oil com-
panies such as Royal Dutch Shell in the 
Netherlands are investing in ethanol fer-
mented from sugarcane rather than from 

stover. Sugarcane delivers more energy, is 
easier to grow and has an existing produc-
tion infrastructure in Brazil thanks to 
more than 40 years of government effort. 
That country now supplies roughly seven 
billion gallons of ethanol from sugarcane 
annually. Shell has formed a joint venture 
dubbed Raizen with Brazilian ethanol 
maker Cosan to produce 581 million gal-
lons of sugarcane ethanol a year, accord-
ing to Shell’s global manager of bioinnova-
tion Jeremy Shears. That much growth in 
production would exacerbate the leveling 
of Brazilian natural habitats, which in 
turn could promote clearing of the Ama-

zon rain forest. “The thing that’s going to 
destroy the planet is not crop-based biofu-
els, where everybody seems to accept there 
are limits. It’s unlimited cellulosic-based 
biofuels,” notes agricultural expert Timo-
thy D. Searchinger of Princeton University. 
“We’re talking about a gigantic, gigantic ef-
fect on world land use and biodiversity.”

ALGAE: DIE OR BE KILLED
as an alternative, some scientists have 
opted to work with the one photosynthet-
ic organism that does a much more effi-

ALG AL OIL 

Algae in a pond or vat are 
exposed to sunlight and fed 

carbon dioxide and nutrients. 

HURDLE 
Nutrients are  

expensive. 

As algae grow, they produce oils 
inside their cell walls. Mature cells are 

collected by various means. 

HURDLES
Competing strains can kill the batch. 

Algae grow slowly when producing oil. 

A chemical solvent 
dissolves the cells, killing 

them and releasing the oils. 

HURDLE 
Collecting the oil can use as 

much energy as the oil contains. 

The oils are refined into  
a variety of fuels such as 
biodiesel or bio–jet fuel.

HURDLE 
Refining requires 

specialized equipment.

Even if a superenzyme is found, it will inevitably be slow 
to break down cellulose because the reactions require 

time to work, making volume production difficult.
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cient job than rooted plants of turning in-
coming photons into stored chemical en-
ergy: pond scum. 

Microscopic algae are the titans of 
photosynthesis. Certain strains can har-
ness 3 percent of the incoming sunlight 
to make plant matter, as opposed to 
roughly 1 percent for corn or sugarcane. 
Their greenish tint comes from chloro-
phyll, a pigment that captures sunlight to 
break water into hydrogen and oxygen. 
The organisms combine the hydrogen 
with carbon dioxide to make cell walls, 
food and stockpiled fats—plant oil.

Algae can be grown in the desert in-
stead of on arable land, nourished with 
undrinkable briny water or even sewage, 
so the approach does not displace food 
crops or consume precious freshwater. 
The efficient process promises as much 
as 4,270 gallons of oil per acre, depending 
on conditions. Replacing all U.S. trans-
portation fuels with algal oil “would take 
a farm roughly the size of Maryland,” 
notes Synthetic Genomics’s Venter, com-
pared with his estimate of farmland three 
times the size of the continental U.S. for 
corn ethanol. “That’s a pretty big differ-
ence,” Venter quips. “One’s doable, and 
the other’s just absurd.”

Sapphire Energy in San Diego is testing 
the algal waters in a series of oval ponds 
spread across 22 desert acres near Las Cru-
ces, N.M. The company plans to build 300 

more acres of ponds near Columbus, N.M. 
That facility would be the country’s first in-
tegrated algae production plant, for which 
Sapphire has secured a $50-million grant 
from the USDA and a $54.5-million loan 
guarantee from the DOE. The algae would 
grow in brine from salt aquifers under-
neath New Mexico, and the oil would be 
shipped to a refinery in Louisiana.

The problems facing algal biofuels 
producers are manifold, however. If they 
grow algae in open ponds, how do they 
prevent the organisms from falling prey 
to predators, disease or contamination by 
natural strains? If they grow algae inside 
bioreactors, how do they justify the 
equipment expense and keep the algae 
from sticking to the innards? How do 
they afford nutrients such as the nitrogen 
and phosphorus required to promote the 
algae’s growth? Ultimately, once they 
have grown the algae, how do they skim 
off and tear apart the mature algal cells 
to get the oil without using as much or 
more energy than that oil could provide? 
Few algae companies have produced use-
ful quantities of oil, much less profits. 

The biggest challenge may be the fact 
that producing hydrocarbons is algae’s 
defense against long periods without sun-
light or nutrients. When in this stress 
mode, however, the tiny plants grow slow-
ly. Scientists will have to go against the 
basic biological mechanisms of these cells 

to engineer them to respond to stress yet 
grow quickly.

Sapphire has surveyed 4,000 algal 
strains and chosen 20 to try to enhance. If 
all goes well, the Columbus facility would 
manufacture one million gallons of algal 
oil a year, which could then be refined 
into diesel or jet fuel. The dead algal cells 
would be recycled into the process as nu-
trients rather than sold as animal meal or 
other products; that biomass “is expen-
sive, and we need it,” says Tim Zenk, vice 
president for corporate affairs at Sap-
phire. “You can’t add a lot of nutrients to 
the system and make any money at it.”

That fact led the U.S. National Renew-
able Energy Laboratory to shut down its 
18-year-old algal oil research program in 
1996, after it consumed $25 million in re-
search funds. The scientists felt their algal 
oil would never be competitive with fossil 
oil and lost thousands of strains of char-
acterized algae after the shutdown. The 
companies making money on algae today 
do so by harvesting omega-3 fatty acids, 
sold as a nutritional supplement at a 
much higher price than crude oil. 

The only company to commercially de-
liver algal fuel did so by avoiding photo-
synthesis altogether. South San Francis-
co–based Solazyme has supplied more 
than 20,055 gallons of oil to the U.S. 
Navy—at $424 a gallon. Solazyme grows 
algae inside the kinds of industrial vats 

SYNTHETIC ORG ANISM HYDROC ARBONS 

A genetically modified organism 
such as a bacterium grows inside 

a vat and is fed sugar. 

HURDLES
Which genes need to be 
modified is still poorly 

understood. Sugar is expensive. 

The synthetic organism stitches 
together elements from the sugar 

into hydrocarbon molecules. 

HURDLE
Engineering the organism so it 

thrives and produces hydrocarbons 
efficiently is complex. 

The organism excretes 
the hydrocarbons. 

HURDLE
Hydrocarbons must be 
kept below toxic levels 
and be collected easily. 

The hydrocarbons 
can be burned 

directly as liquid fuel. 
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typically used to ferment insulin, force-
feeding it sugar instead of sunlight and 
water. Like other advanced biofuels com-
panies, Solazyme will stay in business by 
making products that are more expensive 
than fuel; it sells oil for use in cosmetics 
and is partnering with Dow Chemical to 
make specialty chemicals such as insulat-
ing fluids.

SYNTHETIC ORGANISMS:  
GENETICS UNCLEAR

the algae companies try to overcome ob-
stacles by changing the microorganism’s 
genetic code with chemicals or radiation, 
but they have not hit on robust combina-
tions yet. Venter sailed the world for a 
year on his yacht, Sorcerer II, sampling 
the seas for beneficial strains, with no 
clear winner. “That’s why we’re not so san-
guine about finding the one magic bug 
out there to do everything,” he says. 

Maybe it is time to manufacture that 
magic bug instead.

Researchers have started by tweaking 
the genes of microorganisms, notably 
Escherichia coli, the common human gut 
bacterium that can also cause food poi-
soning. Jay D. Keasling, who directs the 
DOE’s Joint BioEnergy Institute, has turned 
E. coli into an efficient biological factory 
that converts sunlight, CO2 and water into 
different hydrocarbons, including bio-
diesel. Conveniently, Keasling altered the 
bacterium to excrete the oil, so it does not 
have to be killed for harvest. The oils 
float to the top of a vat, where they can 
be drawn off. The bacterium grows three 
times faster than yeast, is happy at tropi-
cal temperatures and is hardy, thanks to 
a heritage of withstanding the often oxy-
gen-free and poisonous conditions of the 
human digestive tract.

Here again higher-value hydrocarbons 
will be the first markets, if any, for these 
biological factories. Amyris in Emeryville, 
Calif., has tweaked yeast to ferment sug-
ars into farnesene, which can be sold di-
rectly or turned into specialty chemicals 
such as squalane, an emollient in high-
end cosmetics. The company is starting 
with products that have a higher average 
selling price and will move toward lower 
prices, “lower being diesel and fuel prod-
ucts,” explains chief financial officer Jeryl 
L. Hilleman. Amyris just opened its first 
production facility in Brazil as an adjunct 
to a sugarcane-fermentation plant.

Even a robustly engineered microor-

ganism may find it hard to produce hydro-
carbons at a volume or price that can com-
pete with fossil oil. The long-term solution, 
Venter argues, “is to make the entire genetic 
code from scratch and control all the pa-
rameters.” His company has already created 
a synthetic bacterium cell that secretes oil, 
as well as the first organism to live entirely 
on synthesized genetic code. “We’re evalu-
ating thousands of strains and large num-
bers of genetic changes,” he notes.

The approach holds enough promise 
that fossil-fuel giant ExxonMobil has in-
vested $600 million in Venter’s firm. But 
the hurdles come down to basic biology: 
even the smallest genomes have hun-
dreds of mysterious genes, and scientists 
have no clue about their function. Biolog-
ical architects such as Venter can build a 
genome, but they do not know which 
genes are needed to make a synthetic mi-

croorganism hardy, cheap to keep alive 
and able to produce oil in abundance. 
Venter calls the challenge “bigger” than 
the one he faced when sequencing the 
human genome.

Even if someone produces the magic 
bug, its viability will depend on the cost of 
its food. Right now the cheapest source is 
Brazilian sugarcane, which is what Amy-
ris, LS9 in South San Francisco and others 
are using, even though it is still too expen-
sive as the starting point for an advanced 
biofuel. As with algae, infections and oth-
er biological mishaps can shut down pro-
duction vats, a problem that could be 
even more acute with specialized mi-
crobes, ill suited to survival without help 
from humans. And inevitably, microbes 
are slower to make biofuels at volume 
than chemically processing crude oil.

Amyris’s own chief technology officer, 
Neil Renninger, acknowledges that “we 
are not going to replace petroleum this 
way. We are going to augment petroleum. 
It would be great if we could handle 
[just] the growth in demand for petro-
leum.” That goal places an emphasis on 
producing a hydrocarbon molecule that 
will move through today’s pipelines, be 
manageable in today’s refineries and 
burn in today’s engines.

FOOL’S ERRAND?
renninger’s point of view concurs with 
that of other experts who argue that our 
expectations should be lowered. All the 
energy in crops grown today—along with 
plants consumed by livestock and trees 
harvested for pulp, paper and other wood 
products—comes to roughly 180 exa-
joules, or about 20 percent of world ener-
gy consumption. Increasing that consid-
erably in the near future may not be feasi-
ble and would have significant social and 
ecological consequences. “The goal should 
be to produce something like the world’s 
supply of airplane fuel,” Princeton’s Search-
inger says.

Breakthroughs remain possible, and 
the scientific quest for a better biofuel 
continues, but investors and politicians 
might be wise not to stake much money 
or policy on a high-risk bet. As an option, 

nations could electrify transportation to 
reduce fossil-fuel use. Until they do, corn 
and sugarcane will provide the bulk of 
any alternative to oil, further straining a 
global agricultural system already strug-
gling to provide food, feed and fiber for 
seven billion people plus livestock—and 
counting. 

“We can all live with different kinds of 
transportation,” says ecologist G. David 
Tilman of the University of Minnesota. 
“We can’t live without food.” 

David Biello is an associate editor for  
Scientific American Online.
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Biological architects do not know which genes are 
needed to make a synthetic microorganism hardy, cheap 

to keep alive and able to produce oil in abundance.
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L I F E  SC I E N C E

TREASURE  
 IN THE TREES
Nests offer clues about natural 
history, climate change and 
their owners’ mating habits

By Nina Bai

F
rom twigs and grasses to sheep’s wool and horse-
hair, birds weave their world into their nests. The 
homes they leave behind thus provide clues about 
their lives and their environment, much as archaeo-
logical sites supply glimpses of human history. 

The architectural diversity of nests has been used to un-
tangle the complex genealogy of South American song-
birds; remnants of prey found in bald eagle nests have re-
vealed the birds’ food habits; and carbon dating of feathers 
and droppings in ancient falcon nests has yielded evidence 
for the timing of ice-sheet retreats in Greenland. Ongoing 
research, including a paper published in the journal Sci-
ence earlier this year, shows that birds use nest decor to 
compete for mates and communicate with one another 
more often than previously recognized. 

Nest collecting was a popular boyhood hobby in the 
19th century but is now banned throughout much of the 
world. Most of the images here come from Nests: Fifty 
Nests and the Birds That Built Them (Chronicle Books, 
2011), in which photographer Sharon Beals showcases 
samples from museums. Lloyd Kiff, a former director of the 
Western Foundation of Vertebrate Zoology in Los Angeles 
(which holds the world’s largest collection, with 18,000 
specimens), says that nests remain a largely untapped sci-
entific resource. They are not just for the birds. 

 Nina Bai is a science writer based in New York City.

Field notes: ●1 House Finch (Arizona, 1965); thread,  paper, 
twist ties. ●2 Small Ground Finch (Galápagos  Islands, 1906); 
grass, twigs, wild cotton. ●3 Verdin (Mexico, 1961); prickly 
twigs, spiderweb. ●4 Spotted Nightingale Thrush (Mexico, 
1968); moss, lichen, leaves. ●5 Gray Jay (Colorado, 1938); 
twigs, cocoons, lichen, bark, fur, feathers. ●6 American  
Dipper (California, 1951); moss, grass, leaves, bark.  

●7 MacGillivray’s Warbler (California, 1920); grass inside 
bark. ●8 Western Tanager (Nevada, 1934); twigs, bark, pine 
needles, animal hair. ●9 House Wren (California, 1974); 
twigs, fine grass, skeletons of abandoned runt chicks. 
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 A 
BREATH 
OF 
FRESH  
 AIR
Fundamental understanding of 
basic biology has set the stage for 
new treatments for cystic fibrosis 

By Steven M. Rowe, J. P. Clancy 

and Eric J. Sorscher 

Eric J. Sorscher is a professor of medicine and a professor 
of physiology and biophysics at the University of Alabama 
at Birmingham. 

Steven M. Rowe is an assistant professor of medicine, 
 pediatric pulmonology, and physiology and biophysics at the 
University of Alabama at Birmingham. 

J. P. Clancy is a professor of pediatric pulmonary 
medicine at Cincinnati Children’s Hospital Center 
and the University of Cincinnati. 

M E D I C I N E 
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In 1989 when scientists discovered the defective gene that causes cystic fibrosis,  
a serious hereditary disorder that primarily strikes children of European descent, it 
seemed as though a long-hoped-for cure might soon follow. After all, tests in many labo-
ratories showed that providing normal copies of the gene should enable patients to make 
healthy copies of the protein specified by the gene. If successful, that feat would go a long 
way toward restoring health in the tens of thousands of people around the world who suf-
fered from cystic fibrosis and typically died in their late 20s. (Half of all patients now live 

to their late 30s or beyond.) The question was whether researchers would be able to reliably in-
sert the correct gene into the proper tissues in patients’ bodies to rid them of the illness forever.

That task proved harder than anyone had believed. Al-
though scientists successfully engineered viruses to ferry cop-
ies of the correct gene into patients’ cells, the viruses did not do 
the job well. By the late 1990s additional unexpected complica-
tions made it increasingly obvious that another approach to ad-
dressing the fundamental problem in cystic fibrosis would 
need to be found.

Meanwhile cell biologists and their colleagues undertook 
the long, challenging task of determining exactly what the nor-
mal protein looked like, how it functioned and how defects led 
to the symptoms of cystic fibrosis. These efforts included un-
derstanding the protein’s three-dimensional shape in increas-
ingly fine detail as well as the various ways the abnormal pro-
tein failed in its cellular duties. Instead of creating normal pro-
teins by replacing the broken gene with an effective one—as 
was gene therapy’s goal—this group of researchers focused on a 
different objective: finding a drug that allowed the deficient 
protein to work better. A fruitful search might give people with 
cystic fibrosis many additional years of a healthier life. 

Today it looks as though the gradual but steady approach is 
paying off. Several new compounds are in the final stages of be-
ing tested for use in the treatment of cystic fibrosis—and one of 
them looks particularly promising for certain patients. If suc-
cessful, it would be the first medication that targets the under-

lying cause of the disease, as opposed to dealing with symp-
toms. But that is not all. Preliminary studies indicate that these 
potential new treatments may also work against other, more 
common conditions, such as bronchitis, chronic sinusitis and 
pancreatitis, among others. 

A PROBLEM WITH SALT 
the story of how these drugs were identified begins with a 
dogged search to understand the basic biology of cystic fibrosis. 
The disease has long been known to result generally from a fail-
ure in the ability of certain body tissues to transport salt (sodi-
um chloride) across the membranes that envelop cells. The 
cells in these tissues extrude the chloride part of the salt to help 
maintain the right balance between their fluid-filled interior 
and the watery exterior environment. As the chloride ions ac-
cumulate on the outside of the cell, water molecules follow suit, 
diffusing across the membrane to the outside. When the cell is 
finished constructing these tiny chloride channels, it inserts 
them into the membrane, where each protein forms a passage-
way that spans the cell border. 

The gene that in 1989 was found to cause cystic fibrosis 
codes for one of these proteins, known as the cystic fibrosis 
transmembrane conductance regulator, or CFTR. The normal 
version of this molecule is made of a precise sequence of ap-

I N  B R I E F

Cystic fibrosis is a serious hereditary 
disorder that fills certain organs in the 
body with a sticky mucus that interferes 
with the ability to digest food or breathe. 

When researchers discovered the gene 
 that causes cystic fibrosis in 1989, a long-
hoped-for cure—in the form of gene 
therapy—seemed possible. 

There were setbacks. But a new and dif-
ferent approach is now poised to deliver 
the first medications that address the 
fundamental causes of the disorder.

The Food and Drug Administration will 
probably begin to consider whether to 
approve a drug based on this latest re-
search this year.

© 2011 Scientific American



August 2011, ScientificAmerican.com 71Illustration by AXS Biomedical Animation Studio

proximately 1,500 amino acids folded intricately and gracefully 
into a series of three-dimensional loops and sheets that spiral 
or plunge to form a number of different subsections. The flow 
of water molecules elicited by the movement of chloride ions 
through the channel helps to move the mucus that coats the 
surfaces of the body’s airways, as well as the many ducts found 
in the intestines, pancreas and liver. The CFTR channel can 
also transport certain other ions, such as bicarbonate.

Here is where the trouble starts. Mutation of the gene re-
sults in the body lacking a proper CFTR channel. As a result, 
people with cystic fibrosis produce a sticky mucus that is so 

thick it interferes with many physiological processes. In the 
lungs, the gel-like mucus hampers the diffusion of oxygen into 
the air sacs and makes the simple act of breathing, as one of 
our young patients described it, like “trying to breathe with 
someone’s hands over your face.” Furthermore, the viscous 
buildup becomes an ideal breeding ground for serious infec-
tions by harmful bacteria, often Pseudomonas aeruginosa. In 
the pancreas, the thick and immobile secretions prevent the 
passage of digestive enzymes through various ducts into the in-
testines, interfering with proper digestion and, as a result, fre-
quently causing people with cystic fibrosis to be underweight 

Pathways to Trouble
To survive, cells constantly adjust their internal environment, 
such as by actively moving chloride ions out of the cell through a 
membrane-spanning protein called the CFTR channel. Mutations 
in the gene coding for this channel can lead to cystic fibrosis. 

Normal Chloride Channel
As chloride ions accumulate on the outside of 
cells, water molecules diffuse from inside the 
cell across the membrane to the exterior. This 
fluid hydrates the mucus that bathes the sur-
faces of cells in the lungs, intestines and other 
organs. The mucus traps pollutants and bac-
teria so they can be swept out of the body. 

Abnormal Chloride Channel 
Mutations in the cystic fibrosis gene cause 
illness in several ways, such as by leading to 
production of CFTR channels that are perma-
nently blocked (a), truncated (b) or misfolded 
(c). The result: an abnormally thick mucus 
that traps bacteria in place (increasing infec-
tion risk) and blocks smaller airways, prevent-
ing normal oxygenation of blood. 

Help Is on the Way 
An experimental drug called VX-770 
may help ease the illness for some but 
not all patients. The compound opens 
the CFTR channel in those individuals 
whose chloride channel is blocked 
shut. Other agents are being developed 
to tackle the problems of truncated or 
misfolded CFTR proteins. 

Misfolded CFTR 

Thick mucus buildup

Chloride ion

Functioning chloride channel (CFTR)

Thin mucus

VX-770

Truncated CFTR

A N AT O M Y  O F  G E N E  D E F E C T

Water molecule

Blocked CFTRa

b

c
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or undernourished. Meanwhile bile becomes trapped in the liv-
er, so fats are not properly processed, and blockages in the in-
testines lead to constipation and sometimes even a life-threat-
ening shutdown of the entire gastrointestinal tract. 

Before the advent of antibiotics to treat recurrent lung in-
fections and the discovery of better nutritional therapy, most 
children with cystic fibrosis died in infancy. Over the past few 
decades advances in medical and supportive care have substan-
tially prolonged the lives of individuals with the disease. Some 
of the treatments can seem rough to the uninitiated: parents or 
others are taught how to vibrate or pound their children’s chest 
to help move the thick secretions in the lungs and dislodge any 
mucus plugs. Several drugs have been developed that open the 
airways, suppress infection or help thin the airway secretions. 
Supplemental vitamins and enzymes aid the digestive process. 
It is as a result of these and other measures that half of all cys-
tic fibrosis patients now live to 37 years of age or older. None of 
these treatments, however, addresses the underlying cause: the 
insufficient flow of chloride and other ions out of cells. 

THREE PATHWAYS 
the first step in finding a drug that might restore at least some 
function to a deficient chloride channel was to better under-
stand on a microscopic level the precise details of what goes 
wrong. Geneticists have tested DNA samples from cystic fibro-
sis patients around the world and have so far discovered more 
than 1,600 different mutations in the CFTR gene that lead to 
serious illness. The deleterious effects on the resulting CFTR 
protein can be divided into several groups. In three of the best-
studied categories, the channel never gets put in place in the 
cell membrane, or a truncated channel is synthesized (and the 
directions for making it are rapidly degraded), or a channel of 

normal length is made but is unable to open or transport chlo-
ride or other ions. A single drug developed to repair one of 
these problems might not be of much help for the other two. 
Therefore, it is likely that to help the entire population of cystic 
fibrosis patients, different drugs will need to be developed—
each based on the genetic defect responsible for an individual’s 
condition. 

A completely missing chloride channel at the cell surface 
stems from the most common genetic mutation, which results 
in the deletion of just one of the channel’s 1,500 amino acid 
building blocks. Because the missing amino acid is phenylala-
nine (designated “F” in protein parlance) and is the 508th ami-
no acid in the chain, the mutation is referred to as F508del. 

The F508del mutation causes disease in a fashion that was 
at first surprising. Despite the mutation, the cell is able to build 
a chloride channel, amino acid by amino acid. The final prod-
uct is equipped to transport chloride ions to a limited extent. 
But the cell’s own molecular quality-control apparatus pre-
vents it from doing so. The cell has several hundred helper pro-
teins and enzymes that ferry the nascent CFTR molecules 
around the cell, inspect the ways they are being folded and help 
to insert CFTRs in the cell membrane. Even seemingly minor 
defects in folding—such as the F508 omission—can be rapidly 
recognized, leading the cell to quickly destroy the mutant. As a 
result, the somewhat functional chloride channel never even 
makes it to the cell membrane. 

Because F508del is the most common cause of cystic fibro-
sis, numerous facilities around the world (including our own) 
are trying to locate the precise cellular checkpoints at which 
the F508del CFTR molecule fails to “make the grade” and is 
routed to the recycling bin. The goal is to aid in the discovery of 
compounds that will ease cystic fibrosis by helping the protein 

fold correctly and avoiding its destruction 
without interfering with the ability of the cells 
to recognize and eliminate other aberrant 
amino acid chains. 

Figuring out how to adjust the cell’s quality- 
control systems could offer benefits beyond 
treating cystic fibrosis. A number of chronic 
diseases—such as defects in cholesterol me-
tabolism and some lung disorders (among 
them, alpha-1-antitrypsin deficiency)—occur 
because of protein misfolding. In at least cer-
tain diseases, evidence is growing that the 
true culprit is not the altered function of the 
protein per se but rather the propensity of the 
quality-control mechanism to degrade the ab-
normal molecule or deposit it in a tangled 
clump. It is conceivable that a number of 
slightly mis folded, mutant proteins would re-
tain significant function if they were spared 
and allowed to do their intended jobs. Thera-
pies that tackle the quality-control mecha-
nism might therefore provide valuable insight 
into the biology and treatment of a wide range 
of diseases. 

Mutations that result in abnormally fore-
shortened CFTR channels account for about 10 
percent of cystic fibrosis cases worldwide. One SO
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Graphic by Jen Christiansen

Steady Progress 
People with cystic fibrosis are already living longer thanks to new drugs  
and new approaches to delivering care. But agents that address the under -
lying biological cause would also help tremendously.

S T E P  B Y  S T E P

1994 A drug called 
dornase alpha im-
proves pulmonary 
function by breaking 
down thick mucus  
in the lungs 

1997 Routine  
spraying of  
the  antibiotic  
tobra mycin into  
the lungs helps to 
control infections 

2002 The Cystic  
Fibrosis Foundation 
launches a quality-
improvement pro-
gram that standard-
izes treatment of  
U.S. patients 

2009 Mandatory 
screening of new-
borns across the  
U.S. for cystic fibrosis 
 allows for earlier 
 detection and 
treatment
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such genetic defect, dubbed W1282X, underlies about 40 per-
cent of cystic fibrosis in Israelis. The protein ends up being trun-
cated because the gene contains misguided instructions telling 
the protein-synthesizing machinery to stop attaching amino  
acids to the growing protein molecule at position 1282 in the 
chain, where the amino acid tryptophan (signified by “W”) 
would normally reside. Such genetic instructions are called 
nonsense codons and are crucial to the proper manufacture of 
proteins—provided they occur in the right place. In this case, 
however, the protein-manufacturing process comes to a prema-
ture halt. In addition, the intermediate instructions (known as 
messenger RNA) that guide the production process are also rec-
ognized as abnormal and destroyed so that even if the stop sig-
nal could somehow be skipped over, not enough of the now 
functional protein would be made. Therefore, drug treatments 
for W1282X may need to attack two problems and not just one. 

The last set of mutations we consider here disables the 
channel’s ability to open and accounts for about 5 percent of 
cystic fibrosis cases worldwide. In effect, these mutations cause 
the doorway through the membrane to be stuck in the closed 
configuration, which leaves the channel less able to transport 
chloride ions to the extracellular environment. One of the mu-
tations that act in this way (called G551D) causes particular ly 
severe symptoms. Although it is generally true that each group 
of genetic defects may require its own specifically targeted 
treatment, researchers have shown that compounds designed 
to prop open a mutant CFTR gate might aid patients who do 
not have this mutation. For example, take the case of a drug 
that enabled a small amount of the F508del CFTR to travel to 
its proper location in the cell membrane. A second drug that 
braced the channel door open would allow this somewhat slug-
gish version of the channel to pass more chloride out of the cell. 

PROMISING DRUG CANDIDATES
the next step in the long process of drug development was to 
search for compounds able to alleviate the effects of specific mu-
tations in the CFTR gene. It made sense to start with F508del 
because of its high prevalence in patients with cystic fibrosis 
and because the resulting protein retains some residual func-
tionality; if researchers could help F508del CFTR evade prema-
ture degradation, the protein could arguably provide partial ac-
tivity and improve lung function without further prodding. 

Knowledge of the ways the F508del CFTR protein misfolds 
and of how the cell’s quality-control machinery detects that 
folding defect is far from complete. It is, however, reasonably 
straight forward to determine whether a particular compound 
can alleviate the effects of the folding error in human cells. By 
loading fluorescent molecules into a cell, investigators can 
measure small changes in the concentrations of chloride or oth-
er ions moving across the cell membrane. When ions traverse 
the membrane after exposure to a potentially therapeutic drug, 
researchers can infer that the impaired CFTR channel has re-
gained some function. If the ions do not make it across, the 
search continues for a more active compound. By automating 
and computerizing the drug-screening process, millions of 
compounds can be analyzed in a relatively short time. 

Biotechnology company Vertex Pharmaceuticals identified 
one compound, known as VX-809, that had encouraging pre-
liminary results but that did not significantly improve lung 

function in test subjects. Anoth-
er company, PTC Therapeutics, 
is directing clinical trials of a 
drug called ataluren that ad-
dresses the less common, CFTR-
truncation mutations. This agent 
causes the protein-making ma-
chinery to read through some of 
the misplaced “stop” instruc-
tions, thereby allowing the chlo-
ride channel protein to avoid 
being foreshortened. This agent 
is also being tested for other he-
reditary disorders that involve 
aberrant stop codes, such as 
Hurler syndrome and Du chenne 
muscular dystrophy.

Scientists have had the best results counteracting the G551D 
mutation. After testing 228,000 different potential compounds 
against cells harboring chloride channels that did not open eas-
ily, a group of researchers at Vertex discovered a compound 
that selectively activates the energy switch of the CFTR chan-
nel, boosting function to 50 percent of normal levels. The labo-
ratory results were good, and the compound, named VX-770, 
has now undergone extensive testing. In these trials, the ability 
to breathe improved substantially in patients with the G551D 
mutation within weeks, and the benefits were sustained for the 
length of a one-year study. Just as important, treated individu-
als were hospitalized less often and gained an average of seven 
to eight pounds. One of us (Rowe) was the first clinician in the 
U.S. to administer VX-770 in a patient. Sometime later this year 
Vertex plans to petition the Food and Drug Administration for 
the right to bring the drug to market. Further testing to use VX-
770 in combination with other agents is also showing some 
promise in clinical trials. (The University of Alabama at Bir-
mingham is one of the sites for clinical trials of drugs devel-
oped by PTC Therapeutics and Vertex; Rowe and Clancy have 
advised both companies about study design.)

These clinical results are groundbreaking, and the discovery 
of several drug candidates that take aim at the root cause of cys-
tic fibrosis validates decades of research into its basic biology 
and funding of such work by the National Institutes of Health 
and the Cystic Fibrosis Foundation. Although more clinical trials 
are under way to establish whether the available compounds 
will be safe and effective in the long term for a larger group of 
patients, optimism is growing that one day we will finally be able 
to treat the underlying causes of this difficult disease. 
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Adjusting the  
cell’s quality-
control systems 
could offer 
benefits beyond 
treating cystic 
fibrosis, such as 
fixing defects  
in cholesterol 
metabolism and 
other disorders.
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SO C I O LO GY

How NewYork  
Beat Crime
With its judicious use of cops and innovative 
methods, the Big Apple is a model for how  
to stem homicides, muggings and other ills 

By Franklin E. Zimring

F
or the past two decades new yorkers have been the beneficiaries of 
the largest and longest sustained drop in street crime ever experi-
enced by a big city in the developed world. In less than a generation, 
rates of several common crimes that inspire public fear—homicide, 
robbery and burglary—dropped by more than 80 percent. By 2009 
the homicide rate was lower than it had been in 1961. The risk of be-
ing robbed was less than one sixth of its 1990 level, and the risk of 

car theft had declined to one sixteenth. 
Twenty years ago most criminologists and sociologists would have doubted that a 

metropolis could reduce this kind of crime by so much. Although the scale of New York 
City’s success is now well known and documented, most people may not realize that 
the city’s experience showed many of modern America’s dominant assumptions con-

Franklin E. Zimring is a professor at the University  
of California, Berkeley, School of Law. He is author or  
co-author of several books on topics, including capital 
punishment, the scale of imprisonment, and drug  
control. Zimring wrote a 1991 Scientific American article 
on firearms and violence.

of California, Berkeley, School of Law. He is author or 
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In the 1990s rates of the most 
common crimes plunged in most 
of the U.S., but in New York City 
the drop has lasted twice as long 
and has gone twice as deep.

New York’s successes have de-
fied common assumptions, such 
as that drug use fosters crime and 
that locking people up reduces it.  
The city’s story shows that peo-

ple are not hardwired to be crimi-
nals and suggests that other cities 
might achieve similar results by 
putting more cops on the streets, 
especially at “hotspots” of crime.
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cerning crime to be flat wrong, including that lowering crime re-
quires first tackling poverty, unemployment and drug use and that 
it requires throwing many people in jail or moving minorities out 
of city centers. Instead New York made giant strides toward solv-
ing its crime problem without major changes in its racial and eth-
nic profile; it did so without lowering poverty and unemployment 
more than other cities; and it did so without either winning its 
war on drugs or participating in the mass incarceration that has 
taken place throughout the rest of the nation.

To be sure, the city would be even better off, not to mention 
safer, if it could solve its deeper social problems—improve its 
schools, reduce income inequalities and enhance living condi-
tions in the worst neighborhoods. But a hopeful message from 
New York’s experience is that most crimes are largely a  result of 
circumstances that can be changed without making expensive 
structural and social changes. People are not doomed to commit 
crimes, and communities are not hardwired by their ethnic, ge-
netic or socio economic character to be at risk. Moreover, the sys-
tematic changes that the city has made in its effort to reduce 
crime are not extremely expensive and can be adapted to condi-
tions in other metropolises. 

A TRUE DECLINE
the first nine years of New York City’s crime decline were part of a 
much broader national trend, an overall drop of nearly 40 percent 
that started in the early 1990s and ended in 2000. It was the lon-
gest and largest nationwide crime drop in modern history. What 
sets New York apart from this general pattern is that its decline 
was twice as large as the national trend and lasted twice as long.

That extraordinary difference—between drops of 40 and 80 
percent—can be seen in comparing homicide rates from 1990 and 
2009 in the five largest cities in the U.S.: New York, Houston, 
Philadelphia, Chicago and Los Angeles. The great crime decline 
of the 1990s reduced homicide in all five cities, in four of those by 
a substantial amount. But New York went from being dead center 
in its homicide rates in 1990 to being the lowest of the five—more 
than 30 percent below the next best city and only 40 percent of 
the mean rate for the other four places. 

Of course, official crime statistics are generated and verified 
by the same police departments that get credit when crime rates 
fall and blame when they increase. And indeed, allegations of the 
New York City Police Department (NYPD) fudging data to make 
the numbers look pretty have received much media attention. But 

A Citywide 
Cool-Off 

Crime rates fell across the U.S. throughout 
the 1990s, but in New York they kept falling 
for another decade, and the decline went 
twice as deep as in most other big cities. 
Here a combined index of the six most seri-
ous crimes (homicide, rape, assault, car theft, 
burglary and robbery) is displayed by police 
district. The most dangerous neighbor-
hoods, in Brooklyn and the Bronx, typically 
showed the biggest improvements.  
[See details of the calculations, as well as 
more maps and data, at ScientificAmerican.
com/aug2011/crime.]

C R I M E  DATA 

Urban Myths, Shattered
Several common assumptions about how best to fight crime—such 
as lowering drug use, reducing poverty and unemployment or lock-
ing more people up—have been proved wrong by New York’s num-
bers: the city cut down crime by 80 percent in the past two decades 
without making significant changes along those lines. Still, to im-
prove things much further, New York may need to tackle deeper  
social issues such as income inequalities, racial segregation and  
the quality of education.

Combined Index of 6 Major Crime Types

Drug overdose deaths showed 
nothing like the 80 percent drop in 
crime; drug use was roughly constant. 

High Low

*The 33rd Precinct 
was created in 1994. 
In 1990 it was still  
a part of the 34th. 
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anecdotal evidence of police misconduct arises frequently in oth-
er places as well, including many American cities where the offi-
cial numbers are not as rosy. Still, how can we be confident that 
the spectacularly good news reflects the reality of street crime? 

The best method to verify trends is with independent data. 
Fortunately, agencies apart from the police have kept track of 
two key crime indices, and their findings have corroborated the 
NYPD’s data. First, county health departments keep meticulous 
records of all deaths and provide specific reports of what the 
police classify as murder and “nonnegligent” manslaughter. 
Over the 19 years when the police reported the dramatic de-
cline in most crimes, the agreement between the health and po-
lice reports each year was practically perfect. In the second 
case, auto theft (which went down by a spectacular 94 percent), 
insurance companies record claims by victims. I obtained re-
ports of theft and loss by year from two separate industry data 
bureaus. The most complete statistics of insurance claims indi-
cated a decline in theft rates of slightly more than 90 percent. 

I also found independent evidence for the big drop in robbery. 
Whereas simple robberies are reported at the police precinct lev-
el, killings from robberies are reported independently by a city-

wide police office, which also provides data to the FBI—and they 
are harder to conceal. The rate of killings from robberies fell more 
than 84 percent in all robberies. Victim surveys also have con-
firmed the dip in both robberies and burglaries (which are break-
ins, usually in which the crime victims are not around, whereas 
robberies involve a direct encounter with the victim) in the city. 

By American standards, then, New York City has become a 
safe, low-crime urban environment. How did this happen? 

GOTHAM CRIME MYTHS 
the part of new york’s crime drop that paralleled the larger na-
tional downturn of the 1990s did not seem to have any distinc-
tive local causes. The decline was not easy to tie to specific 
causes either at the national level or in the city, but the same 
mix of increased incarceration, higher prosperity, aging popu-
lation and mysterious cyclical influences probably was respon-
sible in both cases. 

What caused the roughly half of New York City’s decline that 
was distinctively a local phenomenon may be easier to single 
out, as we will see. The answers, however, are not what many 
people would expect. 

How It Happened
What may have made a difference for 
New York crime was policing and, in 
particular, a focus on “hotspots.” The 
NYPD compiled detailed crime statis-
tics in real time and used the data to 
systematically focus its efforts on the 
most dangerous street corners. (Hav-
ing more cops on the streets may have 
also helped in the 1990s, but crime con-
tinued to drop even when NYPD rolls 
fell back somewhat during the 2000s.)

Unemployment followed  
the swings of the economy but 
apparently had little effect on crime

Incarceration rates (per 100,000 
residents) peaked in 1997 and then 
declined, bucking the national trend

Poverty rates are often  
blamed for crime, but the  
data show no correlation
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For example, very few drastic changes occurred in the eth-
nic makeup of the population, the economy, schools or housing 
in the city during the 20 years after 1990. The percentage of the 
population in the most arrest-prone age bracket, between 15 
and 29, declined at essentially the same rate as it did nationally, 
and economic growth did not reduce either poverty or unem-
ployment in New York significantly below the national average.

A common assumption is that the U.S.’s inner cities became 
safer because they were “cleaned up,” or gentrified—which is 
when formerly blighted neighborhoods begin to attract people 
of higher income, and lower-income populations are progres-
sively pushed out by increases in rents and property taxes. Dur-
ing gentrification, so goes the think-
ing, all the poor people leave, driv-
ing down crime rates. And indeed, 
in Manhattan, the city’s wealthiest 
borough, crime rates dropped along 
with ethnic and economic diversity. 
But in the other three most popu-
lous boroughs (Queens, Brook lyn 
and the Bronx), diversity did not 
drop; if anything, it increased. And 
yet crime went way down—and at 
comparable rates—in all four of 
those boroughs. 

The momentous drop in street 
crime—especially certain kinds—is 
surprising in another respect. New 
York has been the illicit-drug-use 
capital of North America for at least 
seven decades. By all accounts, it 
continues to be. In the 1980s the 
widespread introduction of crack 
cocaine was associated with sharp 
increases in homicide. The per-
ceived close link between drugs and 
violence was one of the animating 
theories for the War on Drugs that 
was declared in the decade after 
1985. From the perspective of the 
late 1980s, a significant reduction 
in violence without massive reductions in the sale and use of il-
legal drugs would have been an impossible dream. But that is 
exactly what seems to have happened in New York.

Drug-related killings (such as dealers shooting one another) 
dropped 90 percent from peak rates. Meanwhile drug use ap-
pears to have stayed relatively stable in the city, whether the in-
dicator is overdose deaths, hospital discharges for drug treat-
ment, or urine tests of criminal suspects. New York seems to be 
winning the war on crime without winning the war on drugs.

Finally, and perhaps most remarkably, the city’s successful 
crime policies bucked the national trend toward locking up 
more and more people. The policy tactics that have dominated 
crime control in the U.S. assume that high-risk youth will be-
come criminal offenders no matter what we do and that crimi-
nals will continue to commit crimes unless they are put away. 
In the mid-1990s proponents of the “supply side” theory of 
crime were warning that cities such as New York with high 
numbers of minority youth growing up in single-parent fami-

lies would require massive new investments in prisons and ju-
venile facilities. Since 1972 these supply-side theories were the 
central justification of the sevenfold expansion of imprison-
ment in the U.S. In the 1980s New York participated in the 
trend. But in the 1990s, while the U.S. prison and jail popula-
tion expanded by half, New York went its own way. In the first 
seven years of the decade its incarceration rate rose only 15 per-
cent, and then it began to fall. By 2008 it was 28 percent below 
the 1990 rate; nationally, incarceration was up 65 percent. 

So where have all the criminals gone?
Many of them just seem to have given up on breaking the law. 

The rate at which former prisoners from New York were recon-
victed because of a felony three 
years after release—which had in-
creased during the late 1980s—
dropped by 64 percent over the 
years after 1990. The NYPD still 
catches criminals, and prosecutors 
and judges still send them to jail. 
But the city has reduced its most  
serious crimes by 80 percent with-
out any net increase in prison pop-
ulations. These numbers disprove 
the central tenets of supply-side 
crime control. 

ESTIMATING  
POLICE EFFECTS

the one aspect of crime policy 
wherein the municipal government 
enacted big changes—and the only 
obvious candidate to take credit for 
the city’s crime decline—was polic-
ing. Beginning in 1990, the city add-
ed more than 7,000 new uniformed 
cops and made its police efforts 
much more aggressive and focused 
on high-crime settings. 

The presence of more police on 
the street was originally thought to 
have caused most of the New York 

decline in the 1990s. But because at that time crime was abat-
ing everywhere in the nation, it is hard to know how much of 
New York’s success stemmed from its own policing changes as 
opposed to the same mysterious set of causes that operated na-
tionally. Moreover, after 2000 the NYPD actually cut its force by 
more than 4,000 uniformed officers, and yet reported crime 
kept dropping and doing so faster than in other large cities.

Nevertheless, a close look at the data after 2000 does point 
to the importance of policing. In spite of the loss of 4,000 offi-
cers, the most recent period still has substantially more police 
on the street compared with 1990. And the number of police 
relative to the amount of crime kept growing because crime 
slowed faster than police rolls shrunk. It is also possible that 
the cumulative effects of increased manpower lasted into the 
decade when force levels went down. And the impact of cops 
is reflected in the fact that New York City experienced the larg-
est drops in the crimes that happen on the street or require  
access from the street—burglary, robbery and auto theft— 

As incarceration rates rose  
65 percent nationwide, New 
York’s dropped—and serious 

crime fell by 80 percent. 
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and thus are especially deterred by increased police presence.
The police department did not only add more cops on the 

streets, it also implemented a number of new strategies. It is dif-
ficult to determine how much credit, if any, each of the policing 
changes should get, but some clear indications have appeared. 

Once again, the simple explanations are not of much help. 
Some of the authorities’ more prominent campaigns were, in 
fact, little more than slogans, including “zero tolerance” and 
the “broken windows” strategy—the theory that measures such 
as fixing windows, cleaning up graffiti and cracking down on 
petty crimes prevents a neighborhood from entering into a spi-
ral of dilapidation and decay and ultimately results in fewer se-
rious crimes. For instance, the NYPD did not increase arrests 
for prostitution and was not consistent over time in its enforce-
ment of gambling or other vice crimes.

But other campaigns seem to have had a significant effect on 
crime. Had the city followed through on its broken-windows po-
licing, it would have concentrated precious resources in 
marginal neighborhoods rather than in those with the 
highest crime. In fact, the police did the opposite: they 
emphasized “hotspots,” a strategy that had been proved 
effective in other cities and that almost certainly made a 
substantial contribution in New York. Starting in 1994, 
the city also adopted a management and data-mapping 
system called CompStat. At a central office in downtown 
Manhattan, analysts compile data on serious crimes, in-
cluding their exact locations, and map them to identify 
significant concentrations of crime. Patrols then deploy 
in full force on-site—whether it is a sidewalk, a bar or any 
other public place—sometimes for weeks at a time, sys-
tematically stopping and frisking anyone who looks sus-
picious and staring down everyone else. Although one 
might expect that criminals would just move to another 
street and resume their business as usual, that is not 
what happened in New York. Thus, crimes prevented one 
day at a particular location do not ineluctably have to be com-
mitted somewhere else the day after.

The biggest and most costly change in police tactics is the ag-
gressive program of street stops and misdemeanor arrests that 
the police use in almost every patrol operation. In 2009 New 
York’s finest made more than half a million stops and nearly a 
quarter of a million misdemeanor arrests. The police believe 
these tactics help to prevent crime. Aggressive patrol, however, 
has a history almost as long as that of street policing itself, and 
its effectiveness has not always been clear. Although it could in 
principle be more effective in New York than in other places, the 
evidence that it adds distinctive value to the hotspots and Comp-
Stat strategies is not strong.

LESSONS LEARNED
to establish conclusively what works and what does not will 
require scientific field tests measuring the effectiveness of addi-
tional manpower and of other techniques from the NYPD’s full 
kitchen sink of tactics. Then there should be trial-and-error ad-
aptations to other urban settings. But even this early in the 
game, several lessons from New York City should have a signifi-
cant influence on crime policy elsewhere.

First of all, cops matter. For at least a generation, the con-
ventional wisdom in American criminal justice doubted the 

ability of urban police to make a significant or sustained dent 
in urban crime. The details on cost-effectiveness and best tac-
tics have yet to be established, but investments in policing ap-
parently carry at least as much promise as investments in other 
branches of crime control in the U.S. 

Two other important lessons are that reducing crime does 
not require reducing the use of drugs or sending massive num-
bers of people to jail. Incidentally, the difference between New 
York’s incarceration trends and those of the rest of the nation—
and the money that the city and state governments avoided 
pouring into the correctional business—has more than paid for 
the city’s expanded police force. 

Unfortunately, New York’s successes in crime control have 
come at a cost, and that cost was spread unevenly over the city’s 
neighborhoods and ethnic populations. Police aggressiveness is 
a very regressive tax: the street stops, bullying and pretext-based 
arrests fall disproportionately on young men of color in their 

own neighborhoods, as well as in other parts of the city 
where they may venture. But the benefits of reduced 
crime also disproportionately favor the poor—ironically, 
the same largely dark-skinned young males who suffer 
most from police aggression now have lower death rates 
from violence and lower rates of going to prison than in 
other cities. We do not yet know whether or how much 
these benefits depend on extra police aggression. 

If New York continues on the same path, it may be 
able to achieve even greater reductions in crime. After all, 
even after its vast improvements, its homicide rate is still 
much higher than those of most major European cities 
and six times higher than Tokyo’s. At some point, though, 
it is possible that rates could reach a hard bottom, be-
yond which further progress could require solving the 
deeper social problems, such as economic inequality, ra-
cial segregation, or lack of access to quality education.

Perhaps the most optimistic lesson to take from New 
York’s experience is that high rates of homicides and muggings 
are not hardwired into a city’s populations, cultures and institu-
tions. The steady, significant and cumulatively overwhelming 
crime decline in New York is proof that cities as we know them 
need not be incubators of robbery, rape and mayhem. Moreover, 
it demonstrates that the environment in which people are raised 
does not doom them to a lifetime outside the law—and that nei-
ther do their genes. That result is a fundamental surprise to 
many students of the American city and is the most hopeful in-
sight of criminological science in a century. 
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Fractals, such as this stack 
of spheres created using 
3-D modeling software, are 
one of the mathematical 
structures that were invent-
ed for abstract reasons yet 
manage to capture reality.
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Mario Livio is a theoretical astrophysicist at the Space Telescope 
Science Institute in Baltimore. He has studied a wide range of  
cosmic phenomena, ranging from dark energy and super nova  
explosions to extrasolar planets and accretion onto white dwarfs, 
neutron stars and black holes. 

Is math invented or discovered?  
A leading astrophysicist suggests that the answer  

to the millennia-old question is both

By Mario Livio

M
ost of us take it for granted 
that math works—that sci
entists can devise formulas 
to describe subatomic events 
or that engineers can calcu
late paths for space craft. We 
accept the view, initially es

poused by Galileo, that mathematics is the language of 
science and expect that its grammar explains experi
mental results and even predicts novel phenomena. 
The power of mathematics, though, is nothing short of 
astonishing. Consider, for example, Scottish physicist 
James Clerk Maxwell’s famed equations: not only do 
these four expressions summarize all that was known 
of electromagnetism in the 1860s, they also anticipat
ed the existence of radio waves two decades before 

German physicist Heinrich Hertz detected them. Very 
few languages are as effective, able to articulate vol
umes’ worth of material so succinctly and with such 
precision. Albert Einstein pondered, “How is it possi
ble that mathematics, a product of human thought 
that is independent of experience, fits so excellently 
the objects of physical reality?”

As a working theoretical astrophysicist, I encoun
ter the seemingly “unreasonable effectiveness of math
ematics,” as Nobel laureate physicist Eugene Wigner 
called it in 1960, in every step of my job. Whether I am 
struggling to understand which progenitor systems 
produce the stellar explosions known as type Ia super
novae or calculating the fate of Earth when our sun ul
timately becomes a red giant, the tools I use and the 
models I develop are mathematical. The uncanny way 

I N  B R I E F

The deepest mysteries are often the things 
we take for granted. Most people never 
think twice about the fact that scientists 
use mathematics to describe and explain 
the world. But why should that be the case? 

Math concepts developed  for purely ab-
stract reasons turn out to explain real phe-
nomena. Their utility, as physicist Eugene 
Wigner once wrote, “is a wonderful gift 
which we neither understand nor deserve.” 

Part of the puzzle is the question of wheth-
er mathematics is an invention (a creation 
of the human mind) or a discovery (some-
thing that exists independently of us). The 
author suggests it is both.

Math 
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that math captures the natural world has fascinated me through
out my career, and about 10 years ago I resolved to look into the 
issue more deeply.

At the core of this mystery lies an argument that mathemati
cians, physicists, philosophers and cognitive scientists have had 
for centuries: Is math an invented set of tools, as Einstein be
lieved? Or does it actually exist in some abstract realm, with hu
mans merely discovering its truths? Many great mathemati
cians—including David Hilbert, Georg Cantor and the group 
known as Nicolas Bourbaki—have shared Einstein’s view, associ
ated with a school of thought called Formalism. But other illustri
ous thinkers—among them Godfrey Harold Hardy, Roger Pen
rose and Kurt Gödel—have held the opposite view, Platonism.

This debate about the nature of mathematics rages on today 
and seems to elude an answer. I believe that by asking simply 
whether mathematics is invented or discovered, we ignore the 
possibility of a more intricate answer: both invention and dis
covery play a crucial role. I posit that together they account for 
why math works so well. Although eliminating the dichotomy 
between invention and discovery does not fully explain the un
reasonable effectiveness of mathematics, the problem is so pro
found that even a partial step toward solving it is progress.

INVENTION AND DISCOVERY
mathematics is unreasonably effective in two distinct ways, one I 
think of as active and the other as passive. Sometimes scientists 
create methods specifically for quantifying realworld phenome
na. For example, Isaac Newton formulated calculus for the pur
pose of capturing motion and change, breaking them up into in
finitesimally small framebyframe sequences. Of course, such ac
tive inventions are effective; the tools are, after all, made to order. 
What is surprising, however, is their stupendous accuracy in some 
cases. Take, for instance, quantum electrodynamics, the mathe
matical theory developed to describe how light and matter inter
act. When scientists use it to calculate the magnetic moment of 
the electron, the theoretical value agrees with the most recent 
experimental value—measured at 1.00115965218073 in the ap
propriate units in 2008—to within a few parts per trillion!

Even more astonishing, perhaps, mathematicians sometimes 
develop entire fields of study with no application in mind, and yet 
decades, even centuries, later physicists discover that these very 
branches make sense of their observations. Examples of this kind 
of passive effectiveness abound. French mathematician Évariste 
Galois, for example, developed group theory in the early 1800s for 
the sole purpose of determining the solvability of polynomial 
equations. Very broadly, groups are algebraic structures made up 
of sets of objects (say, the integers) united under some operation 
(for instance, addition) that obey specific rules (among them the 
existence of an identity element such as 0, which, when added to 
any integer, gives back that same integer). In 20thcentury phys
ics, this rather abstract field turned out to be the most fruitful 
way of categorizing elementary particles—the building blocks of 
matter. In the 1960s physicists Murray GellMann and Yuval 
Ne’eman independently showed that a specific group, referred to 
as SU(3), mirrored a behavior of subatomic particles called had
rons—a connection that ultimately laid the foundations for the 
modern theory of how atomic nuclei are held together.

The study of knots offers another beautiful example of passive 
effectiveness. Mathematical knots are similar to everyday knots, 

except that they have no loose 
ends. In the 1860s Lord Kelvin 
hoped to describe atoms as knot
ted tubes of ether. That misguid
ed model failed to connect with 
reality, but mathematicians con
tinued to analyze knots for many 
decades merely as an esoteric 
arm of pure mathematics. Amaz
ingly, knot theory now pro vides 
important insights into string 
theory and loop quantum gravi
ty—our current best attempts at 
articulating a theory of space
time that reconciles quantum 
mechanics with general relativi
ty. Similarly, English mathemati Similarly, English mathematiSimilarly, English mathemati
cian Hardy’s discoveries in num
ber theory advanced the field of 
cryptography, despite Hardy’s 
earlier proclamation that “no one 

has yet discovered any warlike purpose to be served by the theo
ry of numbers.” And in 1854 Bernhard Riemann described non
Euclidean geo met ries— curious spaces in which parallel lines 
converge or diverge. More than half a century later Einstein in
voked those geometries to build his general theory of relativity.

A pattern emerges: humans invent mathematical concepts 
by way of abstracting elements from the world around them—
shapes, lines, sets, groups, and so forth—either for some specific 
purpose or simply for fun. They then go on to discover the con
nections among those concepts. Because this process of inventing 
and discovering is manmade—unlike the kind of discovery to 
which the Platonists subscribe—our mathematics is ultimately 
based on our perceptions and the mental pictures we can conjure. 
For instance, we possess an innate talent, called subitizing, for in
stantly recognizing quantity, which undoubtedly led to the con
cept of number. We are very good at perceiving the edges of indi
vidual objects and at distinguishing between straight and curved 
lines and between different shapes, such as circles and ellipses—
abilities that probably led to the development of arithmetic and 
geometry. So, too, the repeated human experience of cause and ef
fect at least partially contributed to the creation of logic and, with 
it, the notion that certain statements imply the validity of others.

SELECTION AND EVOLUTION
michael atiyah, one of the greatest mathematicians of the 20th 
century, has presented an elegant thought experiment that re
veals just how perception colors which mathematical concepts we 
embrace—even ones as seemingly fundamental as numbers. Ger
man mathematician Leopold Kronecker famously declared, “God 
created the natural numbers, all else is the work of man.” But 
imagine if the intelligence in our world resided not with human
kind but rather with a singular, isolated jellyfish, floating deep in 
the Pacific Ocean. Everything in its experience would be continu
ous, from the flow of the surrounding water to its fluctuating tem
perature and pressure. In such an environment, lacking individu
al objects or indeed anything discrete, would the concept of num
ber arise? If there were nothing to count, would numbers exist?

Like the jellyfish, we adopt mathematical tools that apply to 

The universe 
has regularities, 
known as 
symmetries, that 
let physicists 
describe it 
mathematically. 
And no one 
knows why.
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our world—a fact that has undoubtedly contributed to the per
ceived effectiveness of mathematics. Scientists do not choose an
alytical methods arbitrarily but rather on the basis of how well 
they predict the results of their experiments. When a tennis ball 
machine shoots out balls, you can use the natural numbers 1, 2, 3, 
and so on, to describe the flux of balls. When firefighters use a 
hose, however, they must invoke other concepts, such as volume 
or weight, to render a meaningful description of the stream. So, 
too, when distinct subatomic particles collide in a particle accel
erator, physicists turn to measures such as energy and momen
tum and not to the end number of particles, which would reveal 
only partial information about how the original particles collid
ed because additional particles can be created in the process.

Over time only the best models survive. Failed models—such 
as French philosopher René Descartes’s attempt to describe the 
motion of the planets by vortices of cosmic matter—die in their 
infancy. In contrast, successful models evolve as new information 
becomes available. For instance, very accurate measurements of 
the precession of the planet Mercury necessitated an overhaul of 
Newton’s theory of gravity in the form of Einstein’s general rela
tivity. All successful mathematical concepts have a long shelf life: 
the formula for the surface area of a sphere remains as correct to
day as it was when Archimedes proved it around 250 b.c. As a re
sult, scientists of any era can search through a vast arsenal of for
malisms to find the most appropriate methods.

Not only do scientists cherrypick solutions, they also tend to 
select problems that are amenable to mathematical treatment. 
There exists, however, a whole host of phenomena for which no 
accurate mathematical predictions are possible, sometimes not 
even in principle. In economics, for example, many variables—the 
detailed psychology of the masses, to name one—do not easily 
lend themselves to quantitative analysis. The predictive value of 
any theory relies on the constancy of the underlying relations 
among variables. Our analyses also fail to fully capture systems 
that develop chaos, in which the tiniest change in the initial condi
tions may produce entirely different end results, prohibiting any 
longterm predictions. Mathematicians have developed statistics 
and probability to deal with such shortcomings, but mathematics 
itself is limited, as Austrian logician Gödel famously proved.

SYMMETRY OF NATURE
this careful selection of problems and solutions only partially 
accounts for mathematics’s success in describing the laws of na
ture. Such laws must exist in the first place! Luckily for mathema
ticians and physicists alike, universal laws appear to govern our 
cosmos: an atom 12 billion lightyears away behaves just like an 
atom on Earth; light in the distant past and light today share the 
same traits; and the same gravitational forces that shaped the 
universe’s initial structures hold sway over presentday galaxies. 
Mathematicians and physicists have invented the concept of sym
metry to describe this kind of immunity to change.

The laws of physics seem to display symmetry with respect to 
space and time: They do not depend on where, from which an
gle, or when we examine them. They are also identical to all ob
servers, irrespective of whether these observers are at rest, mov
ing at constant speeds or accelerating. Consequently, the same 
laws explain our results, whether the experiments occur in Chi
na, Alabama or the Andromeda galaxy—and whether we con
duct our experiment today or someone else does a billion years 

from now. If the universe did not possess these symmetries, any 
attempt to decipher nature’s grand design—any mathematical 
model built on our observations—would be doomed because we 
would have to continuously repeat experiments at every point in 
space and time.

Even more subtle symmetries, called gauge symmetries, 
prevail within the laws that describe the subatomic world. For 
instance, because of the fuzziness of the quantum realm, a giv
en particle can be a negatively charged electron or an electri
cally neutral neutrino, or a mixture of both—until we measure 
the electric charge that distinguishes between the two. As it 
turns out, the laws of nature take the same form when we inter
change electrons for neutrinos or any mix of the two. The same 
holds true for interchanges of other fundamental particles. 
Without such gauge symmetries, it would have been very diffi
cult to provide a theory of the fundamental workings of the 
cosmos. We would be similarly stuck without locality—the fact 
that objects in our universe are influenced directly only by their 
immediate surroundings rather than by distant phenomena. 
Thanks to locality, we can attempt to assemble a mathematical 
model of the universe much as we might put together a jigsaw 
puzzle, starting with a description of the most basic forces 
among elementary particles and then building on additional 
pieces of knowledge.

Our current best mathematical attempt at unifying all inter
actions calls for yet another symmetry, known as supersymme
try. In a universe based on supersymmetry, every known parti
cle must have an as yet undiscovered partner. If such partners 
are discovered (for instance, once the Large Hadron Collider at 
CERN near Geneva reaches its full energy), it will be yet another 
triumph for the effectiveness of mathematics.

I started with two basic, interrelated questions: Is mathemat
ics invented or discovered? And what gives mathematics its ex
planatory and predictive powers? I believe that we know the an
swer to the first question. Mathematics is an intricate fusion of 
inventions and discoveries. Concepts are generally invented, and 
even though all the correct relations among them existed before 
their discovery, humans still chose which ones to study. The sec
ond question turns out to be even more complex. There is no 
doubt that the selection of topics we address mathematically has 
played an important role in math’s perceived effectiveness. But 
mathematics would not work at all were there no universal fea
tures to be discovered. You may now ask: Why are there univer
sal laws of nature at all? Or equivalently: Why is our universe 
governed by certain symmetries and by locality? I truly do not 
know the answers, except to note that perhaps in a universe 
without these properties, complexity and life would have never 
emerged, and we would not be here to ask the question. 

M O R E  T O  E X P L O R E

The Unreasonable Effectiveness of Mathematics in the Natural Sciences. Eugene Wigner 
in Communications in Pure and Applied Mathematics, Vol. 13, No. 1, pages 1–14; February 1960.
Pi in the Sky: Counting, Thinking, and Being. John D. Barrow. Back Bay Books, 1992.
Creation v. Discovery. Michael Atiyah in Times Higher Education Supplement; Septem-
ber 29, 1995.
Is God a Mathematician? Mario Livio. Simon & Schuster, 2010.

SCIENTIFIC AMERICAN ONLINE
Is mathematics invented, discovered, both or neither? See examples of remarkable math-
ematical structures that invite this question at ScientificAmerican.com/aug11/livio

© 2011 Scientific American



84 Scientific American, August 2011

Q&A SCIENCE TALK

A RC H A EO LO GY

Guardian of 
the Pharoahs
Egypt had a revolution, but Zahi Hawass, the 
larger-than-life minister of antiquities, is still 
calling his own shots and making no apologies  

Interview by Jeffrey Bartholet

O ne night in the weeks leading up to then president hosni mubarak’s 
ouster, looters swarmed the grounds of the Museum of Egyptian An-
tiquities in Cairo (sometimes called the Cairo museum), and at least 
one broke into the main building by descending on wires from a sky-
light. Others rampaged through storerooms at well-known archaeo-
logical sites. Panic swept the world of Egyptology.   
 Ultimately, the looting was not as devastating as some had feared, 

and many of the country’s treasures were recovered. The chaos, though, focused renewed 
criticism and exacted an emotional toll on Zahi Hawass, the minister of state for antiquities. 

Hawass, a celebrity archaeologist known 
in the West for his larger-than-life persona  
in such documentaries and television shows 
as Chasing Mummies, provided sometimes 
confused and contradictory information 
about what was happening to the ancient rel-
ics under his guardianship. Some critics at-
tacked him for being part of the old regime. 
His enemies saw a chance to get rid of him. 
Hawass resigned his position in early March, 
then abruptly returned weeks later. The up-
heavals raise questions about how secure 
Egyptian antiquities are now and when visi-

tors will feel safe enough to tour the Nile in 
large numbers again. Jeffrey Bartholet, who 
reported from Egypt during the unrest in 
February, spoke to Hawass recently by phone 
for Scientific American. Excerpts follow.

Scientific American: The former  
regime is gone, but there is still a lot of 
uncertainty. Is Egypt now moving in  
a clearly positive direction?
hawass: I think we are trying. We are doing 
our best to reach elections for the parlia-
ment and a new president. 

who  
ZAHI HAWASS
vocation | avocation  
Egypt’s minister of state for antiquities
research focus 
Hawass brings a bigger-than- 
life personality to the quest to find 
Cleopatra’s tomb and other  
Egyptian treasures. 
big picture  
A consummate marketer and  
political operator as well as  
an archaeologist, Hawass was  
a controversial figure even  
before the revolution. 
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What are the improvements  
you are seeing?
Security is starting to come to the streets 
now. And people are working really hard 
for democracy and freedom. I don’t think 
Egyptians have had this kind of democra-
cy in 5,000 years. It’s the first time that 
we are really practicing it. I hope that it 
will not take time to get it right. 

You resigned your post in March,  
then returned. Why?
The reason I resigned was because crimi-
nals were looting antiquities at that time, 
and there was no one to stop them. I was 
screaming, and no one could help me. At 
the same time, there were students who 
needed jobs, and they came in front of 
my office screaming because they wanted 
jobs now. All this really made me not 
want to stay. I came back because I found 
out that I am a part of antiquities, and 
antiquities are a part of me.

Was there some specific offer that  
was made or some suggestion or 
encouragement that was given?
I found that the government was giving 
more security, and it was supporting me. 
The army was supporting me. Now we 
can see the results of that. Most of the 
Cairo museum objects that had been loot-
ed are back. We are missing only 31 ob-
jects from the museum; the rest of the 
[1,200 or so objects stolen from store-
rooms and storage vaults] are not really 
masterpieces. 

When the uprising began in Egypt, 
some feared that we would see  
a repeat of Iraq—that Egypt’s 
treasures and heritage would be 
looted and destroyed.
Look: Who protected the Cairo museum? 
Actually it was the young protesters. In 
Iraq 15,000 artifacts were stolen from the 
museum. The Egyptians protected their 
museum with their bodies. That is some-
thing we have to keep in mind.

Tell me about how the underground 
market for antiquities works. Who are 
the thieves, who are the middlemen, 
who are the final buyers?

After the revolution, I don’t think there is 
a market for anything. Before the revolu-
tion, there were people who stole objects 
from Egypt and took them outside of the 
country. We caught most of them. I re-
turned about 5,000 artifacts from all over 
the world during the past nine years. 

But how does it work? Do foreigners 
come in and work with criminal rings?
You have to understand that most of mod-
ern Egypt is built on top of ancient Egypt. 
People can do illegal excavations; they dig 
in their courtyards to find antiquities. But 
I have put antiquities inspectors in every 
port and airport to stop people from tak-
ing objects outside. And I hired educated 
guards. And I built 47 storage vaults. 

The Hamas government in Gaza sent 
a delegation recently to return some 
stolen items, and it turned out the items 
were fake. Can you tell me about that?
They found two statues, and they brought 
them to me. I found that they were not 
genuine, and I gave them back. I thanked 
them and encouraged them to visit the 
antiquities of Egypt anytime. 

What more can be done internation-
ally to recover items looted since 
January?
We’ve gotten back the masterpieces. But I 
met someone from Interpol a few days 
ago: we’re going to put information about 
every object out to the whole world. I re-
ally think the looters who took the objects 
were not professional criminals. There-
fore, I think the objects will be back. They 
will not leave Egypt.

You said 31 objects from the Cairo 
museum are still missing at this point. 
What are the most significant ones?
The only significant one from the muse-
um is a small head of Queen Nefertiti—a 
few centimeters high. 

The statue of Akhenaton has been 
returned.
We brought back the statue of Akhenaton 
holding a stela. And we’ve brought back 
most of King Tut’s objects that were 
stolen.

And where were they? Where did  
you find them?
Those were taken by the looters who en-
tered the museum on the night of Janu-
ary 28. We got the objects of King Tut be-
cause there was someone working for 
the antiquities department who came to 
me and said that there were looters who 
wanted to return these objects to me. 
And the next day he brought a bag with 
four objects.

Over the years you have carried  
out a campaign to force interna -
tional museums to return Egyptian 
artifacts. In the wake of the revo-
lution and looting, some in the  
West made the argument that items 
were safer spread around the globe. 
The Natural History Museum of 
Basel became the first to return  
an artifact since the January 
revolution. Do you see that as 
significant?
Very important. It’s a relief from the Old 
Kingdom, about 4,000 years ago. 

You had a role in the former govern-
ment and are now part of the current 
government. What is different now, in 
the day-to-day work of your ministry 
and the way the country is run?
You know, I am a technician. I am not a 
politician. I have never been in any par-
ty, and I did my job beautifully.

You did have a fairly close working 
relationship with the former first 
lady, Suzanne Mubarak. Was she  
an important political patron for  
the antiquities department?
No, she had nothing to do with any work 
in antiquities. I collaborated with her to 
create the children’s museum in Cairo. 
We will be finishing the work on this 
museum two months from now, and it 
will be the best museum for children in 
the Middle East.

As we speak now in May, have you been 
in touch with the former first lady since 
her husband relinquished power? 
I told you, I’m a technician, not a politi-
cian. My relationship with the first lady 
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was just working in this museum. It 
wasn’t really close. Many people think I 
am from the old regime—my enemies 
say this. But I’m not. I’ve never been a 
politician my whole life. 

But still, you must have a personal 
sensitivity to seeing her get arrested. 
This is something that governments do, 
and I can’t interfere. Every Egyptian—85 
million—can be connected with the old 
regime. But when you have a new regime 
that you like, you connect with it.

Has the unrest interfered with 
archaeological activity in Egypt?
Things are coming back now. Most of the 
foreign expeditions have applied to work 
in September and October. Everyone 
wants to come back and work.

How is the ongoing quest for 
Cleopatra’s tomb proceeding?
You know, we really did not excavate [in 
recent months] because of the revolution. 
But I will continue in September to work 
in the Valley of the Kings and also contin-
ue the excavation to search for the tomb 
of Cleopatra. 

What have you found so far?
We have found statues of Cleopatra and 
coins of Cleopatra, statues of [Ptolemaic] 

kings—and all of these discoveries are 
very important.

Tell me about the Valley of the Kings. 
What are you looking for there?
I’m looking for the tomb of Ankhesena-
mun, the wife of King Tut. I don’t have ev-
idence for it, but I’m hoping that in the 
next season something might happen.

Now, you mentioned before your critics 
and enemies. Tell me about them.
I found out [before the revolution] that 
some people had a very bad reputation 
in the antiquities department and had 
been accused in the past of stealing an-
tiquities and things like that. And I really 
did punish them. When the revolution 
happened, they could say anything about 
me. And they started attacking me. And I 
really did not care and didn’t answer 
them back. But if you look at these cases, 
it shows that they are jealous people, and 
they tried to stop me, but they did not.

You are at the moment appealing a 
one-year jail sentence for failing to 
halt bidding by companies interested 
in running a new gift shop in the 
museum. Can you tell me about that?
Any government official who tries to pro-
tect anything from a civilian, the civilian 
can take you to court. When the court 
makes a decision, it’s not against you per-
sonally, it’s against your position. But be-
cause my name is big, they made it big.

The case concerns the bookshop  
in the museum?
This man, who had this old bookshop, 
did not pay us before. I’m not going to 
say anything about him. But I made a 
beautiful new shop, and this man didn’t 
like that. 

Some critics say that your governing 
style is imperious and that you’re 
overly ambitious. They point to a 
clothing line you started at one point. 
Can you respond to that?
People don’t understand the clothing line. 
First of all, the photo shoot [for the cloth-
ing] did not happen at the Cairo museum, 
as people say. And second, all the money 

that comes to me goes to a hospital for 
children with cancer. I’m very proud that 
the clothing line became famous and is 
helping children.

You’re well known for your Indiana 
Jones–style hat. Is the hat a way  
of branding yourself and of  
branding Egypt?
When I wore this hat, people loved it. I 
don’t know why. It’s something that be-
came a part of me. I’m very proud that 
children all over the world buy [replicas 
of] this hat, and the money goes to the 
children’s museum.

What do you say to the people who 
claim that you’re too authoritarian?
If you need to control the antiquities of 
Egypt, you have to be very strong on the 
job. If you are not strong, you will never 
do that. Our antiquities were robbed by 
everyone before [I came to office]. The 
antiquities directors were not that strong 
before. When I do this, I do it for the sake 
of the antiquities.

Tourism is vital to the Egyptian 
economy, but at the moment only  
the most intrepid visitors are touring 
the Nile. What can be done?
I’m going to use discoveries and the 
opening of museums to bring tourists 
back, and at the same time the govern-
ment will do more to improve the secu-
rity of the sites. Then people can come 
back and enjoy the magic and mystery 
of Egypt. 

Jeffrey Bartholet was formerly Newsweek’s 
Washington bureau chief and foreign editor. 

Zahi Hawass gives an update on missing  
artifacts from the Cairo Museum. 
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Chasing Mummies. A History Channel reality tele
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The blog by Hawass: www.drhawass.com/blogs/
zahi-hawass 
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A First-Rate Madness: Uncovering the Links  
between Leadership and Mental Illness
by Nassir Ghaemi. Penguin Press, 2011 ($27.95)

Some kinds of insanity can produce better lead-
ership during times of crisis. So contends Nas-
sir Ghaemi, director of the Mood Disorder Clin-
ic at Tufts Medical Center, who surveys the 
careers and psyches of history’s great leaders. 
Below he describes the demons that plagued 
Winston Churchill. 

“Other prominent British statesmen had 
failed to fill the role that Churchill 

rode to glory. Churchill alone 
emerged as the great leader, 

the wartime genius, the 
deliverer of democracy. 
And although some ac-
knowledge that he had 
mental problems, few ap-

preciate the relevance of 
those problems to his prodi-

gious leadership abilities. I be-
lieve that Churchill’s severe recurrent depres-
sive episodes heightened his ability to realis - 
tically assess the threat that Germany posed.

“One might suppose that such a great man 
would have to be especially whole, healthy and 
fit in mind and body, full of mental and spiri-
tual capabilities that escape average men.  
But Churchill belied this notion. In fact, he 
was quite ill, and his story, if belonging to a 
middle-class American living in the twenty-

first century, would seem a sad but typical tale 
of mental illness. . . .

“When he was not depressed, Churchill’s 
moods shifted frequently. He was never ‘him-
self,’ because his ‘self ’ kept changing.. . .  Said 
his military chief of staff General Ismay, ‘He is 
a mass of contradictions. He’s either on the 
crest of the wave, or in the trough: either high-
ly laudatory, or bitterly condemnatory: either 
in an angelic temper, or a hell of a rage.. . .’

“These observations suggest that when he 
wasn’t depressed Churchill probably had cy-
clothymic personality: he was high in energy, 
highly sociable and extraverted, rapid in his 
thoughts and actions, and somewhat impul-
sive.. . .  He was incredibly productive, not only 
serving as minister or prime minister for de-
cades, but writing forty-three books in seven-
ty-two volumes (not to mention an immense 
body of correspondence). . . .  His mind never 
stopped; he was always thinking, always plot-
ting and planning, whether or not he had rea-
son to do so.. . .  These hyperthymic personal -
ity traits are, clinically and biologically, mild 
versions of mania. They would alternate with 
milder periods of depressive mood and energy 
and activity and, not infrequently, with severe 
depressive episodes that would last months  
or longer.”

Silent Killers: 
Submarines and 
Underwater Warfare
by James P. Delgado. Osprey, 
2011 ($24.95)

Dive into the history of subma-
rines with maritime archaeolo-
gist and writer James P. Delga-
do of the National Oceanic and 
Atmos pheric Administration. 
He traces the evolution of these 
undersea vehicles from their 
humble wooden ancestors to 
modern submersibles built for 
deep-sea exploration.

The Inquisition of Climate Science,  
by James Lawrence Powell. Columbia 
University Press, 2011 ($27.95)

On the Origin of Tepees: The Evolution 
of Ideas (and Ourselves), by Jonnie 
Hughes. Free Press, 2011 ($28.99)

Radioactivity: A History of a 
Mysterious Science, by Marjorie C. 
Malley. Oxford University Press, 2011 
($21.95)

The Wild Life of Our Bodies: Predators, 
Parasites, and Partners That Shape 
Who We Are Today, by Rob Dunn. 
HarperCollins, 2011 ($26.99)

Brain Bugs: How the Brain’s Flaws 
Shape Our Lives, by Dean Buonomano. 
W. W. Norton, 2011 ($25.95)

The Case for Mars: The Plan to  
Settle the Red Planet and Why  
We Must (revised from the 1996  
edition), by Robert Zubrin. Free Press, 
2011 ($19.99)

Demon Fish: Travels through the 
Hidden World of Sharks, by Juliet 
Eilperin. Pantheon Books, 2011 ($26.95)

The Beekeeper’s Lament: How One 
Man and Half a Billion Honey Bees 
Help Feed America, by Hannah 
Nordhaus. Harper Perennial, 2011 ($14.99)

First Life: Discovering the Connections 
between Stars, Cells, and How Life 
Began, by David Deamer. University of 
California Press, 2011 ($28.95)

Weeds: In Defense of Nature’s Most 
Unloved Plants, by Richard Mabey. Ecco, 
2011 ($25.99)
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Submarine warfare  
in World War I

E XC E R P T 

© 2011 Scientific American



“Well, I finally did it. I finally decided to enter the digital age
and get a cell phone. My kids have been bugging me, my book
group made fun of me, and the last straw was when my car
broke down, and I was stuck by the highway for an hour 
before someone stopped to help. But when I went to the cell
phone store, I almost changed my mind. Te phones are so
small I can’t see the numbers, much less push the right 
one. Tey all have cameras, computers and a
“global-positioning” something or other that’s
supposed to spot me from space. Goodness, 
all I want to do is to be able to talk to my
grandkids! Te people at the store weren’t
much help. Tey couldn’t understand why
someone wouldn’t want a phone the size of a
postage stamp. And the rate plans! Tey were
complicated, confusing, and expensive…
and the contract lasted for two years! I’d 
almost given up when a friend told me about
her new Jitterbug phone. Now, I have the
convenience and safety of being able to stay
in touch… with a phone I can actually use.”

Te cell phone that’s right for me. 
Sometimes I think the people who 
designed this phone and the rate plans
had me in mind. Te phone fits easily
in my pocket, and flips open to
reach from my mouth to my ear.
Te display is large and backlit, so
I can actually see who is calling.
With a push of a button I can 
amplify the volume, and if I
don’t know a number, I can 
simply push “0” for a friendly,
helpful operator that will look 
it up and even dial it for me.
Te Jitterbug also reduces

background noise, making the sound loud and clear. Tere’s
even a dial tone, so I know the phone is ready to use.

Affordable plans that I can understand – and no contract to
sign! Unlike other cell phones, Jitterbug has plans that make
sense. Why should I pay for minutes I’m never going to use?
And if I do talk more than I plan, I won’t find myself with no

minutes like my friend who has a prepaid phone. Best of all,
there is no contract to sign – so I’m not locked in for years

at a time or subject to termination fees. Te
U.S.–based customer service is second to
none, and the phone gets service virtually 
anywhere in the country. 

Call now and get a FREE Car Charger
and FREE Leather Carrying Case – a
$43.99 value. Try Jitterbug for 30 days
and if you don't love it, just return it1.
Why wait, the Jitterbug comes ready
to use right out of the box. If you 
aren’t as happy with it as I am, you 
can return it for a refund of the 
purchase price. Call now, the Jitterbug

product experts are ready to answer 
your questions.

IMPORTANT CONSUMER INFORMATION: Jitterbug is owned by GreatCall, Inc. Your invoices will come from GreatCall. All rate plans and services require the purchase of a Jitterbug phone and a one-time set up fee of $35.
Coverage and service is not available everywhere. Other charges and restrictions may apply. Screen images simulated. There are no additional fees to call Jitterbug’s 24-hour U.S. Based Customer Service. However, for calls to an
Operator in which a service is completed, minutes will be deducted from your monthly balance equal to the length of the call and any call connected by the Operator, plus an additional 5 minutes. Monthly rate plans do not 
include government taxes or assessment surcharges. Prices and fees subject to change. 1We will refund the full price of the Jitterbug phone if it is returned within 30 days of purchase in like-new condition. We will also refund your
first monthly service charge if you have less than 30 minutes of usage. If you have more than 30 minutes of usage, a per minute charge of 35 cents will apply for each minute over 30 minutes. The activation fee and shipping charges
are not refundable. Jitterbug is a registered trademark of GreatCall, Inc. Samsung is a registered trademark of Samsung Electronics America, Inc. and/or its related entities. Copyright © 2011 GreatCall, Inc. Copyright © 2011 by
firstSTREET for Boomers and Beyond, Inc. All rights reserved.

Monthly Rate

Operator Assistance

911 Access

Long Distance Calls

Voice Dial

Nationwide Coverage

Friendly Return Policy 

$14.99

24/7

FREE

No add’l charge

FREE

Yes

30 days

$19.99

24/7

FREE

No add’l charge

FREE

Yes

30 days

50 100Monthly Minutes

1

Order now and receive a FREE Car
Charger and a FREE Leather Carrying 
Case for your Jitterbug– a $43.99 value. Call now!

More minute plans available. Ask your Jitterbug expert for details.

Finally, a cell phone 
that’s… a phone!

Price

Reduced by

$48
N
o

C
on

tr
ac

t

Jitterbug Cell Phone
Call now for our NEW low price. 
Please mention promotional code 42430.

1-888-666-0353
www.jitterbugdirect.com

We proudly accept the following credit cards.

47
48

6

Available in
Graphite and Red.

Untitled-4   1 6/23/11   4:55 PM



Skeptic by Michael Shermer

Viewing the world with a rational eye Michael Shermer is publisher of Skeptic 
magazine (www.skeptic.com). His new 
book is The Believing Brain. Follow him on 
Twitter @michaelshermer
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Globaloney
Why the world is not flat . . . yet

Fast-forward to the year 2100. Computers, writes phys-
icist and futurist Michio Kaku in Physics of the Future 
(Doubleday, 2011), will have humanlike intelligence, 
the Internet will be accessible via contact lenses, nano-
bots will eliminate cancers, space tourism will be cheap 
and popular, and we’ll be colonizing Mars. We will be a 
planetary civilization capable of consuming the 1017 
watts of solar energy falling on Earth to meet our ener-
gy needs, with the Internet as a worldwide telephone 
system; English and Chinese as the contenders for a 
planetary language; a unified culture of common foods, 
fashions and films; and a truly global economy with 
many more international trading blocs such as we see 
today in the European Union and NAFTA. 

Kaku’s vision of how the exchange of science, tech-
nology and ideas among all peoples will create a global 
civilization with greatly weakened nation-states and al-
most no war is epic in its scope and heroic in its inspira-
tion. Many have felt similar hope for a united, peaceful 
future through globalization. Indeed, I evoked a similar 
image in my book The Mind of the Market (Holt, 2009), and I was 
inspired in part by Thomas Friedman’s wildly popular The World 
Is Flat (Farrar, Straus and Giroux, 2005), in which he argues for “a 
global, Web- enabled playing field that allows for multiple forms of 
collaboration on research and work in real time, without regard 
to geography, distance or, in the near future, even language.” 

The problem for Kaku, Friedman, me and other globalization 
proponents (and even opponents) is that such a future may be un-
attainable because of our evolved tribal natures. In fact, this is all a 
bunch of “globaloney,” says Pankaj Ghemawat, professor of strate-
gic management and Anselmo Rubiralta Chair of Global Strategy 
at IESE Business School at the University of Navarra in Barcelona, 
in his new book World 3.0: Global Prosperity and How to Achieve 
It (Harvard Business Review Press, 2011). According to Ghemawat, 
only 10 to 25 percent of economic activity is international (and 
most of that is regional rather than global). Consider the follow-
ing percentages (of the total in each category): international mail: 
1; international telephone calling minutes: less than 2; interna-
tional Internet traffic: 17 to 18; foreign-owned patents: 15; exports 
as a percentage of GDP: 26; stock-market equity owned by for-
eign investors: 20; first-generation immigrants: 3. As Ghemawat 
starkly notes, 90 percent of the world’s people will nev-
er leave their birth country. Some flattened globe.

The problem, Ghemawat says, is that globalization 
theories fail to account for the very real distance fac-
tors (geographic and cultural). He crunches these fac-

tors into a distance coefficient akin to Newton’s law of gravita-
tion. For example, he computes, “a 1 percent increase in the geo-
graphic distance between two locations leads to about a 1 percent 
decrease in trade between them,” a distance sensitivity of –1. Or, 
he calculates, “U.S. trade with Chile is only 6 percent of what it 
would be if Chile were as close to the United States as Canada.” 
Likewise, “two countries with a common language trade 42 per-
cent more on average than a similar pair of countries that lack 
that link. Countries sharing membership in a trade bloc (e.g., 
NAFTA) trade 47 percent more than otherwise similar countries 
that lack such shared membership. A common currency (like the 
euro) increases trade by 114 percent.” 

That analysis actually sounds encouraging to me if we use 
Kaku’s projected time frame of 2100. But Ghemawat reminds us 
of our deeply ingrained tendencies to want to interact with our 
kin and kind and to retain our local customs and culture, which 
may forever balkanize any globalized scheme. Even as the E.U. ex-
pands, for instance, an average of “Eurobarometer” surveys of res-
idents of 16 E.U. countries between 1970 and 1995 made in 2004 by 
researchers at the Center for Economic and Policy Research found 
that 48 percent trust their fellow nationals “a lot,” 22 percent 

trust citizens of other E.U.-16 countries a lot and only 
12 percent trust people in certain other countries a lot.

Human nature’s constitution dictates the consti-
tution of human society. In this sense, the world we 
make very much depends on the world we inherit. 

COMMENT ON  
THIS ARTICLE ONLINE 

�ScientificAmerican.com/
aug2011
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There is a natural law of behavior 

that was not identifi ed until the past 

century by Richard W. Wetherill. 

It calls for people’s thinking and 

behavior to be rational and honest, 

according to the dictates of a self-

enforcing natural law. 

Wetherill spent decades trying to 

explain that the social, health, and 

economic woes of mankind were be-

ing caused by people’s contradiction 

of a natural law: a law he called the 

law of absolute right.

In general, people resent being told 

what they can and cannot think, say, 

and do. Their reason seems to be that 

it is “their business”: a mistake made 

by those who overlook where the gift 

of life originates.

Introduction to the law of absolute 

right and its infl uence on behavior is 

vital information urgently needed by 

every member of society.

Strange as it might seem, it could 

be said, the only choice people have 

is whether they will live in accord 

with the dictates of natural laws or be 

penalized for ignoring them. 

Researchers diligently sought to 

learn of natural laws and how they 

functioned in order to avoid penalties 

for ignoring them. So people surren-

der to laws of physics, telling them 

what they can and cannot do.

But to date, those researchers’ fail-

ure to acknowledge nature’s law of 

absolute right and its impact on hu-

man life is perpetuating countless 

human miseries.

We suggest that the behavioral 

law is nature’s way to create a group 

of survivors that have resolved their 

former problems and trouble. Having 

adjusted their decisions to be rational 

and honest, a common comment heard 

from those persons is, “It works.”

For example, one person reported 

that he had made friendly overtures 

to a long-time estranged, close rela-

tive and introduced him to the law of 

absolute right. Later this person re-

ported a phone call from his formerly 

estranged relative who agreed with 

others and said, “It works.”

We invite readers to face all future 

situations with a decision to respond 

rationally and honestly despite any 

past reactions. In that moment you 

will have yielded to yet another of 

nature’s laws. And you will discover 

that it works.

By conforming to nature’s law of 

absolute right, you join other people 

already enthusiastically benefi t-

ing from having changed their for-

mer motivation. All it takes is to 

be rational and honest in all your 

thoughts, words, and deeds.

ADVERTISEMENT

Does anyone consult “how to” books to learn to walk, run, 

or ride a bicycle? Do children know they are conforming 

to natural laws, as they perform those feats? No, of course 

not! Whoever or whatever created those laws waited 

untold centuries for people to identify the laws of physics.

FREE On-Line 

eBooks

Read or download at 

www.alphapub.com

Several Natural-law essays and other 

books also describe the function of 

nature’s law of absolute right. Read, 

download, and/or print the material 

FREE. 

If you lack access to the Website, 

our books are also available in print 

at low cost. For an order form, write 

to The Alpha Publishing House, PO 

Box 255, Royersford, PA 19468.

This public-service message is from a self-fi nanced, 

nonprofi t group of former students of Mr. Wetherill.
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Anti Gravity by Steve Mirsky 

The ongoing search for fundamental farces

Illustration by Matt Collins

Steve Mirsky� has been writing the Anti Gravity  
column since he was a man trapped in the body  
of a slightly younger man. He also hosts the  
Scientific American podcast Science Talk.

Out of the  
Brains of Babes
Small children can have big ideas

Parents often wonder  what their little ones are absorbing from 
them. For example, my mother had a wonderful vocabulary. So it 
may be more than a family fable that when I was asked as a two-
year-old whether I was wet, I allegedly responded, “No, I’m satu-
rated.” Then again, my father has always tended to interpret 
things quite literally, which may explain why, a year or two later, 
my supposed response to the question of how my favorite record 
went was “ ’round and around and around.” (This all happened 
shortly after the invention of movable type, when music was lit-
erally pressed onto large vinyl disks that “turned” on 
what was fittingly called a turntable. For more on 
turntables, see this space in the June issue.)

I was reminded of preposterously precocious utter-
ances by tiny tykes during a brief talk that string theorist 

Brian Greene gave at the opening of the 2011 World Science Festi-
val in New York City on June 1. Greene said he sometimes won-
dered about how much information small children pick up from 
standard dinner-table conversation in a given home. He revealed 
that he got some data to mull over when he hugged his three-year-
old daughter and told her he loved her more than anything in the 
universe, to which she replied, “The universe or the multiverse?”

Closer to home (well, my home at least), my seven-year-old 
grandnephew has often exhibited an interest in various science 
and math topics. He, like many preschoolers at the time, was 
deeply disappointed by the 2006 demotion of Pluto from the 
family of planets. So great was his grief then that when I asked 
him about Pluto’s fall, he only said, “I don’t want to talk about 
it.” More recently, he was a passenger when his grandfather exit-
ed a highway onto a cloverleaf that took them off their northern 
route toward the east, then south and then west onto the next 
road. With that maneuver complete, the kid said, “That was a 
270-degree turn.” Which he either learned from his smart par-
ents or from watching the X Games. 

Of course, not all children are destined for a life in the sci-
ences. Many, if not most, seem well suited, if you will, for the 
law. Take the case of another seven-year-old of my acquaintance 
who was given “five more minutes” by her parents to enjoy the 
beach. When they sounded the alarm to leave, she announced 
that it was simply unfeasible for that much time to have passed: 
“that wath like 10 thecondth,” she explained. Of course, it is 
possible that she had been moving at relativistic speeds, in 
which case both she and her parents could have been correct.

After I turned this column in to Scientific American editor in 
chief Mariette DiChristina, she told a story about her then five-
year-old daughter Mallory’s ability to calculate rapidly. Mallory 
wondered aloud how old Mariette would be when Mallory 
reached her mom’s age, 42 at the time. “Let’s see. . . ,” Mariette be-
gan. Then Mallory answered her own question, laughing at her 
mother’s silliness for even bothering to try to do the math: “Oh, 
Mom, you’ll be dead!”

The young people discussed so far are obviously charming and 
insightful. And yet for truly scary little-kid brain activity, it’s hard 
to beat the very young Carl Friedrich Gauss. As legend has it, the 
budding mathematician was in grade school when his instructor 
assigned him the mundane task of adding up all the numbers from 
1 to 100. The teacher might have been hoping to catch some zzz’s in 
the corner while Gauss would be busy adding 1 to 2 to get 3, then 3 
to that sum to get 6, then 4 to that sum to get 10, ad literally nause-
am. But just a moment passed—perhaps merely 10 thecondth—be-
fore Gauss announced that the answer was 5,050. Which it sure is. 

If you don’t know how he did it, just search the 
Web using the terms “Gauss” and “series.” Or give the 
problem to a wee one. If you get a correct answer al-
most instantly, he or she might be one of the smart-
est kids in the multiverse. 
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August 1961

Polymers and 
Manufacturing
“Seven years have now 
passed since our labo-
ratory in the Politecni-

co di Milano discovered ‘stereospecific’ 
catalytic processes for creating ‘stereo-
regular’ polymers from simple asymmet-
ric hydrocarbon molecules such as those 
of propylene. The new stereoregular 
poly prop y lene polymers produced by our 
methods, and by similar methods suc-
cessfully developed by others, have been 
in large-scale production in the U.S. since 
early this year, following the completion 
last year of three major plants. Only last 
year our laboratory was successful in  
carrying stereospecific polymerization 
methods another step forward, suggest-
ing that still-new varieties of stereoregu-
lar polymers may achieve practical im-
portance before too many years have 
passed. —Giulio Natta”
Natta shared in the 1963 Nobel Prize in 
Chemistry. These molecules are used as 
catalysts in the large-scale commercial 
production of plastics and rubbers.

August 1911

A Million  
Great Ideas
“Unmarked by any 
pomp or ceremony and 
with a lack of ostenta-

tion that seemed totally inappropriate  
to the importance of the occasion, the 
one millionth patent was issued on Tues-
day, August 8th, 1911. The wheel of 
chance which decided the recipient of 
the epoch-making patent—awarded to 
the patent which happened to be on the 
top of the pile when the numbering ma-
chine passed 999,999—decided in favor 
of Frank H. Halton, of Cleveland, Ohio, 
who had applied for exclusive rights to 
manufacture and sell an improvement 
on inflated automobile tires. It was fit-
ting that this patent, itself a monument 
to progress, should have been awarded  
to an improvement on the automobile.”

Water and Power
“The Roosevelt Dam in southern Arizo-
na, recently completed, contains over 
350,000 cubic yards of masonry, and 
forms the largest artificial reservoir now 
in existence; the construction of this  
reservoir required the expenditure of 
nearly $300,000 in wagon roads alone, 
to make the region accessible and to  
replace public roads submerged by the  
artificial lake.”

Opium Toll
“Some unexpected results are found 
from the movement against the produc-
tion of opium in China. In the Yunnan, 
one of the provinces where opium was 
produced in large quantities, it appears 
that the poppy is no longer cultivated, 
owing to the recent measures. However, 
this has had a disastrous effect on the 
honey culture of the region. As the bees 
find no more flowers, the production of 
honey is stopped. The new crops which 
replace the poppy, such as wheat or 
peas, are not such as will give as good a 
honey yield. On another side of the ques-
tion, it appears that the opium habits  

of the population are not suppressed by 
the present legislation, as some sup-
posed would be the case, but are again 
on the rise.”

August 1861

Drinking Lead
“There is no subject 
of more importance, 
especially in cities 
possessing the inesti-
mable blessing of 

waterworks, than the corrosion of lead 
in water pipes. All the salts of lead are 
extremely poisonous, and, like all the 
metallic poisons, they accumulate in the 
system. We have long regarded the fact 
of the salts of lead being insoluble in wa-
ter as entirely inconclusive in regard to 
the safety of employing lead pipes for 
the conveyance of water. When water is 
driven with great velocity, under a high 
head [pressure] through a pipe, the 
feathery particles of the mineral are 
then washed off and mingled with the 
water passing as certainly into the sys-

tem as if they were dissolved.”

Civil War at Sea
“The schooner S. J. Waring, 
which had been captured by the 
privateer Jeff. Davis, arrived in 
this port on Sunday, July 21st, 
having been retaken by the black 
steward, with the assistance of 
one of the seamen. When the S. J. 
Waring was taken, her captain 
and mate were taken off, but the 
colored steward, two of the sea-
men and a passenger were left 
on board. The steward having 
discovered, by a conversation 
which he heard, that it was the 
intention of the prize master 
Capt. Amiel to sell him into slav-
ery as soon as the schooner ar-
rived in Charleston, determined 
to make a desperate attempt to 
retake the vessel. The steward’s 
name is William Tillman.”
The account we published of the 
event is at www.ScientificAmerican.
com/aug2011/waring

The Theodore Roosevelt Dam, built to store 
water, control floods and provide electricity, 1911

© 2011 Scientific American
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A DONATION.
One in eight women will be diagnosed with breast cancer. 

Help us change that number by giving a little more. 

Give what you would spend on a pair of jeans to fi ght breast cancer.

MAKE A DIFFERENCE AT denimday.com

WHAT’S ALWAYS THE RIGHT SIZE, 
NEVER THE WRONG COLOR, 
AND CAN’T GO OUT OF STYLE?

Mike Rowe and his mom, Peggy, a breast cancer survivor .

Th ates. 
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Graphic Science

Graphic by Jude Buffum
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Bombarded
More and more electromagnetic radiation  

of our own making fills the “empty” air

You cannot see them, but radio waves pervade your peaceful living space. 
They emanate from an increasingly large menagerie of electronic gadgets, ap-
pliances and satellites. FM radio and broadcast television have been around for 
years; more recently, cell phones and Wi-Fi routers have added their high fre-
quencies to the mix.

Should we worry? In May the International Agency for Research on Cancer 
declared that long-term cell-phone use could “possibly” cause cancer; it says 
the same for coffee drinking. The intensity of exposure is proportional to dis-
tance, and cell phones are held close to the brain, but many studies conclude 
that evidence of a cancer link is nonexistent. The sheer number of radio- 
frequency sources is not a concern either. Exposures “do not all add collectively 
at any one point in space,” says Jerrold T. Bushberg, head of health physics pro-
grams at the University of California, Davis. And average exposure is still far 
below safety standards, which have a large margin built in.  —Mark Fischetti 
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lockheedmartin.com/how

The daily benefits of space exploration are all around us. GPS. ATMs. OMG – the list is endless! That’s why 

Lockheed Martin eagerly supports math, science and engineering education for young people through their K-12 

mentoring. Inspiring the next generation to innovate next generation space technologies is all a question of how. 

And it is the how that Lockheed Martin delivers.

© 2011 Lockheed Martin Corporation

Here on eartH,
tHere’s always

SPACE
for innovAtion.

THIS IS HOW
SPACE EXPLORATION MAKES EARTH 

INNOVATION TAKE OFF
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