
March 2012                    ScientificAmerican.com

ASTRONOMY

The Far, Far  
Future of Stars

DIGITAL

A “Shadow” Web to 
Protect the Internet

MEDICINE

Blocking HIV’s  
Attack on Cells

How “jumping genes”  
in the brain make  

each person unique

How “jumping genes”  
in the brain make  

each person unique

Identity
Neuroscience

of

The

Identity
Neuroscience

of

The

© 2012 Scientific American







March 2012 Volume 306, Number 3

O N  T H E  C O V E R

2 Scientific American, March 2012

Each of our identities depends on a subtle interplay be-
tween genes and the environment. Neuroscience has be-
gun to discover just how subtle the genetic contribution 
can be in the brain. Small fragments of DNA known as 
jumping genes can bounce around in neurons and alter 
the brain in ways that cause even identical twins to be-
have very differently. Image by Jean-Francois Podevin.
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The Moving Mind

I s there anything more everyday and familiar (given that we all 
possess one) and yet still so mysterious and puzzling as our own 
human brain? In about three pounds of tissue with the 
consistency of Jell-O, it packs 100 billion neurons, tens of trillions 
of neural connections and the low-watt processing power that 

has enabled our species to dominate this planet.
Yet even the often enigmatic workings of our mind are not immune 

to the probing of modern science. In recent decades imaging technol-
ogies have revealed what areas of the brain are active when we are per-
forming various mental tasks, for instance. Now researchers can also 
explain “What Makes Each Brain Unique”—even those of gene tically 
identical twins. That is the subject of our cover story on the neuro-
science of identity, authored by Fred H. Gage of the Salk Institute for 
Biological Studies in La Jolla, Calif., and Alysson R. Muotri of the 
University of California, San Diego. Genes and environment have long 
been known to influence human behavior. But as Gage and Muotri ex-
plain, the signi ficance of “jumping genes” is now becoming clear. These 
genes, which are especially active in the brain, copy and paste them-
selves into new places in the genome, resulting in new traits. Turn to 
page 26 for more.

When you are done, you might wrap your wetware around the mental 
sustenance offered in other features in the issue, such as “The Far, Far 
Future of Stars,” by astronomer Donald Goldsmith, starting on page 32. 
He offers a reassuring view of our middle-aged cosmos, which is past its 
stellar-engine glory but still has trillions of years of vibrant activity to 
come. As Goldsmith eloquently puts it: “Our unfettered minds remain 
free to roam as far into the future as we choose.” 

S C I E N C E  I N  AC T I O N

Entries Due
April 1 is the deadline for entries to the Google 
Science Fair—and all entries will automatically 
be considered for Scientific AmericAn’s $50,000 
Science in Action award. The online competition 
is open to students around the globe in three 
age categories, ranging from 13 to 18.

Science in Action is a new addition to the 
Google Science Fair this year and will honor a 
project that tackles a social, environmental or 
health issue to make a practical difference in the 
lives of a group or community and that possibly 
can be scaled. Scientific AmericAn is also finding 
mentors to provide advice and thus further fos
ter the development of the Science in Action 
winner’s work for a year.

The Science in Action winner will be an
nounced in June and will join other Google 
Science Fair finalists at the company’s Mountain 
View, Calif., campus for a special awards event 
on Monday, July 23. I’ll be there and am looking 
forward to meeting these young scientists.  
 —M.D.
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ENTOMOLOGICAL ETHICS
My emotional response to “The Wipeout 
Gene,” in which Bijal P. Trivedi describes 
the use of genetic modification to destroy 
the mosquito species Aedes aegypti, was 
trepidation. We see A. aegypti as the vector 
of human diseases, but the global ecologi
cal significance of the species is unknown. 

Also disturbing is the implication that 
assent obtained during a town hall or vil
lage meeting of lay individuals was mean
ingful when substantive understanding of 
arthropod gene manipulation and its eco
logical impact is limited among scientists. 

It is arrogant, reckless and hazardous 
to make value judgments on the signifi
cance of a species. 

Charles F. Lovell, Jr. 
Past member,  

National Vaccine Advisory Committee

STARVATION SOLUTIONS?
In addressing future food supplies and en
vironmental degradation, Jonathan A. Fol
ey’s “Can We Feed the World and Sustain 
the Planet?” doesn’t mention the elephant 
in the room: agricultural output has dra
matically increased but so has population. 

Until the countries that can help pro
vide the means, at affordable prices, to en
able people to control their family sizes as 
many want to do but can’t, humanity is 
chasing its tail.

Les G. Thompson  
Victoria, Australia

Foley could have missed a viable answer 
to world hunger that would also help mit
igate climate change: insects as human 
and other animal food. Most insects pro
duce very little methane for highquality 
protein.

The United Nations Food and Agricul
ture Organization is mounting an effort to 
address insects as human food and is plan
ning a world conference for 2013. Academ
ics who refuse to think out of the box and 
address entomophagy as a valid partial 
answer to world hunger ignore a useful, 
productive and highly nutritious solution.

Robert Eller Diggs 
Bozeman, Mont.

Foley’s article overlooked food from the sea. 
Properly designed fish farms can provide a 
healthy and plentiful supply of food by us
ing our natural resources more efficiently.

Albert Rettig 
Tel Aviv, Israel

MARTIAN MEASUREMENTS
In “Digging Mars,” Peter H. Smith’s over
view of the science of exploring the Red 
Planet, the evidence seems to indicate sig
nificant variation in the Martian climate. 
Earth also has wide swings in climate that 
are thought to be caused by variations in its 
orbit. Serbian geophysicist Milutin Milan
ković  identified three of these: orbit eccen
tricity, axial precession and tilt. Has Smith 
considered whether or not Mars also has 
these socalled Milankovitch cycles? 

Jerry L. Lundry 
Bellevue, Wash. 

In discussing the Phoenix mission, Smith 
indicates the spacecraft traveled 600 mil
lion kilometers to Mars and estimates 
“the light travel time to Earth” as “about 
15 minutes.” But at 186,00 miles per sec
ond (about 18 million kilometers per 

minute), light would need about 33 min
utes to make the trip from Mars to Earth.

Roger Rubens  
Boynton Beach, Fla.

SMITH REPLIES: Regarding Lundry’s 
ques tion, Milankovitch cycles influence the 
climate on Mars even more than on Earth. 
Not only does the axis precess (every 51,000 
years), but the proximity of Jupiter offers a 
strong gravitational forcing function that 
modifies the eccentricity of its orbit and the 
obliquity (tilt) of the spin axis. As the obliq-
uity wanders with large, chaotic variations 
(cycles can be several million years), the 
climate is strongly affected to the point 
where, during large tilts, the polar ice caps 
can migrate toward the equator, forming 
large glaciers on the tall volcanoes.

To clarify Phoenix’s light travel time: the 
spacecraft did not cruise straight to Mars 
but took a longer path following an ellipti-
cal orbit around the sun, with Mars at the 
aphelion. Because the distance from Mars 
to Earth was about 250 million kilometers 
during the mission, the one-way light trav-
el time was a little less than 15 minutes.

MORAL MUSINGS
“Thought Experiments,” by Joshua Knobe, 
describes the question of free will versus 
determinism. I think it’s impossible to de
termine (pun intended) whether we live in 
a deterministic or freewill world. 

I believe I have free will. But suppose 
I’m wrong. Then it’s determined that I 
will believe that I have free will. We can 
conduct the experiments that Knobe talks 
about, but doing so assumes free will. Oth
erwise, the outcomes are determined.

Ted Grinthal  
Berkeley Heights, N.J.

There is another way of thinking about mo
rality than the one put forward by Knobe. 
Instead of it being essentially altruistic, no
ble and somehow emanating from inside 
us, we can think of it as focused largely on 
how we want others to behave toward us. 

If others behave morally, they create an 
environment that is generally beneficial to 
us. Our own “moral” behavior, however, is 
dependent on whether there are effective 
social sanctions that make it advantageous 
to behave in a particular way. From this 
perspective, it is easy to understand the rel

November 2011
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and hazardous to 
make value judgments 
on the significance  
of a species.” 

charles f. lovell, jr. past member,  
national vaccine advisory committee
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atively constrained behavior of people who 
are part of a religious or other mainstream 
group and the more fluid “morality” of 
those who are “open to experience.” 

Peter Rowbotham  
West Vancouver, B.C. 

CUMULUS CAUSALITY
In “A Formula for Economic Calamity,” by 
David H. Freedman, David Colander of 
Middlebury College asserts that climate 
models often have no terms to account for 
the effects of clouds. This is not true. In 
my class on climate change problem solv
ing, I use a 2005 paper by M. H. Zhang et 
al. that compares modeled clouds with 
observed ones from 10 climate models. 
There are many earlier and later referenc
es that document over three decades of 
ever more sophisticated inclusion of 
clouds in weather and climate models.

The statement that clouds are not in
cluded is misinformation that has been 
propagated in political arguments used to 
discredit such models. There is an impor
tant difference between physical climate 
models and economic ones: namely, phys
ics. The physics of climate change are sim
ple classical physics in a stunningly com
plex, multiscale system, so it is possible to 
design experiments based on cause and 
effect. The uncertainty associated with fu
ture climate projections linked to eco
nomic possibilities of what people will do 
is far larger than the uncertainty associat
ed with physical climate models.

Richard B. Rood 
Department of Atmospheric,  
Oceanic and Space Sciences 

University of Michigan

FREEDMAN REPLIES: Rood is right to 
point out that climate models are often de-
signed to try to account for clouds. The 
statement in the article, which was attribut-
ed to an economist and not a climate scien-
tist, was a vague oversimplification that 
suggested climate models frequently fail to 
account for clouds. In fact, the climate sci-
ence literature is replete with papers that 
call out the challenges of accurately ac-
counting for clouds in models. Surely if we 
have to err in gauging uncertainty in sci-
ence, it’s better to err on the side of overesti-
mating it. If only economists working in fi-
nancial risk models had done just that.

© 2012 Scientific American
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A Neglect of 
Mental Illness
By letting mental afflictions go 
untreated, we consign millions of 
Americans to misery and put a 
drag on our economy   

Mental health care is one of the biggest unmet needs of 
our time. Nearly one in two people in the U.S. will suf-
fer from depression, anxiety disorders or another men-
tal health ailment at some point in their life, and about 
one in 17 Americans currently has a serious mental ill-
ness. Young people are especially prone to these trou-
bles. Yet millions of people living with these conditions 
do not receive the care they require. In recent years the 
health system and state and federal governments have taken steps 
to right that wrong. Progress has been slow, and budget cuts and 
legal wrangling have now put many of these measures at risk. 
Doctors, insurers and politicians need to pick up the pace.

Mental illness strikes without regard for economic class, but 
the strain is acute for people with low incomes. About one in six 
adults living at just above the poverty line or lower has severe 
mental health problems. Without access to affordable treatment, 
many have a hard time holding down a job yet do not qualify as 
formally disabled, thus leaving them locked out from insurance 
coverage. A recent large study in California found that only 32 
percent of uninsured residents with mental illnesses received any 
treatment at all and that less than 12 percent got adequate help.

The human and economic toll is enormous yet often hidden. 
Untreated mental illnesses in the U.S. cost more than $100 bil-
lion a year in lost productivity, according to the National Alliance 
on Mental Illness (NAMI). Local hospitals and clinics must cope 
with associated chronic physical diseases. Schools have to open 
more special education classes. Courts and jails handle a large 
number of individuals who suffer from untreated mental illness-
es. Suicide ranks among the top 15 most common killers in the 
U.S. (in the top three among young people), and 90 percent of 
cases can be attributed to mental illness.

The severity of the problem has prodded politicians into ac-
tion. By 2002, 29 states had mandated that health insurance 
packages cover mental illness on the same terms as physical ill-
ness, and in those states the suicide rate fell by an average of 5 
percent. But equalizing coverage means little to those who lack 
insurance altogether, and states are increasingly failing to make 
provision for them. In the past three years states have cut up to 
39 percent of their mental health budgets, according to NAMI. 

The Patient Protection and Affordable Care Act, which Presi-

dent Barack Obama signed into law in 2010, should help fill these 
holes. It requires that insurance plans offer “behavioral health” 
coverage, including mental health and addiction and substance 
abuse help, as an “essential health benefit.” At least 3.7 million 
Americans who are currently living with severe mental illness 
will get new benefits for their conditions by 2014, either through 
extended Medicaid coverage or insurance exchanges. 

Yet these measures are in legal jeopardy. The U.S. Supreme 
Court will hear arguments for and against the constitutionality 
of the act late in March. If the court rules that states do not have 
to expand their Medicaid programs, as the act currently requires, 
it could shut out 16 million Americans who would otherwise re-
ceive Medicaid coverage for mental health. A ruling that closes 
the state insurance exchanges would deprive another 16 million. 
Scuttling the law would also do away with plans to build nation-
al centers for the treatment of depression and to improve the 
way behavioral health services are integrated into standard care. 

If the law falls, Congress must reinstitute its most crucial pro-
visions, and even if it stands we all have more to do. Insurance 
alone does not guarantee that people get the care they need; doc-
tors and social workers must work to ensure that. Drug compa-
nies must refill the research pipeline for new drugs, which has 
been sorely neglected [see “Lifting the Black Cloud,” by Robin Ma-
rantz Henig, on page 66], and develop other treatments. And all 
of us should get over the stigma we still tend to attach to these 
conditions. The rewards will be that millions of our friends, 
neighbors and children will have a chance to become healthier, 
happier and more productive members of society. 

SCIENTIFIC AMERICAN ONLINE  
Comment on this article at ScientificAmerican.com/mar2012
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Forum by Donald Q. Lamb

Commentary on science in the news from the experts Donald Q. Lamb is Robert A. Millikan 
Distinguished Service Professor in the astro - 
physics and astronomy department at the 
University of Chicago and director of the Flash 
Center for Computational Science there.

Illustration by Richard Mia

Big Computers for Little Engineers
The key to reviving manufacturing in the U.S. may lie in the nation’s supercomputers 

The U.S. used to be a powerhouse 
 in manufacturing. In the past 
quarter of a century we have relin-
quished this leadership position, 
in large part because we made a 
decision—consciously or uncon-
sciously—that the service and fi-
nancial sectors are sufficient to 
sustain our economy. But they are 
not. Service jobs pay little. The fi-
nancial industry makes nothing of 
value and therefore cannot main-
tain, let alone raise, the nation’s 
standard of living.

The fate of manufacturing is in 
some ways linked to our prowess 
in the physical sciences. In the 
1960s and 1970s high-performance 
computing (HPC) developed at the 
national labs made its way to the manufacturing sector, where it 
now powers much of the innovation behind our most successful 
commercial firms. Yet we are ceding leadership in the physical sci-
ences, too. Canceling the Superconducting Super Collider in the 
1990s ended U.S. dominance in particle physics. NASA’s decision 
to delay, and possibly eventually abandon, the Wide-Field Infra-
red Survey Telescope could do the same for cosmology. 

Fortunately, the nation’s lead in high-performance computing 
still stands. HPC is the advanced computing physicists use to mod-
el the dynamics of black holes, meteorologists use to model weath-
er and engineers use to simulate combustion. This expertise may 
also be our best chance to rescue U.S. manufacturing. If we can suc-
cessfully deliver it to engineers at small firms, it might give the sec-
tor enough of a boost to compete with lower labor costs overseas. 

We already know how useful HPC is for big firms. When Boe-
ing made the 767 in the 1980s, it tested 77 wing prototypes in the 
wind tunnel. When it made the 787 in 2005, it tested only 11. In the 
future, Boeing plans to bring that number down to three. Instead 
of physical wind tunnels, it uses virtual ones—simulations run on 
supercomputers—saving much time and money and quickening 
the pace of new products development. HPC modeling and simu-
lation has become an equally powerful tool in designing assembly 
lines and manufacturing processes in a broad range of fields—big 
manufacturers such as Caterpillar, General Electric, Goodyear and 
Procter & Gamble use it routinely. Small manufacturers could get 
similar benefits from these tools, if only they had access to them. 

I first came to appreciate the potential of HPC to help small 

manufacturers in 2009 as part of 
the Obama transition team. Work-
ing with the Council on Competi-
tiveness, we identified lack of soft-
ware, cost of entry and shortages 
of expertise as the main obstacles 
to the use of HPC by small manu-
facturers and proposed a partner-
ship among government, manu-
facturers and universities to help. 
The result is the National Digital 
Engineering and Manufacturing 
Consortium, or NDEMC, a pilot 
pro gram created by the council 
and the federal government. 

Recently NDEMC made HPC 
resources available to a handful of 
firms, including Jeco Plastic Prod-
ucts. This 25-employee firm in 

Plainfield, Ind., makes plastic pallets for packaging of auto parts. 
The plastic pallets are a less expensive alternative to steel pallets, 
which are heavier and prone to rusting. When Jeco makes a new 
product, its engineers build a prototype, test it in the lab to see 
how it bears up under the stress it is likely to encounter in the 
field and repeat the process until they arrive at the best design. 
Last December, however, Jeco engineers got a chance to tap ex-
pertise at Purdue University to develop simulations of a pallet 
designed for a German automotive company and ran them on 
hardware at the Ohio Supercomputing Center in Columbus. As a 
result, Jeco bypassed that trial-and-error process completely, ar-
riving at a design in only a few hours of computer time. 

Many other small firms could reap similar benefits. NDEMC’s 
goal is to find the best business models for getting HPC to these 
firms and eventually take the effort nationwide. Small manufac-
turers today are in some ways like farmers at the beginning of the 
20th century, most of whom did not know what contour farming, 
crop rotation and fertilizers could do for productivity. When the 
U.S. agricultural extension service, in conjunction with land-
grant universities, made the requisite expertise available, it trig-
gered a revolution in agricultural productivity. A similar revolu-
tion could be in the cards for small manufacturers if we can get 
supercomputing technology into the hands of their engineers. 
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Dispatches from the frontiers of science, technology and medicine 

ENVIRONMENT

Remains of the Day
One year after Japan’s tsunami scientists fear marine debris from the disaster may hit Hawaii’s coral reefs

The earthquake and tsunami that struck Japan last March 
created an estimated 25 million tons of debris, large amounts 
of which washed into the ocean. Soon after the disaster, 
satellites photographed and tracked large mats of wreckage—
building parts, boats and household objects—floating off the 
Japanese coast. Now, according to computer models developed 
by Nikolai Maximenko and his colleagues at the University  
of Hawaii and at the U.S. National Oceanic and Atmo spheric 
Administration, the detritus is on course to reach the north
western Hawaiian Islands early this year.

Given what is known about the hazards of floating refuse, 
scientists are taking the potential threat seriously. Already  
as much as 40 percent of the world’s ocean surfaces harbor 
garbage that ranges in size from shipping containers to 
derelict fishing gear to small bits of plastic that can entangle  
or poison marine mammals. Researchers want to find out  
not only if the influx will threaten Hawaii but how it might 
interact with what is now out there.

Water and wind currents have broken up the tsunami 
wreckage so that it is no longer visible using NOAA’s satellites, 
so the agency has been working to gain access to higher
resolution satellites to locate it. Later this year scientists 
affiliated with 5Gyres, a nonprofit that specializes in tracking 

and analyzing marine debris, will set sail across the North 
Pacific to investigate what is left of Japan’s devastation.

Some scientists have already encountered tsunami rubble 
at sea. In September a Russian ship found a Japanese fishing 
vessel, a refrigerator, a television set and other household 
appliances bobbing west of Midway Atoll. In December large 
Japanese fishing floats washed up in Neah Bay in Wash ington 
State and near Vancouver, B.C. 

If these types of objects collide with the fragile coral reefs 
surrounding Hawaii’s northwestern islands, the results could 
be catastrophic. Risks include physical damage to the reefs as 
well as the fouling of beaches that provide important habitats 
for albatross, Hawaiian monk seals, green sea turtles, and other 
threatened and endemic species. Hazardous materials are also 
a concern, although recent studies show the offshore impacts 
from debris contaminated with radiation have been minimal.

Nancy Wallace, director of NOAA’s Marine Debris Program, 
says the agency is preparing for “best and worstcase sce
narios.” NOAA and other organizations have plans to cope with 
the debris, including any that may be contaminated. Whether 
or not tsunami wreckage makes landfall in significant vol
umes, however, it is somewhere at sea, adding to a serious and 
growing problem.  —Elizabeth GrossmanAP
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Aftermath: Houses that  
were partly swallowed by the 

tsunami burn in Sendai, Japan.
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NEUROSCIENCE

Forget Cramming
Short, irregular training intervals may work best for learning

High school and college teachers always 
entreat their charges to forgo the cram
ming. Studying bit by bit over the course 
of a semester is the way to go. A study 
published online in Nature Neuro science 
last December appears to demon   strate 
the biological underpin nings of this 
pedagogical truism. It also goes one step 
further by suggesting a way to optimize 
training intervals, an insight that could, 
in theory, translate into stra tegies for 
committing to memory the molecular 
structure of maitotoxin or a Chinese 
ideogram. (Scientific American is part of 
Nature Publishing Group.)

The study, lead by neurobiologist John 
H. Byrne of the University of Texas Medi
cal School at Houston, has brought a new 
twist to a learning method developed in 

the Columbia University laboratory of 
Nobel laureate Eric R. Kandel. The 
technique consisted of shocking the tail 
of the sea slug Aplysia californica at reg
ular intervals and then seeing whether 
the animal overreacted later when receiv
ing a lesser zap, a sign that it remem
bered the prior experience all too well.

The quest Byrne and his team took up 
was to determine whether the chemical 
reactions that underlie this response 
could be tweaked in a way that enhanced 
the learning process. Instead of using a 
whole slug, they put a few of the animal’s 
nerve cells (sensory and motor neurons) 
in a dish. They applied five pulses of the 
neurotransmitter serotonin (the equiva
lent of shocks), each pulse 20 minutes 
apart. The serotonin prompted enzymes 
in the neurons to initiate a biochemical 
cascade that ultimately strengthens the 
firing of neurons, signals that are the 
equivalent of “I remember this. It hurts.”

The two enzymes involved work in tan
dem. Using this standard set of evenly 
spaced pulses, the enzymes do not reach 
peak activation inside a cell at the same 
time, a hint that the usual way of doing 
things might not be the best way. 

Byrne’s team used a computer to 
model 10,000 distinct intervals between 
pulses. Each series of intervals was as
sessed to determine which ones occurred 
when both enzymes were fully activated. 
The best learning protocol, it turned out, 
was not the usual, evenspaced one but a 
series of three serotonin pulses emitted 
10 minutes apart, then one five minutes 
later, with a final spritz 30 minutes after
ward. With this regimen, interaction 

between the two enzymes rose by 50 
percent—an indication that the learning 
process was operating more efficiently.

So should you be studying Riemann 
sums every other day for two weeks and 
then take a month off before going back 
to them? Too early to say. The timing 
protocol Byrne found may be the slug’s 
adaptation to fleeing a predator, al
lowing the animal to escape lobster 
claws crunching its tail. Studying 
integral calculus might be a bit different. 

Yet the implication of Byrne’s work is 
that the best way to learn may not occur 
in simple time chunks—and that leaves 
a meaty set of new research questions 
for neuroscientists to pursue.

For their part, Byrne and company will 
now use these same techniques to try to 
optimize other aspects of the memory 
formation process in sea slugs. If that 
proves successful, they may eventually 
move on to humans. Motor skills would 
probably be the first target—throwing a 
baseball, doing the high jump or helping 
a stroke victim to walk again—because 
researchers know more about the brain 
circuits in the cerebellum, involved with 
movement, than in the hippocampus,  
a locus for initiating the type of factual 
memories needed for organic chemistry. 
For now science homework will just have 
to wait.  —Gary Stix

The minimum number of clues required for a Sudoku puzzle  
to have a unique solution. The finding, announced in January,  
is considered a major breakthrough in mathematics.

77: Maximum number of clues a Sudoku puzzle can have without 
having a unique solution.

6.67 sextillion: The number of all possible Sudoku puzzles. 
SOURCES: “There Is No 16-Clue Sudoku: Solving the Sudoku Minimum Number of Clues Problem,”  

by Gary McGuire et al.; January 1, 2012; Preprint online at arxiv.org/abs/1201.0749; “Taking Sudoku Seriously:  
The Math Behind the World’s Most Popular Pencil Puzzle,” by J. Rosenhouse and L. Taalman, Oxford University Press, 2012
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TECHNOLOGY

It Watches 
Your Wallet
A new Web site uses 
credit-card data to rate 
stores and restaurants

Amazon, Yelp and similar Web sites rely 
on customer reviews to help users with 
their purchases. A nagging concern  
of shoppers, however, is how reliable 
these critiques are. Bundle, a New York 
City–based start-up, has turned to  
a source it deems more objective:  
credit-card data.

Bundle receives data on credit-card 
transactions from Citi, one of its 
investors. The data are stripped of 
personal details, but every cardholder  
is tagged with a unique identifier so 
spending can be tracked. The data also 
retain demographic information such as 
salary, marital status and household size. 
Bundle then compares each transaction 
against a commercially available list of 
15 million merchants that accept credit 
cards, which includes the merchants’ 
locations. The idea is “to see people 
putting money where their mouth is,” 
says Bundle CEO Jaidev Shergill. The 
company tracks such information as how 
many repeat customers a business has, 
the amounts customers usually spend, 
what types of people go there, and  
what other places customers of an 
establishment frequent. 

 The site went national with its  
data and its iPhone app in January, 
allowing users to find places they might 
like to check out, either in their home-
town or someplace they are visiting, or 
to see what spending levels are like in 
cities to which they are thinking of 
moving. The site hasn’t completely done 
away with the Yelp model of subjective 
feedback, however. It partners with 
companies that provide traditional 
qualitative reviews for a human touch, 
as well as to fill in gaps, such as busi  
nesses that only accept cash or American 
Express, which Citi does not track.  
 —Charles Q. Choi

© 2012 Scientific American
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ENTOMOLOGY

Body-Snatching Flies 
Scientists have uncovered a surprising clue  
to the causes of colony collapse disorder

The heap of dead bees was supposed to become food for a newly 
captured praying mantis. John Hafernik, a biology professor at 
San Francisco State University, had collected the belly-up bees 
(Apis mellifera) from the ground underneath lights around the 
university campus. “But being an absent-minded professor,” he 
noted in a prepared statement, “I left them in a vial on my desk 
and forgot about them.” He soon got a shock. “The next time I 
looked at the vial, there were all these fly pupae surrounding 
the bees,” he said. A fly (Apocephalus borealis) had inserted  
its eggs into the bees, using their bodies as a home for its 
developing larvae. The pile of dead bees ended up revealing  
a previously unrecognized suspect in colony collapse disorder— 
a mysterious condition that for several years has been causing 
declines in U.S. honeybee populations, which are needed to 
pollinate many important crops. It turns out that the parasitic 
flies that had attacked Hafernik’s bees have been taking over 
the bodies of honeybees in other parts of the country. A detailed 
description of the newly documented relationship was pub-
lished online in January in PLoS ONE. 

Hafernik believes that the fly, which also parasitizes 
bumblebees and paper wasps, may have only recently begun 
attacking honeybees. “Honeybees are among the best-studied 
insects in the world,” Hafernik said. “We would expect that  
if this has been a long-term parasite of honeybees we would 
have noticed.”

The fly lays eggs in a bee’s abdomen. Several days later the 
parasitized bee bumbles out of the hive—often at night—on a 
solo mission to nowhere. Such bees often fly toward light and 
wind up unable to control their own body. After the bee dies, 
as many as 13 fly larvae crawl out from the bee’s neck. 

The team members found evidence of the fly in 77 percent 
of hives they sampled in the San Francisco Bay Area, as well as 
in some hives in California’s agricultural Central Valley and in 
South Dakota. Earlier research had found signs that mites, a 
virus or a fungus, or a combination of these factors, might be 
responsible for the widespread colony collapse. In the case of 
the affected hives that Hafernik’s group studied, the bees—and 
the parasitizing flies and their larvae—contained genetic traces 
of a parasite and a virus that were previously implicated in 
colony collapse disorder. This double infection suggests that 
the flies might be spreading additional hive-weakening traits.  
 —Katherine Harmon

TECHNOLOGY

Know Your 
Space Tycoons 
How their plans stack up

You’ve probably used their technol-
ogies or shopped in their stores. But 
would you trust them to fly you into 
space? Microsoft billionaire Paul Al-
len is the latest to join the commer-
cial space race with his new venture, 
Stratolaunch Systems. Stratolaunch 
plans to build the world’s biggest 
airplane to launch rockets from the 
sky. The appeal of this kind of air 
launch is that the aircraft flies a 
rocket to the most favorable launch 
latitude for a specific mission. Here’s 
how the entrepreneurs’ aspirations 
(and fortunes, as estimated by 
Forbes) compare.  —John Matson 

NAME  SOURCE OF  NET  SPACE  KEY  FIRST  POTENTIAL 
 FORTUNE  WORTH VENTURE HARDWARE FLIGHT PASSENGERS

Paul Allen Microsoft $13.2 Stratolaunch Launch aircraft 2016 NASA 
  billion Systems for SpaceX (planned astronauts 
    rockets unmanned  
     test) 
 

Jeff Bezos Amazon.com $19.1 Blue Origin Reusable Undisclosed Space tourists 
  billion  rocket for   
    suborbital   
	 	 	 	 flights 
 

Richard Branson Virgin (media, $4.2 Virgin Suborbital 2013 Space tourists 
 airlines, retail) billion Galactic space plane (planned)  
 
 
 

Elon Musk PayPal $680 SpaceX Rocket and December 2010 NASA 
  million  orbital crew (unmanned astronauts 
    capsule test)
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EVOLUTION 

Backseat 
Drivers
The bacteria that live 
quietly in our bodies 
may have a hand in 
shaping evolution

The human body harbors 
at least 10 times more 
bacterial cells than human 
cells. Collectively known 
as the microbiome, this 
community may play a 
role in regulating one’s 
risk of obesity, asthma and 
allergies. Now some re
searchers are wondering  
if the microbiome may 
have a part in an even 
more crucial process: 
mate selection and, 
ultimately, evolution. 

The best evidence that 
the microbiome may play 
this critical role comes 
from studies of insects.  
A 2010 experiment led by 
Eugene Rosenberg of Tel 
Aviv University found that 
raising Drosophila pseudo 
obscura fruit flies on dif
ferent diets altered their 
mate selection: the flies 
would mate only with oth
er flies on the same diet.  
A dose of antibiotics abol
ished these preferences—
the flies went back to mat
ing without regard to 
diet—suggesting that  
it was changes in gut  
microbes brought about 
by diet, and not diet 
alone, that drove the 
change. 

To determine whether 
gut microbes could affect 
an organism’s longevity 
and its ability to repro
duce, Vanderbilt Universi
ty geneticist Seth Borden
stein and his colleagues 

dosed the termites Zooter
mopsis angusticollis and 
Reticulitermes flavipes 
with the antibiotic rifam
picin. The study, pub
lished in July 2011 in Ap
plied and Environmental 
Microbiology, found that 
antibiotictreated termites 
showed a reduced diversi
ty in their gut bacteria af
ter treatment and also 
produced significantly 
fewer eggs. Bordenstein 
argues that the reduction 
of certain beneficial mi
crobes, some of which aid 
in digestion and in the  
absorption of nutrients, 
left the termites malnour
ished and less able to pro
duce eggs. 

These studies are part 
of a growing consensus 
among evolutionary biol
ogists that one can no 
longer separate an organ
ism’s genes from those  
of its symbiotic bacteria. 
They are all part of a sin
gle “hologenome.” 

“There’s been a long 
history of separating mi
crobiology from botany 
and zoology, but all ani

mals and plants have mil
lions or billions of micro
organisms associated 
with them,” Rosenberg 
says. “You have to look at 
the hologenome to under
stand an animal or plant.” 
In other words, the forces 
of natural selection place 
pressure on a plant or  
animal and its full array 
of microbes. Lending sup
port to that idea, Borden
stein showed the closer 
the evolutionary distance 
among certain species  
of wasps, the greater  
the similarities in their 
microflora. 

Researchers believe 
that the microbiome is 
essential to human evo
lution as well. “Given the 
importance of the micro
biome in human adapta
tions such as digestion, 
smell and the immune 
system, it would appear 
very likely that the human 
micro biome has had an 
effect on speciation,” 
Borden stein says. “Ar
guably, the micro biota are 
as important as genes.”  
  —Carrie Arnold 

We are one: Biologists say common gut microbes such as 
Bacteroides fragilis may be as important as our genes. 
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PHYSICS

A New Wrinkle in Time
Scientists develop a “time cloak” 
that can obscure an object at  
a given moment 

For years physicists have been refining 
invisibility cloaks—physical setups that 
cleverly reroute light around a region in 
space, effectively concealing any object 
that might be inside. Now researchers  
at Cornell University have built the first 
temporal cloak, a device that obscures an 
object or event at a specific moment in time.

In a preliminary demonstration Cornell 
postdoctoral researcher Moti Fridman and his 
colleagues shone a laser beam through an experimental 
apparatus and into a detector. A physical object or even another beam 
of light in the laser beam’s path would typically create a change in the 
laser light that the detector would register. With some clever optics, 
however, Fridman and his co-workers were able to open up a brief time 
gap in the beam and then close it back up as if the beam had gone 
undisturbed and in such a way that the detector did not register the 
interruption. The gap allows anything that would have otherwise 

affected the beam, such as an object, to instead slip right 
through, leaving no trace for the detector to pick up.

The researchers used the cloak to obscure an 
optical pulse that ordinarily interacts with the 

laser beam to produce a telltale spike at a 
certain wavelength. Yet when the event 
was cloaked, the telltale spike was nearly 
undetectable.

The cloak, described in the January 5 
issue of Nature, relies on the fact that light 
of different colors moves at different 
speeds through certain media. Using a 

device that they call a time lens, the 
researchers split a single-color laser beam 

into a spread of wave lengths, then slowed half 
those wavelengths while speeding up the others. 

That created a very brief time gap that could be 
closed again before the beam reached the detector by 

reversing the lensing process, restoring the beam to a single, seemingly 
undisturbed wavelength.

The gap achieved by Fridman and his colleagues was extremely 
small—just 50 picoseconds, or 50 trillionths of a second, in duration. 
The investigators note that it is possible to extend the gap somewhat 
but that scattering and dispersion effects limit the scope of the tem
poral cloak to a few nanoseconds.  —John Matson

© 2012 Scientific American
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W H AT  I S  I T ?

Pressure-sensitive: The 
experience of indulging in 
your favorite foods involves 
not only tasting flavors but 
also feeling the textures 
sweep across your tongue. 
Most of the bumps on the 
tongue’s surface are filiform 
papillae, which enable tactical 
sensation. In this scanning 
electron microscope image of 
the human tongue, magnified 
1,500 times, the papillae ap
pear as coneshaped buds. 
“They sense being deflected by 
something that touches them, 
including pressure from a 
heavy liquid,” says Robert F. 
Margolskee, associate director 
of the Monell Chemical Senses 
Center in Philadelphia. He 
adds that the papillae appear 
to be scaly be cause they are 
con stantly in a state of shed
ding old cells and growing 
new ones.  —Ann Chin

© 2012 Scientific American

© 2012 Scientific American



18 Scientific American, March 2012  ScientificAmerican.com/mar2012COMMENT AT 

ADVANCES

CO
UR

TE
SY

 O
F A

DV
AN

CE
D

 IM
AG

IN
G 

AN
D

 V
IS

UA
LI

ZA
TI

O
N

 L
AB

O
RA

TO
RY

, W
O

O
D

S 
H

O
LE

 O
CE

AN
O

GR
AP

H
IC

 IN
ST

IT
UT

IO
N

SCIENTIST IN THE FIELD

Probing the Depths
A marine biologist describes her upcoming mission  
to some of the deepest hydrothermal vents in the ocean

Where will you be sailing? 
We’ll sail onboard the research vessel 
Atlantis to the Mid-Cayman Spreading 
Center, which harbors the world’s deepest 
chain of volcanoes. It’s south of the Cay-
man Islands and west of Jamaica and 
Cuba. We first visited the site two years 
ago with a submarine called Nereus, and 
we found evidence of three new hydro-
thermal vents. On this cruise, we want to 
send our remotely operated underwater 
vehicle [ROV] Jason down to do a sam - 
 p ling mission at one of those vents and at 
another one discovered in 2010 by a team 
led by the U.K.’s National Oceanography 
Center, Southampton. 

Tell me more about the area you’ll  
be exploring. 
The Mid-Cayman Spreading Center is  
a really exciting place to work, partly 
because of the diversity of the environ-
ment there. It’s an ultraslow-spreading 
ridge, which means it has a low level  
of volcanic activity and a lot of tectonic 
activity. There are many different types 
of rocks, from volcanic basalt to peri - 
do tite, a rock that’s more like the mantle 
and gets pulled up from deeper within 
the earth. The rock composition around 
a vent is a big driver of that vent’s chem-
istry, and what I hope to understand is 
the chemistry of these two systems and 
how the pressure and rocks can cause 
the chemistry to change.

How do you find a hydrothermal vent?
We use a sensor that looks for the 
reducing potential of the water—how 
much oxygen is present. A deep-sea 
hydrothermal vent emits water that 
contains very low levels of oxygen.  
That low-oxygen water comes up from 
the vent, and as it drifts along we can 
detect the plume. 

Once you find a vent, what do you  
need to do to sample it?
We’re sending Jason on the sampling 
mission with four titanium bottles that 

will hold water samples; other people 
are sending bioboxes and things to  
put sulfide structures in. Jason is a 
workhorse. It’s a really powerful sub-
marine. It can stay down for more  
than 24 hours and has strong manip-
ulator arms. 

What else are you hoping to find?
Our studies seek to extend the known 
limits of life on earth. One of our goals  
is to understand whether or not organic 
molecules can be synthesized abiotically 
[without living organisms] in deep-sea 
hydrothermal vents, which carries im-
plications for the origin and suste nance 
of life on the early earth and will inform 
future missions searching for life on 
other planetary bodies.  —Rose Eveleth

name 
Jill McDermott 
title  
Ph.D. candidate,  
Woods Hole Oceanographic Institution
location  
Woods Hole, Mass.

P R O F I L E

Nereus
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RESEARCH

Are University Labs Criminally Dangerous?
Felony charges against U.C.L.A. raise the issue of science safety on campus

On a late afternoon in Dec em
ber 2008, the experiment She
harbano “Sheri” Sangji was work
ing on went up in flames. The 
23 yearold laboratory assistant at 
the University of California, Los 
Angeles, suffered second and third 
degree burns over 43 percent of 
her body and died almost three 
weeks later in a hospital burn unit. 

Now the Los Angeles County 
district attorney’s office has 
brought felony charges against 
U.C.L.A. chemistry professor Pat
rick Harran, the head of Sangji’s 
lab, and the Regents of the Uni
versity of California for violations 
of safety regulations resulting in 
her death. If convicted on all 
three counts, Harran faces up to 

four and a half years in prison, 
and U.C.L.A. faces $4.5 million in 
fines. The university terms the 
charges “outrageous” and Sangji’s 
death a “tragic ac cident.” It is 
planning a vigorous defense. 

 The charges, apparently the 
first to be brought in an academic 
safety incident, raise the widely 
neglected issue of safety standards 
at university labs. A scathing re
port issued last October by the 
U.S. Chemical Safety Board (CSB) 
brought additional attention to  
the problem. The investigation, 
launched after a January 2010 
explosion at Texas Tech University 
maimed a graduate student, 
mentions 120 mishaps, including 
the one involving Sangji. The 

report outlines systemic problems 
common on many campuses, such 
as failure to report accidents, and a 
lack of proper safety training for 
students and staff. Many university 
labs operate as quasiindependent 
“fiefdoms,” according to the report; 
lab chiefs have great authority to 
observe or ignore safety standards 
and often see outside safety 
checks as “infringing upon their 
academic freedom.”

The California criminal charges 
arise from citations and fines that 
the state’s Division of Occupa
tional Safety and Health leveled 
against U.C.L.A. in May 2009 for 
“serious” violations, among them 
failing to make timely corrections 
of unsafe conditions or to provide 

required training and personal 
protective gear. (Not only was 
Sangji not wearing a lab coat, but 
her synthetic sweatshirt may have 
“caught fire,” according to the 
citation.) 

The rate of serious mishaps in 
industrial labs is lower than that 
in academic labs, in part because 
industrial labs are more tightly 
regulated, according to experts, 
including James Kaufman, 
president of the Laboratory 
Safety Institute in Natick, Mass. 
Some experts believe that 
attaching criminal responsibility 
to preventable mishaps may 
encourage greater accountability.  
 —Beryl Lieff Benderly
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It’s All in the Tail
Leaping lizards are helping scientists build more stable vehicles 

Science fiction often envisions worlds 
populated by humanoid robots. In reali-
ty, insects, reptiles and nonhuman ani-
mals often serve as a more practical tem-
plate for automatons. The more legs a 
robot has, the more easily it can navigate 

tough terrain. Likewise, claws are less 
challenging to emulate than primate-
esque hands, and, as a team of research-
ers reported recently, tails are an incred-
ibly versatile stabilizing mechanism.

The back end of snakes, ants or even 

grasshoppers has served as such an 
inspiration to some roboticists. Now 
Robert J. Full, a biologist at the Univer-
sity of California, Berkeley, and his 
colleagues have turned to the red-headed 
African Agama lizard. The researchers’ 
work, published in the January 12 issue 
of Nature, describes how a careful study 
of the Agama’s approach to leaping on 
slippery surfaces led to improvements in 
robotic design. 

High-speed videography and motion 
capture revealed how the Agama raises 
its tail to counteract a lack of footing on 
slippery surfaces when vaulting from a 
flat, rectangular block to a vertical sur-
face. When the block was covered with 
sandpaper, the lizard required less 
stabilization and its tail remained in a 
down position during a leap.

Full and his team applied the lizard’s 
tail-raising schemes to a small, robotic 
four-wheeled vehicle dubbed Tailbot. 
After attaching a stabilizing tail to the 

rear of the vehicle and sending it off a 
ramp, the researchers noted that Tail-
bot sank nose down with its tail in  
the down position. When the tail was 
raised like the Agama’s, based on the 
Tailbot’s attitude coming off the ramp, 
the robot was able to land on its wheels 
in a more balanced position. Full and 
his students are now investigating the 
role of the tail in controlling roll—and 
pitch and yaw—while running.

These are just the latest develop-
ments in Full’s full-on flirtations with 
lizard-inspired robots. Stickybot, a me-
chanical collaboration with Stanford 
University in 2006 that could walk up 
smooth surfaces such as windows using 
an adhesive, was modeled after micro-
scopic hairs found on the feet of geckos. 

Other examples of so-called bio-
mimetic machines include Boston  
Dynamics’s Legged Squad Support Sys-
tem (LS3), which resembles a headless 
pack mule, and a wormlike robot un-
der development at Harvard University. 

By focusing on these nonhuman 
robot models, investigators can im-
prove robotic design piece by piece, 
examining specific problems and 
learning from the ways in which ani-
mals solve them.  
 —Larry Greenemeier M
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CLIMATE 

Soot Soldiers
Curbing methane and soot 
may be a fast, if incomplete, 
way to slow global warming 

Humanity has done little to address 
climate change. Global emissions of 
carbon dioxide reached (another) all-
time peak in 2010. The most recent 
international talks to craft a global 
treaty to address the problem pushed off 
major action until 2020. Fortunately, 
there’s an alternative—curbing the 
other greenhouse gases. An economic 
and scientific analysis published in 
January in the journal Science found 
that taking steps to curb methane and 
black carbon (otherwise known as soot) 
could improve air quality, human health 
and agricultural yields. Even better, the 
team found that implementing just 14 
soot and methane emissions-control 
measures globally would deliver nearly 
90 percent of the potential benefits.  
An extra bonus: the 14 steps also curb 
global warming by roughly 0.5 degree 
Celsius by 2050, according to computer 
modeling. 

Both methane and black carbon 
remain in the atmosphere for a short 
time compared with CO2. By some 
accounts, we could see an effect within 
weeks or months, rather than decades, as 
with CO2 emissions. The methods that 
would immediately slow global warming 
include eliminating methane releases 
from coal mines by capturing the gas  
and burning it; eliminating the venting  
or accidental release of methane  
co-produced by oil and gas drilling; 
capturing the gas from landfills in the U.S. 
and China; and promoting the recycling 
and composting of biodegradable trash. 

This doesn’t mean we wouldn’t 
have to deal with CO2 emissions. By 
continuing to emit at present rates, 
we’d still be storing up future trouble. 
But starting with soot and methane 
would buy time and, perhaps even more 
important, significantly reduce the 
chances of catastrophic climate change. 
 —David Biello 
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Stars That Go Out with a Bang
A new supernova yields clues to  
how white dwarfs flame out

When a star becomes a white 
dwarf—an old, extremely dense 
star that would have once had a 
mass similar to our own sun’s—
the eventful part of its life is over. It 
releases what heat and light it has 
left over billions of years, slowly 
cooling until it no longer shines. 
Some white dwarfs, however, are 
not content with this ending.

If a white dwarf exists in a 
two-star system with a compan-
ion, it can avert its fate and go out 
with a bang, not a whimper. It 
does so by causing a particular 
type of stellar explosion called a 
type Ia supernova. A type Ia su-
pernova starts when the white 
dwarf drags material from its 
companion onto itself. It grows 

and grows until it cannot get any 
bigger. At this point, it implodes, 
then rebounds and explodes in a 
supernova bright enough to out-
shine whole galaxies.

The companion star from 
which the white dwarf steals mat-
ter is instrumental in this dramatic 
event. Its identity, however, has 
long been a mystery. Theoretical 
models say the companion star 
can be anything from a red giant 
to a main sequence star like the 
sun to another white dwarf. 

Astronomers have been able 
to narrow the range of possible 
companions for a type Ia super-
nova spotted late last year. A tele-
scope belonging to the Palomar 
Transient Factory (PTF) survey in 

Pasadena, Calif., spotted a bright 
spot at one minute before 9 P.M. 
on August 24. The new superno-
va, known as supernova 2011fe, 
won Palomar astronomers the 
rec ord for the earliest ever detec-
tion of a type Ia supernova: just  
11 hours after its initial explosion. 

Last December researchers 
published two papers in Nature 
analyzing observations of super-
nova 2011fe. One paper, with lead 
author Peter Nugent of Lawrence 
Berkeley National Laboratory and 
PTF, found that the companion 
star was probably a main se-
quence star. The other work, 
spearheaded by Weidong Li of 
the University of California, Berke-
ley, rules out a red giant.

Li used observations from the 
Keck II telescope in Hawaii to pin-
point the location of the superno-
va, then analyzed Hubble Space 
Telescope images from before the 
supernova explosion to look for 
clues about the pair of stars from 
which it was born. 

Supernova 2011fe is the near-
est type Ia supernova to be dis-
covered in many years and, be-
cause instrumentation has moved 
on considerably in that time, will 
be the most studied supernova in 
history. These two papers are just 
the beginning.   —Kelly Oakes

Adapted from Oakes’s Basic Space 
blog at blogs.ScientificAmerican.
com/basic-space

Best of the Blogs

ANATOMY

Your Appendix Could Save Your Life
The humble organ may help us recover from serious infections 

You may have heard that the appendix is a relic of our past, like the hind leg 
bones of a whale. Bill Parker, a professor of surgery at the Duke University 
School of Medicine, heard that, too; he just disagrees. Parker thinks the 
appendix serves as a “nature reserve” for beneficial bacteria in our gut. 
When we get a severe gut infection such as cholera (which happened often 
during much of our history and is common in many regions even today), the 
bene ficial bacteria in our gut are depleted. The appendix allows them to be 
re stored. In essence, Parker sees the appendix as a sanctuary for our tiny 
mutualist friends, a place where there is always room at the inn. 

Parker’s hypothesis, which he and collaborators first published in 2007 
in the Journal of Theoretical Biology, is a fundamentally new idea about how 
an organ in our body works. A paper published last December provides new 
data to back up the theory. 

James Grendell, chief of the division of gastroenterology, hepatology 
and nutrition at Winthrop University-Hospital on Long Island, and his team 
studied 254 patients with a history of gut infections caused by the bacterium 
Clostridium difficile. C. difficile, known as C. diff among the medical in-crowd, is  
a deadly pathogen often encountered in hospitals, particularly when patients 

must be treated by prolonged courses of antibiotics. C. diff does not appear to 
compete well with the native biota of patients’ guts, but when the native biota 
are depleted (as is the case after several courses of antibiotics), C. diff can grow 
quickly and take over. If Parker’s idea is right, individuals without an appendix 
should be more likely to have a recurrence of C. diff than those with one.

And that is precisely what Grendell’s group found: patients without an ap-
pendix were more than twice as likely to have a recurrence of C. difficile. Recur-
rence in individuals with their appendix intact occurred in 18 percent of cases. 
Recurrence in those without their appendix occurred in 45 percent of cases.

Where does this leave us? In your body is an organ that appears to be 
helping out the bacteria in your life so they can, in turn, help keep you alive. 
More tests, even true experiments, need to be done before we can be sure. 
Until then, doctors will keep cutting out infected appendixes. When they do, 
when they hold them up, they hold up a symbol—a somewhat gross, pinky 
finger–size symbol—both of our complex relationship with other species 
and of how little we know.  —Rob Dunn

Adapted from the Guest blog at blogs.ScientificAmerican.com/guest-blog

Lights out: A white dwarf 
emerges from a gas cloud.
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Time to Kill Off Captchas
How the bot-proofing of the Internet is bringing humans down

Whenever there’s a problem in the modern world, we try to solve 
it by building barriers. Music piracy? Copy protection. Hacked 
Web sites? More complicated passwords. 

Unfortunately, these barriers generally inconvenience the 
law-abiding citizen and do very little to impede the bad guys. Se-
rious music pirates and Web hackers still find their way through.

Maybe all the hurdles are enough to thwart the casual bad 
guys. That seems to be the thinking behind the Web blockades 
known as Captchas. (It’s a contrived acronym for Completely Au-
tomated Public Turing Test to Tell Computers and Humans 
Apart.) Surely you’ve seen them: visually distorted words—some-
times real English ones and sometimes nonsense words—repre-
sented as a graphic when you try to sign up for something on-
line. You’re supposed to type the words you see into a box.

Captchas were designed by their Carnegie Mellon University 
inventors to thwart bots (automated hacker programs) that 
might bring online services to their knees. For example, some 
bots sign up for Hotmail or Yahoo e-mail accounts by the thou-
sands for the purpose of spewing spam. Some post bogus com-
ments in hopes of raising a site’s search-results ranking. 

In theory, only an actual human being can figure out what 
word is in the Captcha graphic. The letters are just twisted 
enough and the background is just cluttered enough that a per-
son can read them, but not a computer. Good guys in, bad guys 
out—the perfect barrier.

In practice, Captchas have just replaced one pub-
lic nuisance with another. First of all, the images are 
often so distorted that even a human can’t read them. 
That’s a particular problem in nonsense words like 
“rl10Ozirl.” Are those lowercase Ls or number ones? 
Zero or letter O? Second, there’s the vision thing. If 
you’re blind, you can’t do a visual Captcha puzzle. 

The best Captchas (if that’s not an oxymoron) of-
fer alternatives to fix these problems. There might 
be a button that offers you a second puzzle if the 
first is too hard to read or an audio Captcha option 
for blind people. Above all, though, increasing evi-
dence shows that Captchas are losing the technolo-
gy war. Researchers and spammers have both been 
able to get around them.

There have been efforts to replace visual Capt-
chas with less user-hostile puzzles. Some ask you to 
take an easy math test, answer a simple question, 
identify a photograph or listen to garbled audio. All 
of them exclude one group or another, though—
such as non-English speakers or deaf people.

Overall, the Carnegie Mellon team estimates that we spend a 
cumulative 150,000 hours at the gates of these irritating obstruc-
tions every single day. In a newer variant, called reCaptcha, at 
least that time is put to public use. You see a muddied-looking 
word that comes from a wonky scanned Google book; when you 
type what it really says, you’re actually helping out with the pro-
cess of cleaning up and recognizing an actual text. 

Nevertheless, we the law abiders are still wasting 17 person-
years every single day. That’s a disgraceful waste of our lives. 
Surely there are better solutions worth exploring.

Maybe we should invent a voluntary Internet identity card so 
we’re already known when we sign up for something. Maybe Web 
sites should enforce a short-term limit of one new account or 
posted comment per “person.” Or the Web site should look at the 
speed or irregularity of our typing to determine if we’re human. 

Or fingerprints. Or retinal scans. Something.
Spammer bots are a problem, yes. But Captchas are a prob-

lem, too. They’re a bother, they’re not foolproof and they assume 
that everyone is guilty until proven innocent. What Captcha real-
ly stands for, in other words, is Computers Annoying People with 
Time-Wasting Challenges That Howl for Alternatives. 

SCIENTIFIC AMERICAN ONLINE:  
Eight alternatives to the Captcha: ScientificAmerican.com/mar2012/pogue
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The Science of Health by Deborah Franklin

Nature That Nurtures
Hospital gardens turn out to have medical benefits

To get an inkling of what a well-designed hospital garden can 
mean to a seriously ill child, watch the home video posted on 
YouTube last August of Aidan Schwalbe, a three-year-old heart-
transplant recipient. The toddler is shown exploring the mean-
dering paths, sun-dappled lawn and gnarled roots of a branching 
shade tree in the Prouty Garden at Children’s Hospital Boston. 
“He loves to be out in the garden feeding the birds and squirrels,” 
wrote Aidan’s grandmother in an August blog entry. “They will 
all weigh 30 lbs. each by the time we leave here!”

The garden that Aidan loves—with its vibrant greenery, shad-
ed places to sit and walk, and small, half-hidden animal sculp-
tures that fascinate visitors of all ages—is “one of the most suc-
cessful hospital gardens in the country,” says Clare Cooper Mar-
cus, an emeritus professor in landscape architecture at the 
University of California, Berkeley.

Dismissed as peripheral to medical treatment for much of the 
20th century, gardens are back in style, now featured in the de-
sign of most new hospitals, according to the American Society of 
Landscape Architects. In a recent survey of 100 directors and ar-
chitects of assisted-living residences, 82 percent agreed that “the 
design of outdoor space should be one of the most important 
considerations in the design.” But can gardens, in fact, promote 
healing? It turns out that they often can. Scientists around the 
world are now digging into the data to find out which features of 
gardens account for the effect.

COMMON SENSE PUT TO THE TEST
 The notion that the fresh breezes, dappled sunlight and fragrant 
greenery of a garden can be good for what ails us has its roots in 
ancient tradition and common sense. But a much cited study, 
published in 1984 in the journal Science by environmental psy-
chologist Roger Ulrich, now at Texas A&M University, was the 
first to use the standards of modern medical research—strict ex-
perimental controls and quantified health outcomes—to demon-
strate that gazing at a garden can sometimes speed healing from 
surgery, infections and other ailments. 

Ulrich and his team reviewed the medical records of people 
recovering from gallbladder surgery at a suburban Pennsylvania 
hospital. All other things being equal, patients with bedside win-
dows looking out on leafy trees healed, on average, a day faster, 
needed significantly less pain medication and had fewer postsur-
gical complications than patients who instead saw a brick wall.

Esther Sternberg, a physician and neuroimmunologist at the 
National Institute of Mental Health, calls Ulrich’s work “ground-
breaking.” At the time, studies showing that loud sounds, dis-
rupted sleep and other chronic stressors can have serious physi-
cal consequences were only just beginning. “In 1984 we all took 

it for granted that hospitals were noisy, smelly, disorienting maz-
es,” says Sternberg, who details the history in her book Healing 
Spaces: The Science of Place and Well-Being. “But it hadn’t oc-
curred to us that stress could affect a patient’s healing—or that 
we could do anything about that.”

Fortunately, as the evidence implicating hospitals as major 
engines of stress builds, the stack of data suggesting that gar-
dens and planted alcoves can encourage healing has grown, 
too.  Just  three to five minutes spent looking at views dominated 
by trees, flowers or water can begin to reduce anger, anxiety and 
pain and to induce relaxation, according to various studies of 
healthy people that measured physiological changes in blood 
pressure, muscle tension, or heart and brain electrical activity.

Indeed, the benefits of seeing and being in nature are so pow-
erful that even pictures of landscapes can soothe. In 1993 Ulrich 
and his colleagues at Uppsala University Hospital in Sweden 
randomly assigned 160 heart surgery patients in the intensive 
care unit to one of six conditions: simulated “window views” of a 
large nature photograph (an open, tree-lined stream or a shad-
owy forest scene); one of two abstract paintings; a white panel; 
or a blank wall. Surveys afterward confirmed that patients as-
signed the water and tree scene were less anxious and needed 

Illustration by Shaw Nielsen
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fewer doses of strong pain med-
icine than those who looked at 
the darker forest photograph, 
abstract art or no pictures at all.

“Let’s be clear,” Cooper Mar-
cus says. “Spending time inter-
acting with nature in a well-de-
signed garden won’t cure your 
cancer or heal a badly burned 
leg. But there is good evidence 
it can reduce your levels of pain 
and stress—and, by doing that, 
boost your immune system in 
ways that allow your own body 
and other treatments to help 
you heal.”

GROWING INSIGHT
  Still, research shows that not all 
gardens are equally effective. In 
1995 Cooper Marcus and land-
scape architect Marni Barnes 
received a grant from the non-
profit Center for Health Design 
to analyze the physical layout 
and daily use of several hospital 
gardens in northern California. 
In 32 hours of observations, 
which included taking detailed 
notes and interviewing users 
(who collectively made 2,140 
visits), the researchers noticed 
several patterns that have been 
borne out in subsequent studies 
of other sites. 

Among their findings: users 
mostly visited gardens seeking 
relaxation and restoration from 
mental and emotional fatigue. Tree-bordered vistas of fountains 
or other water features, along with lush, multilayered greenery 
of mature trees and flowering plants, appealed most. Those re-
sults are consistent with Ulrich’s findings of the healing power of 
a “window view” and also correspond with the theories of evolu-
tionary biologists that people prefer views that are reminiscent 
of the savannas where humans evolved. Throughout human his-
tory, trees and water have signaled an oasis, and flowering plants 
have been a sign of possible food. Open views deter surprises by 
predators, and shaded alcoves offer a safe retreat. 

The more greenery versus hard surfaces, the better. “We found 
that a ratio of at least 7:3 seems to work best,” Cooper Marcus says. 
Less greenery signals a “plaza or shopping mall courtyard” and is 
not as relaxing. 

What you can do in the garden is as important as what you 
see. The results of “behavioral maps” tracking visitors’ actions 
while in a garden suggested a need for private conversation ar-
eas; smooth, tree-lined paths that invite strolls but that will not 
trip wheelchairs or intravenous poles; lightweight furniture that 

can be tugged into the shade or sun; and naturalistic landscap-
ing that lures birds, squirrels and other wildlife.

One finding, in particular, surprised Cooper Marcus and 
Barnes. Stressed hospital employees accounted for as many vis-
its to hospital gardens as stressed patients, and interviews con-
firmed that staffers depend on the greenery. “I feel like one of the 
Mole People,” an employee who works in the basement radiology 
department of a Berkeley, Calif., hospital told the researchers. 
She said she comes to sit amid the trees of the rooftop garden 
daily to relax and meditate. “It’s a big mental, emotional lift.”

Different generations seem to value the same things in gar-
dens, but research has turned up differences, too. In 2005 clini-
cal psychologist Sandra A. Sherman and her colleagues conduct-
ed a study of three gardens at a children’s cancer center in San 
Diego to try to figure out what worked and what did not. Some of 
the findings made intuitive sense. A mosaic turtle sculpture that 
small children could climb, for example, was more alluring than 
a crane sculpture the kids could only look at. Other results were 
less obvious. A riverlike water feature where kids and parents 
could splash and float boats together was twice as popular with 
the kids as a child-size playhouse that adults could not enter. 

Focusing on the other end of the age spectrum, Susan Rodiek 
of Texas A&M has looked at long-term care institutions. In her 
studies, published in 2009, of a random sampling of 68 assisted-
living facilities, Rodiek talked to 1,100 residents and 430 employ-
ees. “Older people,” she found, “need and benefit from outdoor 
space and greenery just as much as the young.” 

But the adults desire some different features. Middle-aged 
adults, for example, tend to look for peace and quiet in the garden, 
and older adults are more likely to seek stimulation. At one new 
senior residence Rodiek studied, the facility’s architect had creat-
ed a lovely, secluded lawn and pond at the back of the apartment 
building. But every afternoon, the researchers noticed, at around 
the same time, the elderly residents dragged their lightweight alu-
minum chairs to the front of the building to be part of the commu-
nity of commuters passing by. “You can only watch a pond for so 
long,” Rodiek says. “And a grass lawn doesn’t change much.”

THE SEARCH FOR STANDARDS
 To help ensure that outdoor areas promote as much healing as 
possible, Rodiek has recently created a checklist, drawing on the 
evidence described above, that administrators of long-term care 
facilities and others can use to evaluate their garden design. 
And she is working on one geared specifically to hospitals so 
that hospital-accrediting agencies can set standards. 

Codified standards are needed because therapeutic gardens 
are becoming so popular. “New hospitals are now competing on 
the basis of whether they have a ‘healing garden’ or not,” Cooper 
Marcus says. “But when you go to look, some are not much more 
than a rooftop with a chaise lounge and a few potted plants.” De-
signing a good garden for health care settings “isn’t rocket sci-
ence,” she adds. Yet basing the design on good science instead of 
whim will strengthen the healing nature of nature. 

SCIENTIFIC AMERICAN ONLINE  
Comment on this article at ScientificAmerican.com/mar2012

What Makes a  
Garden Healing?
The following checklist, 
based on research, shows 
what works:

 Keep it green  
Lush, layered landscapes with shade 
trees, flowers and shrubs at various 
heights should take up roughly 70 
percent of the space; concrete walk-
ways and plazas about 30 percent.  

 Keep it real   
Abstract sculptures do not soothe 
people who are sick or worried. 

 Keep it interesting  
Mature trees that draw birds  
and chairs that can be moved to  
facilitate private conversation foster 
greater interaction. 

 Engage multiple senses  
Gardens that can be seen, touched, 
smelled and listened to soothe best. 
But avoid strongly fragrant flowers or 
other odors for patients undergoing 
chemotherapy. 

 Mind the walkways  
Wide, meandering paths that are  
tinted to reduce glare allow patients 
with low eyesight, wheelchairs or 
walkers to get close to nature. Paving 
seams must be narrower than one 
eighth of an inch to prevent trips by 
patients trailing wheeled IV poles.

 Water with care  
Fountains that sound like dripping 
faucets, buzzing helicopters or urinals 
do not relax anyone, and neither does 
the strong smell of algae. 

 Make entry easy  
Gardens should not be far away or 
behind doors that are too heavy for 
a frail or elderly person to open.

© 2012 Scientific American
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I N  B R I E F

Genes we inherit and environmental 
factors both influence human behaviors. 
Scientists have recently discovered oth-
er underlying processes at work. 
So-called jumping genes, segments of 

DNA that can copy and paste them
selves into new places in the genome, 
can alter the activity of fulllength genes. 
Occasionally they will turn on neighbor-
ing genes in these locations. That activity 

occurs more in the brain than other areas, 
resulting in different traits and behaviors, 
even in closely related individuals. 
These mobile genetic elements may 
also turn out to play a role in people’s 

disposition to psychiatric disorders. 
Researchers are now beginning to in-
vestigate whether jumping genes help 
us adapt to rapidly changing environ-
mental conditions. 

Fred H. Gage is a professor specializing in 
how neurons are generated in the brain at the 
Laboratory of Genetics at the Salk Institute  
for Biological Studies in La Jolla, Calif. 

Alysson R. Muotri is an assistant professor  
in the department of pediatrics and cellular  
and molecular medicine at the University of 
California, San Diego. He was a postdoctoral 
fellow in Gage’s laboratory from 2002 to 2008. 

N EU ROSC I E N C E

WHAT MAKES 
EACH BRAIN 

UNIQUE
How can identical twins grow up with different personalities? 

“Jumping genes” move around in neurons and alter the way they work

By Fred H. Gage and Alysson R. Muotri
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YOUR BRAIN IS SPECIAL. 
So is mine. Differences arise at every level of the organ’s astonishingly intricate architecture; the 
human brain contains 100 billion neurons, which come in thousands of types and collectively 
form an estimate of more than 100 trillion interconnections. These differences, in turn, lead to 
variances in the ways we think, learn and behave and in our propensity for mental illness. 

How does diversity in brain wiring and function arise? Vari-
ations in the genes we inherit from our parents can play a role. 
Yet even identical twins raised by the same parents can differ 
markedly in their mental functioning, behavioral traits, and 
risk of mental illness or neurodegenerative disease. In fact, 
mice bred to be genetically identical that are then handled in 
exactly the same way in the laboratory display differences in 
learning ability, fear avoidance and responses to stress even 
when age, gender and care are held constant. Something more 
has to be going on.

Certainly the experiences we have in life matter as well; they 
can, for instance, influence the strength of the connections be-
tween particular sets of neurons. But researchers are increas-
ingly finding tantalizing indications that other factors are at 
work—for instance, processes that mutate genes or affect gene 
behavior early in an embryo’s development or later in life. Such 
phenomena include alternative splicing, in which a single gene 
can give rise to two or more different proteins. Proteins carry 
out most of the operations in cells, and thus which proteins are 
made in cells will affect the functioning of the tissues those cells 
compose. Many researchers are also exploring the role of epi-
genetic changes—DNA modifications that alter gene activity (in-
creasing or decreasing the synthesis of specific proteins) with-
out changing the information in genes. 

In the past few years the two of us and our colleagues have 
come on especially intriguing suspects that seem to operate 
more in the brain than in other tissues: jumping genes. Such 
genes, which have been found in virtually all species, including 
humans, can paste copies of themselves into other parts of the 
genome (the full set of DNA in the nucleus) and alter the func-
tioning of the affected cell, making it behave differently from an 
otherwise identical cell right next to it. Many such insertions in 
many different cells would be expected to yield subtle or not so 
subtle differences in cognitive abilities, personality traits and 
susceptibility to neurological problems. 

Our early findings of gene jumping in the brain have led us 
to another question: Given that the brain’s proper functioning 
is essential to survival, why has evolution allowed a process 
that tinkers with its genetic programming to persist? Although 
we still do not have a definite answer, mounting evidence sug-
gests that by inducing variability in brain cells, jumping genes 
may imbue organisms with the flexibility to adapt quickly to 
changing circumstances. Therefore, these jumping genes—or 

mobile elements, as they are called—may have been retained 
evolutionarily because, from the standpoint of promoting sur-
vival of the species, this adaptation benefit outweighs the risks. 

ANCIENT INVADERS
the idea that mobile elements exist and move about in the ge-
nome is not new, but the recent evidence that they are so active in 
the brain came as a surprise. Gene jumping was first discovered in 
plants, even before James Watson and Francis Crick spelled out 
the double-helical structure of DNA in 1953. In the 1940s Barbara 
McClintock of Cold Spring Harbor Laboratory observed that “con-
trolling elements” moved from one place to another in the genetic 
material of corn plants. She discovered that under stress, certain 
regions in the genome could migrate and turn genes on and off in 
their new location. The products of McClintock’s experiments 
were the now famous ears of corn with seeds of varying colors—a 
demonstration of genetic mosaicism, in which genes in a particu-
lar cell may be switched on or off in a pattern that differs from 
that of neighboring cells that are otherwise identical. 

McClintock’s research, which at first encountered skepticism 
within the scientific community, eventually resulted in her re-
ceiving a Nobel Prize in 1983. In subsequent years it became 
clear that the phenomenon of genetic mosaicism is not restricted 
to plants but also occurs in many organisms, including humans. 

McClintock did her work on transposons, which are mobile 
elements that use a cut-and-paste mechanism to move a stretch 
of DNA around the cell’s genome. More recent research on mo-
bile elements in the brain had focused on retrotransposons, 
which employ a copy-and-paste approach to insinuate them-
selves into new areas of the genome. They basically replicate 
themselves rather than popping out of the surrounding DNA, af-
ter which the copy takes up a new position elsewhere. 

Retrotransposons make up as much as half of the nucleotides, 
or DNA building blocks, in the human genome. In contrast, the 
approximately 25,000 protein-coding genes we possess make up 
less than 2 percent of mammalian DNA. The jumping genes are 
descendants of the first primitive molecular replication systems 
that invaded the genomes of eukaryotes (organisms having cells 
that contain a nucleus) long ago. A group led by Haig H. Kaza-
zian, Jr., at the University of Pennsylvania showed in 1988 that 
retrotransposons, which were once thought of as nonfunctional 
junk DNA, were active in human tissues. 

In particular, one type of retrotransposon, known as a long in-
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Copy-and-Paste 
Genetics 

Sequences of DNA known as jumping genes, which are 
active in the brain, particularly during devel opment, 
can make copies of themselves and then insert the 
same sequences elsewhere within the genome of a 
cell. In their new locations, jumping genes, also called 
retrotransposons, sometimes have no effect at all  
on nearby genes that serve as blueprints for proteins. 
In some cases, though, they may activate those genes 
and thereby influence the functioning of individual 
cells. The cel lu lar changes may ultimately result in 
differences in brain function among people, even 
between identical twins.

How Genes Jump
Nonheritable changes in genetic code can occur  
when a retrotransposon—a “junk” segment of  
the genome—copies itself into the RNA, then  
back to the DNA and reinserts itself, ending up  
in a differ ent position. These mobile elements can 
move around in both the embryonic and adult 
brains—actions that are depicted here in a 
set of identical twins. 

Result: Nonidentical Twins
Even when twins originate from the same egg, jumping 
genes may leave the two of them with different gene 
activation patterns and thus quite different brains.

Copying occurs during cell division, 
when a sequence of DNA “tran
scribes” itself into a single strand of 
RNA, which then moves from the 
nucleus to the cell cytoplasm. 

“Translation” of a portion of the 
RNA strand into helper proteins 
occurs in the cytoplasm. The 
original RNA strand and the 
newly formed proteins join and 
then reenter the cell nucleus. 

Pasting begins when the RNA 
makes a copy of the original  
DNA, which then gets inserted at 
a new place in the genome after a 
protein nicks open a chromosome. 

Activation of a neighboring 
gene may occur after the 
jumping process occurs. In 
the embryo, this process 
happens in the forebrain and 
all other areas. In the adult, 
jumping takes place only in 
the hippocampus and the 
few other areas that contain 
neural progenitor cells.
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terspersed element 1 (L1), appears to be a key player in the human 
genome. It is able to hop around frequently probably because it, 
unlike other mobile elements in humans, encodes its own ma-
chinery for spreading copies of itself far and wide in the cellular 
genome. Analysis of its behavior in cells reveals that when some-
thing prompts an L1 in the nuclear genome to begin the “jump-
ing” process, it first transcribes itself into single-stranded RNA, 
which then travels from the nucleus to the cytoplasm, where it 
serves as a template for constructing proteins specified by some 
parts of the L1 DNA. The proteins then form a molecular complex 
with the still intact RNA, and the whole complex heads back to 
the nucleus. There one of the proteins, an enzyme called an endo-
nuclease, makes a nick in specific sites in the DNA. It also uses the 
RNA as a template for producing a double-stranded DNA copy of 
the original L1 retrotransposon and inserts this duplicate into the 
genome where the cut was made. Such reverse transcription, 
from RNA to DNA, is familiar to many people today as part of the 
way that the HIV virus gets a DNA copy of its RNA genome to 
take up a permanent home in the genome of the cells it infects.

Retrotransposition often fails to run its course, which produc-
es truncated, nonfunctional copies of the original L1 DNA. Some-
times these snippets (or the whole L1 copy) have no effect on a 
protein-coding gene. Other times, though, they can have any of 
several consequences, both good and bad, for a cell’s fate. They 
may, for instance, drop into and thus alter the protein-coding re-
gion of a gene. This maneuver can lead to creation of a new vari-
ant of the protein that helps or harms an organism. Or this posi-
tioning may stop a given protein from being made. In other in-
stances, the newly pasted DNA may fall outside of a coding region 
but act as a promoter (a switch that can turn on nearby genes) 
and alter the level of gene expression—the amount of protein 
made from the gene—with, once again, good or bad results for the 
cell and the organism. When LI retrotransposons end up in many 
places in neurons or in many cells of the brain, or both, the brain 
will be very different from the one that would have formed with-
out their influence. It stands to reason that such genetic mosa-
icism could affect behavior, cognition and disease risk and could 
also help explain why one identical twin may remain disease-free 
when a sibling is diagnosed with schizophrenia, for example. 

WHERE DOES JUMPING OCCUR?
until recently, most investigators aware of L1 retrotransposi-
tion assumed that it mostly took place in germ cells (ovaries or 
testes). Although a few clues suggested that L1 genes stay active 
in somatic tissues (nonsex cells) during early development or 
later, these clues were generally dismissed. If genes exist merely 
to propagate themselves, as one evolutionary theory holds, 
jumping genes would have little cause to remain active in so-
matic cells because such cells would not pass the DNA to an or-
ganism’s next generation: after all, the affected cells die when 
their owner does. 

Better detection tools have now revealed that retrotranspo-
sons can move around somatic tissues during early develop-
ment and even later in life. These events happen more often in 
the brain than in other tissues—a direct challenge to the long-
standing dogma that the genetic codes of brain cells in adults 
are identical to one another and remain stable for the cells’ life. 

In our lab at the Salk Institute for Biological Studies in La Jolla, 
Calif., for instance, we monitored gene jumping in a mouse whose 

cells were genetically engineered to undergo retrotransposition 
and fluoresce green when an L1 element inserted itself in ge-
nomes of a cell anywhere in its body. We observed glowing green 
cells only in germ cells and in certain brain areas, including the 
hippocampus (a region important to memory and attention)—
which suggests that L1s may move around more in the brain than 
in other somatic tissues. Interestingly, the jumping was occurring 
in progenitor cells that give rise to hippocampal neurons. 

In various organs of fully formed organisms, a small popula-
tion of progenitor cells stands by, ready to divide and give rise to 
specialized cell types needed to replace cells that die. The hippo-
campus is one of two regions of the brain where neurogenesis, 
generation of new nerve cells, occurs. Thus, L1s appear to be ac-
tive during early development when neurons are being born, 
but they can also move around in the adult brain in the areas 
where new neurons continue to be born into adulthood. 

Even with the mouse experiments, more evidence was needed 
that retrotransposition was actually occurring in the brain. We 
undertook an analysis of human postmortem material that com-
pared the number of L1 elements in brain, heart and liver tissues. 
We found that the brain tissue contained significantly more L1 
elements in each cell nucleus than the heart or liver tissues did. 

Much of the jumping had to have occurred during the brain’s 
development because retrotransposition requires cell division—
a process that does not take place in the brain, except in two cir-
cumscribed areas—to happen after early childhood. An analysis 
suggested that each neural cell in humans undergoes an average 
of 80 L1 integration events, a rate that could well lead to a great 
deal of variation among cells and in the overall brain activity of 
different individuals.

A recent finding from researchers at the Roslin Institute near 
Edinburgh and their colleagues supplies further confirmation of 
L1 activity in the human brain. The researchers reported in 2011 
in Nature that a total of 7,743 insertions of L1s in the hippocam-
pus and caudate nucleus (which is also involved in memory) in 
three deceased individuals contained integrated L1 elements. 
(Scientific American is part of Nature Publishing Group.) That 
study also implied that the emerging portrait of genetic diversity 
in the brain will only get more complicated as this research 
moves forward. The Roslin team was surprised to come on about 

Jumped gene: Nomadic DNA in a neuron gives rise to a protein 
that glows green after moving to a new spot in the cell nucleus. 
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15,000 members of a class of retrotransposons known as short 
interspersed elements (SINEs). The preponderant SINE, part of 
a group known as Alu elements, had never been encountered be-
fore in the brain. 

Our findings made us wonder what might trigger L1 activity. 
Knowing that the hippocampus is also a site where neurogene-
sis transpires and that exposure to novel situations and exercise 
trigger neurogenesis in mice, we decided to see if exercise might 
be one spur to gene jumping. We found that after our transgenic 
mice ran on a wheel, the number of green fluorescing cells in-
creased about twofold in the rodents’ hippocampus. Given that 
novelty and challenge also prompt neurogenesis, we are enter-
taining the possibility that a new or unfamiliar environment 
could be another instigator of retrotransposition. 

If we are correct and L1 jumping does increase as the ner-
vous system learns and adapts to the outside world, the finding 
would indicate that individual brains and the neuronal net-
works that make them up are constantly changing and alter 
with each new experience, even in genetically identical twins.

ORIGINS OF DISEASE
we are continuing to expand the evidence for the hypothesis 
that jumping genes contribute to human variation in brain pro-
cessing by moving beyond just counting L1s in DNA. In our 
quest to link our data to real events that have either positive or 
detrimental effects on living people, it is sometimes easiest to 
pinpoint the bad outcomes that resulted from a gene that 
jumped, if only because the consequences are so obvious. 

In November 2010 our team reported in Nature that a muta-
tion in a gene called MeCP2 affected L1 retrotransposition in 
the brain. Mutations in the MeCP2 gene can induce Rett syn-
drome, a severe disorder of brain development that almost ex-
clusively affects girls. The discovery that MeCP2 was mutated 
in patients with Rett syndrome and other mental disorders 
raised multiple questions about the molecular and cellular 
mechanisms of this disease. Our research showed that the mu-
tation in the brains of mice and humans with Rett syndrome 
resulted in a significant increase in numbers of L1 insertions in 
their neurons—a finding that suggests that the jumping genes 
might account for some of the effects of the MeCP2 mutation.

L1 activity has also turned up in other disorders. An analysis 
of the frontal cortex regions of individuals with schizophrenia 
revealed increased production of mobile element sequences 
compared with those without the condition. Circumstantial ev-
idence suggests that L1 elements are an important component 
of various brain disorders, including autism. Understanding 
the role of mobile elements in the development of psychiatric 
diseases might lead to new methods for diagnosis, treatment 
and prevention. 

The continuing research into jumping genes in the brain 
could potentially challenge an entire academic discipline. Be-
havioral geneticists often follow groups of identical twins over 
long periods to control for the effects of genes and determine 
the environmental contributions to such disorders as schizo-
phrenia. The new findings showing that jumping genes actively 
revise genomes after an embryo forms question the assump-
tion that “identical” twins are genetically alike. Indeed, the new 
discoveries will make it ever harder to disentangle the relative 
effects of nature and nurture on our psyches. 

The question remains: Why has evolution not destroyed these 
vestiges of ancient viruses from within our cells, given that jump-
ing genes have a high chance of introducing potentially fatal ge-
netic flaws? To answer the question, we should acknowledge that 
humans have always been under attack by viral parasites and 
other invaders that expand the size of our genomes with jump-
ing DNA. The bodies of humans and our evolutionary forebears 
may not have been able to fully eliminate the interlopers, but 
they have adapted to at least coexist with the invaders by silenc-
ing them through a variety of clever mechanisms that mutate 
and disable them. It also appears that, in some cases, our ge-
nomes have commandeered the genetic machinery of L1 retroel-
ements to enhance our own survival, which is one reason that 
cells may sometimes allow, or even encourage, L1s to jump around 
the genome under carefully controlled conditions. 

One clue to why they persist may come from closer analysis of 
the finding that mice from a single genetic strain raised under 
highly controlled conditions vary greatly in their responses to 
stress. The observed behavioral differences are distributed typical-
ly in the population (picture a bell curve), a pattern that implies 
that the mechanisms producing this variability are random, as the 
sites of L1 retrotransposon insertions seem to be.

The putatively random nature of how L1s move from place to 
place in the genome implies that natural selection may, in effect, 
be rolling the dice in the hope that benefits from helpful inser-
tions will outweigh any deleterious consequences of other inser-
tions. And nature may be placing bets frequently on the neural 
progenitor cells of the hippocampus so as to maximize the possi-
bility that at least some of the new positions will give rise to a pop-
ulation of adult neurons particularly well suited to the tasks the 
brain will confront. A somewhat similar process occurs when the 
DNA in immune cells rearranges itself to produce an array of anti-
bodies, after which only the antibodies best equipped to fight off a 
pathogen are selected for full-scale production. 

This scenario does not seem far-fetched. L1-mediated effects 
do not need to be large and do not have to occur in many cells to 
influence behavior. In rodents, a change in the firing pattern of a 
single neuron might be enough to make a difference. 

More possible support for this idea is the discovery that the 
only lineage of L1 jumping elements currently active in the hu-
man genome evolved about 2.7 million years ago, after the evolu-
tionary split from chimpanzees to bipedal humans—a time when 
our hominid ancestors were first beginning to adopt the use of 
stone tools. That finding lends credence to the notion that the L1 
elements may have helped build brains that can process informa-
tion about the environment rapidly and that can thus more read-
ily meet the challenges of ever changing environmental and cli-
matic conditions. L1 jumping genes seem to have been a collab-
orative partner in advancing the evolution of Homo sapiens. 
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THE FAR, FAR 
FUTURE OF STARS
Some say its glory days are long gone, but the universe has life  
in it yet. Brand-new types of celestial phenomena will unfold  
over the coming billions and trillions of years

By Donald Goldsmith
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Although the grand era of galaxy and 
star formation is over, the universe re-
mains a vigorous place. In the future stars 
will gradually shift their appearance as 

their composition changes. Star and plan-
et systems will fall apart, and celestial ob-
jects that now are rare will become com-
mon, such as dense balls of helium. In 

some ways, the universe in the future may 
be more hospitable to life than it is today.
Considering the far future of the cosmos 
is more than inherently interesting. The 

far distant future provides astrophysicists 
with an intellectual sandbox, a way for 
them to grasp the implications of their 
theories and observations.
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Donald Goldsmith may well be the only astronomer who once 
worked as a tax attorney. That career was lucrative but short-lived.  
He received his Ph.D. in astronomy from the University of California, 
Berkeley, in 1969 and served as a consultant on Carl Sagan’s Cosmos 
series. He was the principal writer for other shows such as NOVA’s Is 
Anybody Out There? with Lily Tomlin and the series The Astronomers. 

T
ime’s seemingly inexorable march has always provoked interest in, and speculation 
about, the far future of the cosmos. The usual picture is grim. Five billion years from 
now the sun will puff itself into a red giant star and swallow the inner solar system 
before slowly fading to black. But this temporal frame captures only a tiny por-
tion—in fact, an infinitesimal one—of the entire future. As astronomers look ahead, 
say, “five hundred and seventy-six thousand million years,” as humorist Douglas 
Adams did in The Restaurant at the End of the Universe, they meet a cosmos re-

plete with myriad slow fades to oblivion. By then the accelerating expansion of space will have 
already carried everything outside our galaxy beyond our view, leaving the night sky ever empti-
er. Lord Byron captured the prospect of such a celestial wasteland in his 1816 poem “Darkness”: 
“The bright sun was extinguish’d, and the stars/Did wander darkling in the eternal space.”

But here’s the good news: oncoming darkness captures only 
half the story. Star formation has indeed long since passed 
through its most glorious epoch, but the universe has life in it 
yet. Strange new beasts will enter the astronomers’ zoo. Out-

landish phenomena that now occur rarely, if at all, will become 
routine. Cosmic conditions favorable to life may, if anything, be-
come even more abundant.

Scientific eschatology—the study of the far future—has a dis-

Dawn  
to Dusk 
After the furies of birth, 
the mature cosmos 
now evolves more 
slowly. Stars will 
continue to form for  
as long as another  
100 trillion years 
(about 10,000 times 
the present age of the 
universe), which leaves 
plenty of time for 
slow-building cosmic 
phenomena to occur.
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tinguished history in cosmology and physics. Fascinating in its 
own right, this endeavor also offers a conceptual testing ground 
for new theories, plus an opportunity to make abstract ideas 
more concrete. One of the most abstract ideas of all, the shape of 
space, may prove easier to grasp when cosmologists describe 
what it implies for the fate of the universe. Physicists who seek 
to reconcile their disparate theories about fundamental parti-
cles and forces predict processes that will occur only after tril-
lions of years, or even longer, such as the decay of protons and 
the evaporation of black holes. Increasingly, astrophysicists 
bring the far future into their models of stellar and galactic evo-
lution as well. During the past decade they have attempted to 
reconstruct the ways that the formation and composition of 
stars and galaxies have changed since the big bang. Their grow-
ing knowledge of the past allows them to extrapolate trends into 
the far future.

FORGOT TO TURN IT OFF
among this subject’s pioneers is Greg Laughlin, an expert on 
star formation at the University of California, Santa Cruz. As a 
graduate student, he created a computer code to calculate the 
evolution of extremely low mass stars and forgot to flag it to 
turn off after reaching the present age of the universe. Left to 
its own devices, the program ran and ran, producing trillions of 
years of future predictions—quite wrong, as things turned out, 
but sufficient to get him hooked on the subject.

To know the future of stars requires understanding how they 
form. Stars are born within interstellar clouds of gas and dust, 
which contain hundreds of thousands to several million times 
the mass of our sun. Such stellar nurseries, sprinkled through-
out the Milky Way, gave birth to its few hundred billion stars 
and will eventually produce tens of billions more. Yet this suc-
cess consumes the future: the raw material for new stars is be-
ing used up. Even though massive stars die in supernova explo-
sions that return some material into interstellar space and even 

though galaxies can also accrete fresh gas from intergalactic 
space, the new material cannot replenish all the gas that stars 
have locked up. The interstellar gas within our galaxy now totals 
only a tenth or so of the mass in stars.

Today stars form in the Milky Way at a rate close to one solar 
mass per year, but at its peak, eight to 10 billion years ago, the 
rate was at least 10 times higher. Laughlin estimates that star 
formation will decrease by approximately a factor of 10 for every 
factor of 10 in time, so that in 100 billion years it will slow to a 
tenth of its present rate, and a trillion years from now stars will 
form at only about one one-hundredth of the current rate.

That said, impressive changes could disrupt the steady march 
toward stellar obscurity. We in the Milky Way, for example, must 
soon—“soon,” as in a few billion years—confront the arrival of 
the onrushing Andromeda system, the closest giant spiral gal-
axy to our own. The dense central regions of these two galaxies 
will either collide or begin to orbit their common center of mass. 
Their interaction will produce “Milkomeda.” By churning and 
stirring the interstellar gas and dust, the creation of Milkomeda 
will reinvigorate star formation temporarily, producing what as-
tronomers call a starburst. Once this growth spurt dies away, 
the merged system will closely resemble an elliptical galaxy, a 
mature system with a low density of star-forming material and a 
consequently low rate of star formation.

In addition to forming in smaller numbers, stars of the future 
will show the effects of the changes that will occur in their raw 
material. The fiery furnace of the big bang forged hydrogen, heli-
um and lithium. All the heavier elements have been created by 
stars themselves, typically late in their lives—either within red gi-
ant stars, which shed their outer layers as they age, or during su-
pernova explosions. Red giants provide most of the lighter and 
more abundant heavy elements, such as carbon, nitrogen and ox-
ygen, whereas supernovae produce a wider range, all the way up 
to uranium. All of these mix into the existing elemental mulch of 
interstellar gas, allowing subsequent generations of stars to begin 
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life with more of these materials. The sun, a comparative young-
ster at five billion years old, has 100 times the heavy-element 
abundance of stars that formed over 10 billion years ago; indeed, 
some of the oldest stars contain almost no heavy elements at all. 
Coming generations of stars will be even more enriched, which 
will alter their inner workings and outward appearance.

NEW ABODES FOR LIFE
the steadily increasing abundance of heavy elements within new-
born stars produces two noticeable effects. First, it augments the 
opacity of a star’s outer layers. Hydrogen and helium are nearly 
transparent, but even a modest pinch of heavy elements traps ra-
diation, lowering the star’s luminosity. The balance of forces 
within the star shifts because the lower luminosity means that 
the star consumes its nuclear fuel at a lower rate. If only this ef-
fect were in operation, a star rich in heavy elements would live 
longer than a star of the same mass that lacks those elements. 
But a second effect counteracts the first: the heavy elements are 
nuclear deadweight. Because they do not participate in nuclear 
fusion, they reduce the amount of nuclear fuel available within a 
star of a given mass and tend to shorten its life.

Laughlin and his colleague Fred Adams of the University of 
Michigan made the initial study of these two effects in 1997. They 
found that the first will dominate for the next trillion years or so, 
as the increase in heavy elements within new stars raises their 
opacities and thus lengthens their lifetimes. Eventually, however, 
the heavy elements will constitute a significant fraction of stars’ 
masses and will begin to shorten their lifetimes. The crossover 
point will occur when the heavy-element fraction within a new-
born star reaches about four times the current value.

The extraheavy elements should also favor the birth of plan-
ets, along with stars, and thus the prospects for life in the uni-
verse. Astronomers have measured the elemental abundances in 
the stars around which more than 700 (and counting) Jupiter-
like planets have now been discovered. Their results show that 
stars with greater heavy-element abundances are more likely to 
have one or more giant planets in orbit around them. 
“Jovian-type planets show a definite correlation with [heavy-ele-
ment abundances],” says John Johnson, a planet-hunting expert 
at the California Institute of Technology. “Because the interstel-
lar medium is getting steadily enriched [in heavy elements], 
planet occurrences will probably increase.”

What about Earth-like planets? Although space-based tele-
scopes are only now beginning to provide similar data for small-
er worlds, their formation, too, should be correlated with their 
stars’ heavy-element abundances, even more so as Earth-like 
planets consist almost entirely of the heavier elements. In short, 
the universe of the far future should be filled with planets. De-
spite the diminishing rate of star formation, perhaps half or two 
thirds of all the planets that will ever exist have yet to be born.

At first, the proliferation of planets does not seem promising 
for life. Most of the stars of the far future will be much less mas-
sive and less luminous than the sun. Fortunately, even a low-
mass, dim star can allow life to flourish. A star with as little as 
one one-thousandth of the sun’s luminosity can maintain tem-
peratures that allow liquids to exist on close-in planets, satisfy-
ing what seems to be a requirement for living things to exist.

Planets should not only grow generally more common but 
also be enriched in the stuff of life. In addition to requiring a  

The Meek Shall  
Inherit the Universe 
In terms of raw brilliance, the glory days of the cosmos are 
already behind it. In subtler ways, though, it will remain vibrant 
for trillions of years to come. Red dwarfs, by far the most common 
type of star even today, have hardly even begun their life cycles 
and will eventually develop into novel stellar types. New gen-
erations of stars will incorporate the heavy elements forged by 
their predecessors, changing their appearance and life spans. 
Planets will, if anything, become even more abundant. Over the 
vastness of time, rare processes such as direct stellar collisions 
will be come commonplace. 

F U T U R E  O F  S T E L L A R  E VO L U T I O N 

When the mightiest 
stars cease to generate 
enough power to hold 
up their own weight, they 
collapse abruptly—which 
can trigger a supernova 
explosion or gamma-ray 
burst—and leave behind a 
neutron star or black hole.

Time (not to scale)SUPERGIANTS

SUNLIKE STARS

RED DWARFS

BROWN DWARFS

Slow but Steady Wins the Cosmic Race 
The life cycle of stars follows a simple rule: the bigger they come,  
the harder they fall. Massive stars have more fuel but consume it  
at a disproportionate rate and go out with a bang. Because they live  
for but a cosmic eyeblink, they rule the galaxy only as long as new ones are 
continually being born. The future belongs to lesser, longer-lasting stars. 

Stars below a certain mass 
threshold never get hot 
enough to ignite proton-
proton fusion. They just 
cool off and fade away. 

Sunlike stars die by 
ejecting their outer lay-
ers as a colorful nebula, 
while their core collaps-
es to a white dwarf star. 
The dwarf usually fades 
away like a burnt-out 
cinder but can blow up 
by merging with another 
white dwarf or cannibaliz-
ing a companion star. 

Red dwarfs, the most 
common type of star, 
keep on shining until 
they have converted  
every last drop of their  
hydrogen to helium.  
They turn into a special 
type of white dwarf.
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Helium white 
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Future: Star formation tapers off  
as interstellar gas becomes scarce. 
Stellar raw material becomes 
enriched in heavy elements. 

Future: The bounty of heavy 
elements makes stellar gas 
more opaque, causing stars to 
be dimmer and longer-lived. 
More planets form, too. 

Future: As red dwarfs use  
up their fuel and die, they 
leave behind a new class of 
helium-rich white dwarf star.

Future: Eventually the 
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shortens stellar life spans by 
reducing the hydrogen supply.
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liquid bath, life on Earth, as well as almost all other forms of life 
that scientists speculate about, depends on the existence of car-
bon, nitrogen and oxygen. As time goes on, the increasing rela-
tive abundance of these elements should yield planets more 
hospitable to life. Therefore, as star formation steadily dimin-
ishes, every newborn star should appear with a progressively 
greater probability of lighting one or more potential life-bearing 
planets. Some of these new stars will have the low masses and 
tiny luminosities that allow them to last for hundreds or thou-
sands of billions of years (not that such immense lifetimes seem 
necessary for the origin and evolution of life). However full or 
empty of life the universe may be today, it should teem with 
more abundant and more varied forms of life in the future.

WHEN WORLDS COLLIDE
planetary systems will endure so far into the future that new 
considerations will come into play. We take the stability of our 
solar system for granted; no one worries that Earth’s orbit will 
soon grow chaotic and cause us to collide with Venus. That con-
fidence evaporates when we look to multibillion-year time -
scales. In 2009 Jacques Laskar and Mickael Gastineau of the 
Paris Observatory conducted sev-
eral thousand computer simula-
tions of the future orbits of the 
sun’s four inner planets, varying 
the planets’ initial positions  
by a tiny amount—just a few 
meters—between each simula-
tion. They found a probability  
of about 1 percent that Mercury 
would smack into Venus during 
the next five billion years, setting 
the stage for even more horrific 
collisions that would probably 
involve Earth. Over a trillion 
years such collisions would be-
come highly probable.

The pot will be stirred when 
the Andromeda galaxy merges 
with the Milky Way, an event that will reconfigure both galaxies’ 
gravitational fields and could well trigger a wholesale restruc-
turing of the solar system. As Laughlin commented in reviewing 
Laskar and Gastineau’s simulations, “What now remains is to 
understand the extent to which the hand of dynamical chaos 
that so lightly touches our solar system has molded the galactic 
planetary census.”

The orbital chaos within a star’s planetary family will also oc-
cur on much larger scales. The stars in closely bound double-, tri-
ple- and higher-multiple star systems orbit the center of mass of 
each system under their mutual gravitational influences. Much 
the same is true for star clusters and even entire galaxies. Stars in 
all these structures almost never make contact; huge expanses of 
space separate them despite their astronomical neighborliness.

Over long expanses of time, however, “almost never” ratchets 
up to “sometimes” and ultimately to “almost always.” Every dou-
ble-star system will eventually experience either disruption, as the 
result of external gravitational forces, or merger, if the two stars 
orbit so closely that gravitational radiation saps the system of 
energy. Naturally enough, widely separated double-star systems 

face the former fate, whereas close-in binaries confront the latter.
When two stars merge, they may temporarily produce a more 

massive, more luminous star [see “When Stars Collide,” by Mi-
chael Shara; Scientific American, November 2002]. Even a plan-
et such as Jupiter can cause a similar effect, though on a smaller 
scale. Consider a modest star, with just one tenth of the sun’s 
mass and a lifetime close to a trillion years, and suppose it has a 
Jupiter-like planet. If the planet has an orbital period greater 
than few days, it will probably eventually be lost from the sys-
tem. But if it moves on a tighter orbit, the planet could eventual-
ly merge with the star, contributing a fresh supply of hydrogen 
that would temporarily boost the star’s energy output dramati-
cally, producing a novalike outburst. In the future such stellar 
eruptions will punctuate the slow decline in star numbers and 
brightnesses. Astronomers even a trillion years from now will 
observe some strange events among the ever declining numbers 
of stars in their host galaxies.

LIVE SLOW, DIE OLD
even after tens and hundreds of billions of years have elapsed, 
even when star formation has slowed to a trickle, enormous 
numbers of stars will continue to shine. Most stars in the uni-
verse have low masses and extremely long life expectancies. 
Stars’ lifetimes depend on their masses in a strikingly inverse 
manner. High-mass stars are so luminous that they burn them-
selves out quickly and explode after a few million years. Medium-
mass stars such as our sun shine modestly and last for billions of 
years. Stars with significantly less than the sun’s mass can endure 
for hundreds of billions of years or even longer. These stars con-
sume their fuel so slowly that even their meager supplies can feed 
their nuclear fires through these immense spans of time.

Stars of different masses die in different ways. The sun will 
become a red giant and, as its outer layers dissipate completely 
into interstellar space, reveal its core as a white dwarf—a dense, 
Earth-size stellar corpse made almost entirely of carbon nuclei 
and electrons. But in stars with less than about 50 percent of the 
sun’s mass, the core temperature never rises high enough to 
trigger the nuclear reactions that lead to the red-giant phase. In-
stead astronomers think these stars eventually become helium 
white dwarfs. Such beasts, as the name suggests, consist almost 
entirely of helium, with little if any hydrogen and just a smatter-
ing of other elements. In today’s universe they are occasionally 
born when two close binary stars strip each other’s outer layers 
before they can ignite their helium cores, but astronomers have 
yet to discover any that arose in the normal course of stellar evo-
lution, because not enough time has passed since the big bang 
so far. Isolated helium dwarfs are a prime example of a novel 
phenomenon that our distant descendants (may they live in 
peace) will one day see for the first time.

Stars with larger masses undergo far more dramatic deaths. 
The collapse of a massive star core that forms either a neutron 
star or a black hole triggers a shock wave that blasts the star’s 
overlying layers into space in a supernova explosion. As mas-
sive stars disappear from the skies, so, too, will most of these 
explosions that now punctuate the cosmos. But a second kind 
of supernova will still occasionally light the skies. This class, 
called type Ia supernovae, arises in binary-star systems in 
which one star has become a white dwarf. According to astron-
omers’ most favored models, in some of these stellar pairs  

Astronomers  
see no sign that 
life has affected 
the cosmos on  
a grand scale.  
That will change 
in the future.  
All the universe 
will become  
our garden.
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hydrogen-rich material from the companion star collects on 
the white dwarf ’s surface until its sudden nuclear fusion pro-
duces a supernova. Such events will take place as long as there 
are sufficiently massive companions, perhaps for another 100 
billion years or so.

In another supernova model, which has been gaining in pop-
ularity, two white dwarfs orbit their common center of mass in 
close proximity. As they do so, their orbital motions cause the bi-
nary system to emit gravitational radiation. This emission robs 
the system of energy and shrinks the size of the white dwarfs’ 
orbits. The approach of the dwarfs proceeds ever more rapidly, 
until their death spiral melds them in a brief, final paroxysm. 
Such events might continue to occur for trillions of years.

Even brighter than supernova explosions are gamma-ray 
bursts (GRBs). These megaexplosions come in two distinct vari-
eties, which apparently originate in two entirely different sce-
narios. Long GRBs, those whose eruptions of energetic radiation 
last for two seconds or more, are believed to occur when a mas-
sive star’s core collapses to form a neutron star. Short GRBs, 
whose outbursts last for less than two seconds, are thought to re-
sult from the merger of a neutron star with either another neu-
tron star or a black hole. Over the coming eons the long variety 
will become exceedingly rare, as massive stars cease to form, but 
short bursts might punctuate the heavens for trillions of years.

TRILLIONS AND TRILLIONS
when we measure cosmic time not by billions but by trillions of 
years, we enter an epoch when star formation will have ended. 
All but the lowest-mass stars will have burned themselves out, 
ending their lives either by blowing up or by withering into 
white dwarfs. Not counting dark matter, whose composition re-
mains a mystery, our galaxy—and all others in the universe—will 
then consist primarily of black holes, neutron stars, white dwarfs 
and extremely faint red stars, so dim that none of them would be 
visible without a telescope, even at distances less than the cur-
rent distances from the sun to the nearest stars. How sad, how 
degenerate, how uninteresting.

And yet, among these dead or fading objects, nature will on 
occasion produce an enormous outburst, a brief reminder of the 
nuclear fury that once spangled the heavens with the light from 
billions of stellar furnaces. If the surviving stars have planets in 
close propinquity—and we may expect that many or most of 
them will—then liquid water, along with various forms of life, 

could appear and endure on their surfaces. Any life that might 
arise on those planets will have the possibility (already present 
around the faintest stars) of lasting for epochs well beyond easy 
imagination, provided they can avoid being blasted into eternity 
by nearby supernovae or GRBs.

This survey of the far future leaves a great and indetermi-
nate issue. Could highly advanced civilizations, if they exist and 
persist, change the course of the cosmic history? More than 30 
years ago Freeman Dyson of the Institute for Advanced Study  
in Princeton, N.J., reviewed the situation. The grand leader in 
this sort of cosmic speculation, he stated, “I think I have shown 
that there are good scientific reasons for taking seriously the 
possibility that life and intelligence can succeed in molding 
this universe of ours to their own purposes.” In our present  epoch, 
not even 14 billion years after the big bang, little evidence ex-
ists that living things have affected the cosmos on a grand 
scale. But time’s train has barely left the station. In the future 
the survi  val of life will require that it commandeer an ever 
greater fraction of the cosmos’s resources [see “The Fate of Life 
in the Universe,” by Lawrence M. Krauss and Glenn D. Stark-
man; Scientific American, November 1999]. All of the universe 
will become our garden.

Bound on this journey for a brief moment, we have little 
chance of attaining absolute certainty about what will actually 
happen. Our unfettered minds remain free to roam as far into 
the future as we choose. As W. H. Auden wrote in his 1957 poem, 
in an entirely different context: “Were all stars to disappear or 
die/I should learn to look at an empty sky/And feel its total dark-
ness sublime/Though this might take me a little time.” 
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Enriching  
the Cosmic Mulch 
Stars shine by fusing hydrogen into helium and, 
toward the end of their lives, helium into still 
heavier elements. Each generation of stars starts  
life with a greater endowment of heavy elements 
than the previous one. This process gradually 
changes the appearance and longevity of stars. It 
may also increase the number of planets that form.

F U T U R E  O F  S T E L L A R  C O M P O S I T I O N 

Big bang (plus a few minutes) Present day 1 trillion years

Hydrogen Helium Elements heavier than helium

© 2012 Scientific American



© 2012 Scientific American



Illustrations by James Gurney March 2012, ScientificAmerican.com 41

PALEONTOLOGY

Dining out: A herd of Kosmoceratops dinosaurs 
grazes among the cypress trees 76 million years ago 
in a primeval swamp in what is now southern Utah. 

Dinosaurs 
of the Lost 
Continent

The American West once harbored multiple communities  
of dinosaurs simultaneously—a revelation that has  
scientists scrambling to understand how the land  

could have supported so many behemoths

By Scott D. Sampson
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On a cool september morning in 2010 my crew and i began our daily descent 
from camp back into deep time, walking single file down a steep, knife-
edge ridge of sandstone and mudstone in southern Utah’s Grand Stair-
case-Escalante National Monument. Each of us carried water, a field note-
book, lunch, a rock hammer and other hand tools. Heavier tools and mate-
rials—rock saws, picks, shovels, bags of plaster and swaths of burlap—
awaited us half a mile away at the dig site. Even from the hilltop we could 

easily see the plaster jackets down in the quarry—alabaster beacons in a wilderness of arid, 
gray-striped badlands. Some of the irregular lumps were not much bigger than a loaf of bread. 
Others spanned 10 feet and tipped the scales at more than a ton. All contained the bony re-
mains of animals that coexisted here 76 million years ago. 

Over the course of two field seasons this single quarry—one 
of many in the fossil-rich rocks of the Kaiparowits Formation—
had yielded a striking array of creatures, including several di-
nosaurs. Most impressive was a largely complete skeleton of 
Gryposaurus, a massive, duck-billed plant eater approaching 
the size of Tyrannosaurus. The crew was now under pressure 
to finish excavating the remaining fossils before the helicopter 
came in a few days to airlift the priceless cargo to a nearby 
road. From there the fossils would travel by truck to the Natu-
ral History Museum of Utah in Salt Lake City, where trained 
volunteers would painstakingly open the jackets, remove the 
rock and glue the bones back together over a period of months. 

Pausing on a sandstone ledge to soak in the sprawling vista 

below, I imagined for the umpteenth time how this place might 
have appeared when these dinosaurs roamed. Back then, much 
of the territory was an immense, waterlogged floodplain. Slug-
gish rivers from mountains to the west meandered across a ver-
dant landscape interspersed with ponds and lakes. Cypress 
trees thrived in the swampy lowlands; better-drained settings 
supported forests of conifers and flowering trees. Vines draped 
the tree branches, and the buzzing of insects filled the humid 
air. The scene would have called to mind the swamplands of 
northern Louisiana today—but with the addition of more than a 
dozen dinosaur species, from herbivorous duck-billed hadro-
saurs and horned dinosaurs (called ceratopsids) to carnivorous, 
sickle-clawed dromaeosaurs and a type of giant tyrannosaur.

I N  B R I E F

Between 90 million and 70 million 
years ago, during the Late Cretaceous 
period, a shallow sea flooded the central 
region of North America, subdividing 
the continent into eastern and western 
landmasses. Scientists refer to the west-
ern landmass as Laramidia. 

In the 1980s a researcher proposed 
that distinct dinosaur communities in-
habited the northern and southern re-
gions of Laramidia for several million 
years. Critics doubted that so many 
large animals could have shared this 
relatively small chunk of land, however. 

But over the past decade discoveries 
in southern Utah have bolstered the 
notion of distinct dinosaur communi-
ties in the north and south, revealing  
a host of species new to science—in-
cluding many giant varieties.
Exactly what enabled so many behe-

moths to coexist in such a small area  
remains unclear, but it may be that di-
nosaurs had lower energy requirements 
than today’s large terrestrial animals  
do or that plants during the Late Creta-
ceous provided more food than their 
modern-day counterparts.

Scott D. Sampson is a dinosaur paleontologist and a research curator  
at the Natural History Museum of Utah. He has been leading efforts to  
recover Late Cretaceous fossils from Grand Staircase-Escalante National 
Monument in Utah since 2000. Sampson is also the scientific adviser for  
and on-air host of the PBS KIDS television series Dinosaur Train. 
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Our excavations in this remote region over the past decade 
have opened a fascinating window on the mix of dinosaur species 
that lived during the so-called Campanian Stage of the Late Cre-
taceous period, between 83.5 million and 70.6 million years ago—
a time when dinosaurs here were undergoing perhaps their great-
est florescence. In a sense, the Kaiparowits fossil assemblage is 
unremarkable, preserving the same broad dinosaur groups un-
earthed from sediments of similar antiquity farther north in 
Montana and in Alberta, Canada. Yet the particular species in the 

Kaiparowits are unique, with many large-bodied forms—findings 
that are forcing us to reconsider much of what we thought we 
knew about dinosaur evolution and ecology. Let me explain.

SOUTH VS. NORTH
during the late cretaceous the earth was a hothouse world. 
The planet’s polar regions were free of ice caps, and global sea 
levels tended to be exceptionally high. A warm, saltwater sea, 
the Western Interior Seaway, inundated the central region of 

Uphill climb: Members of the author’s team scale a ridge out of the Kaiparowits badlands in Utah’s Grand Staircase-Escalante 
National Monument (1), where they have discovered remains of a number of new dinosaur species. Fossils such as this skull  
of Kosmoceratops are brought to the Natural History Museum of Utah, where volunteers clean and reassemble them (2). Species  
found in that area include another horned dinosaur, Utahceratops (3).

1

32
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North America, connecting the Arctic Ocean with the Gulf of 
Mexico and dividing the continent into eastern and western 
portions: Appalachia and Laramidia, respectively. The dino-
saurs, plants and other organisms we have been recovering 
from the Kai parowits lived on Laramidia, a landmass less than 
one fifth of the size of its parent continent. 

Beginning in the 1960s, fossil hunters working in the West-
ern Interior began to notice that Late Cretaceous dinosaurs 
found in Montana and Alberta belonged to distinct species 
from those recovered from similarly aged rocks farther south in 
such places as New Mexico and Texas. In the 1980s Thomas 
Lehman of Texas Tech University tabulated the geographic oc-
currences of dinosaurs and other vertebrate creatures on Lar-
amidia and found evidence of distinct northern and southern 
assemblages during the final 15 million years of the Cretaceous 
period, including the Campanian Stage. Lacking any indication 
of a physical barrier to north-south dispersal, Lehman hypoth-
esized that a latitudinal climate gradient had produced distinct 
communities of plants and animals, including a bevy of big-
bodied dinosaurs. His was a bold theory. Other researchers 
questioned the likelihood of multiple dinosaur communities 
coexisting on the diminutive landmass of Laramidia. It simply 
did not seem possible that so many kinds of giants could have 
shared such a small chunk of real estate. 

Critics of Lehman’s hypothesis pointed out that any appar-
ent provincialism might be illusory, the result of uneven sam-
pling of fossils through time. Given that the Late Cretaceous 
spans many millions of years, they noted, perhaps paleontolo-
gists working at different latitudes in the Western Interior have 
effectively been “time traveling” to different intervals. If so, this 
imbalanced sampling through time could generate the percep-
tion of distinct, coeval faunal provinces even if only a single 
cosmopolitan dinosaur fauna existed on Laramidia at any giv-
en geologic moment. Alternatively, skeptics observed, the 
seemingly distinct dinosaur communities could be the result of 
poor geographic sampling. Until recently, the vast majority of 
Laramidian dinosaurs were known from the north, particularly 
Alberta and Montana. Perhaps a more thorough sampling of di-
nosaurs from southern Laramidia would ultimately reveal a 
single, widespread community. These issues remained unre-
solved when my colleagues and I began our work in southern 
Utah in 2000. 

The fossils that we have recovered from Grand Staircase- 
Escalante go a long way toward filling the southern dinosaur 
gap on Laramidia and bolstering Lehman’s theory. Dating of 
the fossils has been essential to answering the question of 
whether distinct, coeval dinosaur provinces existed in the 
north and south. Team geologist Eric Roberts of James Cook 
University found layers of volcanic ash scattered throughout 
the Kaiparowits strata that he was able to date using radiomet-
ric techniques. The results indicated that the key, fossil-rich hot 
zone formed over a period of one million years between 76.5 
million and 75.5 million years ago. Comparing these ash dates 
with those from other Laramidian formations revealed that the 
Kaiparowits Formation closely overlapped in time with the Di-
nosaur Park Formation in Alberta. We now had strong evidence 
that at least one pair of northern and southern dinosaur assem-
blages lived concurrently. 

The next step was to assess whether the dinosaurs them-

selves differed from north to south. Of the 15 dinosaur varieties 
that the team has recovered so far from the one-million-year in-
terval, a dozen are sufficiently complete to allow species-level 
identifications. Only one—a duck-billed hadrosaur in the Gry-
posaurus genus—was possibly present farther north. This spe-
cies looks very similar to G. notabilis from Alberta, but the 
identification is currently uncertain, and investigations are un-
der way to assess whether ours is a distinct species.

Outside of this single question mark, the emergent picture is 
clear. Every other Kaiparowits dinosaur species thus far identi-
fied differs from those found farther north. When small- to mid-
size carnivores such as the oviraptorosaur Hagryphus and the 
troodont Talos prowled ancient Utah, the same groups were 
represented instead by Chirostenotes and Troodon, respectively, 
up in Alberta. Similarly, whereas a large-bodied, short-faced ty-
rannosaur named Teratophoneus was the top land carnivore in 
the Utah region, other tyrannosaurs such as Gorgosaurus filled 
this role in the north. Plant-eating dinosaurs in the Kaiparowits 
Formation are similarly distinct from the northern forms. One 
of these is Parasaurolophus, a bizarre hadrosaur with a long, tu-
bular crest on the top of its head. Three species of Parasaurolo-
phus have been found previously, one in Alberta and two in New 
Mexico; the Utah species appears to be new to science. 

The pattern repeats among the ceratopsids. One type of cer-
atopsid that we recently dubbed Utahceratops possesses a long-
frilled skull approaching seven feet in length. The skull of a sec-
ond, shorter-frilled species, Kosmoceratops, is ornate in the ex-
treme, bearing 15 horns on its head, the most of any dinosaur. 
While Utahceratops, Kosmoceratops and a third (as yet un-
named) ceratopsid dinosaur foraged in Utah, different species 
of horned dinosaurs munched on plants up north. 

The newly discovered Kaiparowits dinosaur assemblage in 
Grand Staircase-Escalante provides by far the strongest evi-
dence of isolated dinosaur provinces on Laramidia. Although 
the same major groupings of dinosaurs occurred in both the 
north and south, northerners and southerners were distinct 
species. None of the more than 50 Campanian dinosaur species 
from numerous formations can yet be confidently placed in 
both the north and south. These findings effectively refute the 
possibility that distinct northern and southern assemblages are 
merely an artifact of incomplete temporal or geographic sam-
pling. Instead we must come to grips with the fact that at least 
two dinosaur communities coexisted on this landmass for 
about a million years of late Campanian time. 

LAND OF GIANTS
that many of the dinosaurs in these two communities were gi-
ants deepens the Laramidia mystery. Studies of modern-day 
terrestrial mammals show a tight connection between maximal 
body size and land area. Large-bodied forms tend to range far-
ther, both as individuals and as species, because bigger animals 
require more area to obtain enough food. For the same reason, 
species with more extensive home ranges tend to have lower 
population densities. Maximum body size in giant terrestrial 
mammal species, then, reflects a balance between maintaining 
population densities low enough to avoid overexploitation of 
food resources yet high enough to avoid extinction. Ultimately, 
the upper limits of both body size and species diversity among 
megavertebrates are constrained by a combination of physiolo-
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gy (higher metabolic rates demand greater food intake), food 
availability and landmass area, with more extensive landmass 
areas typically supporting more kinds of large-bodied species. 
This relationship places the severest demands on big-bodied 
carnivores, which must maintain relatively larger home ranges 
than herbivores because only a small fraction of an ecosystem’s 
total energy budget reaches the top of the food chain.

In theory, giant dinosaurs should have followed a pattern 

similar to that of today’s large terrestrial mammals, with few 
species on the relatively small Laramidian landmass. Yet taken 
together, the animal communities represented in the Kai paro-
wits Formation and the Dinosaur Park Formation contain at 
least 17 to 20 coeval species of giant dinosaurs—that is, forms 
exceeding one ton in adult body mass—with most weighing in 
at more than two tons. By modern standards, that scenario 
seems downright bizarre. Today the only place on earth where 

F I N D I N G S 

Dinosaur Diversity
Between about 90 million and 70 million years ago, during the Late 
Cretaceous, an interior sea isolated the western portion of what is 
now North America, turning that strip into a landmass called 
Laramidia. Researchers have long observed that northern and 
southern Laramidia seem to have hosted different communities of 
dinosaurs and other animals. But critics questioned whether the 
pattern might instead be the result of uneven sampling of fossils over 
time and space. Recently discovered fossils in the Kaiparowits 

Formation of Grand Staircase-Escalante National Monument have 
revealed a previously unknown assemblage of dinosaur species that 
lived at the same time as a different assemblage farther north, 
bolstering the theory of distinct northern and southern dinosaur 
provinces in Laramidia. The nature of the barrier that separated these 
northern and southern dinosaurs remains a mystery. The map below 
shows some of the horned dinosaurs (as represented by their skulls) 
from these northern and southern assemblages.
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you can find an abundance of giants is Africa, which harbors 
six mammals with a mean body mass in excess of one ton, all of 
them herbivores: the giraffe, the hippopotamus (which spends 
most of its time in freshwater rather than on land), and two 
species each of elephants and rhinoceroses.

It is true that Africa and some other landmasses housed 
considerably more large terrestrial species in the past. For ex-
ample, during the early Pleistocene, between about 2.5 million 
and two million years ago, Africa supported on the order of 16 
megaherbivore mammals: multiple varieties of giraffes, ele-
phants, hippos and rhinos, plus several types of big-bodied an-

telope that weighed nearly a ton. Nevertheless, a number of 
lines of evidence indicate that the Laramidian dinosaur exam-
ple is exceptional. 

First, Laramidia was less than one fifth of the size of Pleisto-
cene Africa, so those 17 to 20 dinosaur behemoths were confined 
to a much smaller area than their mammalian counterparts. Fur-
thermore, abundant evidence from mass death accumulations, 
or bone beds, indicates that many species of hadrosaurs and cer-
atopsids congregated for at least part of every year in large 
“herds,” numbering in the hundreds (and perhaps thousands) of 
animals. Second, mammal-dominated ecosystems from the 
Pleis tocene onward have few terrestrial carnivores approaching 
a ton. Indeed, mammal evolution on land has yet to produce car-
nivores that even approach the magnitude of a tyrannosaur. Afri-
ca’s largest predator, the lion, typically weighs less than 600 
pounds; Laramidia, in contrast, was home to at least three giant 
tyrannosaurs, all of which apparently exceeded a ton. Third, 

Killer instinct: Teratophoneus, a type of tyrannosaur, takes 
down a duck-billed hadrosaur called Gryposaurus. Remains of 
both types of dinosaurs have been recovered from deposits in 
Grand Staircase-Escalante National Monument dating to about 
76 million years ago.  
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whereas paleontologists have found 
early Pleistocene fossils in multiple 
African countries, current sampling 
on Laramidia is limited to two coeval 
geologic formations. Given that Lar-
amidian dinosaurs appear to have 
had considerably smaller species 
ranges than modern terrestrial 
mammals, with minimal overlap be-
tween concurrent communities, it 
seems highly probable that addition-
al dinosaurs lived on this landmass 
during the Campanian. If so, the to-
tal number of contemporaneous gi-
ants on Laramidia may have far sur-
passed 20 species. In short, the new 
Kai parowits evidence strongly sug-
gests that dinosaurs exceeded known 
mammalian limits for species rich-
ness at large body sizes.

CONSERVATIVE DINOS  
OR PRODUCTIVE PLANTS?

this comparison between African 
mam mal giants and Laramidian di-
nosaur giants brings us back to the 
burning question elicited by Leh-
man’s hypothesis. How did dino-
saurs manage to squeeze so many 
varieties of giants into such a small 
area? Two major possibilities re-
main: either these dinosaurs got by 
on less food than modern giants do, 
or the environments they inhabited 
produced more food than we see in 
modern settings. 

Scientists have long debated 
whether dinosaur metabolism was 
more like that of the cold-blooded 
ectotherms (such as amphibians and 
reptiles) or the warm-blooded endo-
therms (such as birds and mammals). 
If their metabolic rates were interme-

diate between these groups, causing them to have lower energy 
requirements than large mammals do, this difference could help 
explain how so many big-bodied species coexisted on the relative-
ly tiny landmass of Laramidia. Recent research by Brian K. McNab 
of the University of Florida supports this notion of “Goldilocks” 
dinosaurs—not cold-blooded, not hot-blooded, but something 
in between. McNab has found a range of evidence indicating 
that lower energy expenditures of dinosaurs may have enabled 
their communities to support biomasses up to five times greater 
than those of mammalian herbivores in present-day Africa.

Alternatively, relative to present-day land ecosystems, Late 
Cretaceous plants may have offered megaherbivores foods that 
were more abundant or more nutritious, or both. Plant diversity 
and abundance are controlled by such factors as precipitation, 
temperature, length of growing season and availability of nich-
es. Today the greatest diversity and biomass of plants tend to oc-

cur in the tropics, but during the hothouse of the Late Creta-
ceous high temperatures may have limited plant and animal di-
versity in the equatorial regions. At midlatitudes such as those 
occupied by much of Laramidia, in contrast, the climate was 
mild and the growing season long. To the west, Laramidian 
mountain ranges and rivers multiplied the number of available 
niches. To the east, the Western Interior Seaway ameliorated 
temperatures while providing a major source of precipitation. 
Paleobotanists Ian Miller and Kirk Johnson of the Denver Muse-
um of Nature and Science have thus far recovered almost 100 
different plant varieties from the Kaiparowits strata. Although 
much more work needs to be done, all indicators suggest that 
the dinosaur communities in Laramidia were founded on a 
great bounty and diversity of plants. 

Figuring out whether slower metabolic rates or augmented 
food supplies enabled dinosaurs to reach such gargantuan pro-
portions and high richness of species will require further test-
ing. My hunch is that both factors were involved. One thing we 
can say with confidence is that the hothouse world of the dino-
saurs was very different from the world of today. Many of the 
major biomes of our present-day icehouse Earth—for example, 
grasslands, tundra and rain forests—were absent during the di-
nosaurs’ reign, and we are still trying to glean even a basic un-
derstanding of their hothouse predecessors. The good news is 
that paleontology is becoming increasingly interdisciplinary—
involving collaborations with geologists, paleoecologists and pa-
leoclimatologists, to name a few—increasing the odds that fruit-
ful insights will emerge.

Meanwhile our work in the Kaiparowits Formation, like any 
scientific research worth its salt, is generating as many ques-
tions as answers. How many distinct dinosaur communities ex-
isted at any one time on the lost continent of Laramidia? What 
was the nature of the barrier separating the northern and south-
ern communities? Was this boundary based solely on climatic 
variation between the north and south, as first thought? Or, as 
some geologists now suspect, was some kind of physical barrier 
present, perhaps a series of large rivers flowing from the moun-
tains to the sea at the latitude of northern Utah and Colorado?

One final, intriguing implication is worth noting. If it turns 
out that dinosaurs tended toward much smaller species ranges 
than equivalent-size mammals, the richness of dinosaur spe-
cies globally may have been far greater than previously antici-
pated. Which is to say that many, many more weird and won-
derful dinosaurs are probably still buried out there, patiently 
awaiting discovery. 
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I N  B R I E F

The sun does not shine at night, 
and the wind does not always 
blow; methods to store large 
amounts of energy for down-
times are needed to make wide-
spread solar and wind power 
more practical.
Some utility companies al-
ready use excess solar or wind 
power to pump water to uphill 
reservoirs, where it can later fall 
to turn turbines; this pumped-
hydro approach could be in-

stalled in many more locations.
Other viable energy storage 
 solutions include facilities that 
compress air into large under-
ground caverns, that heat fluids 
or molten salts that later create 
steam to turn turbines, or that 
can charge advanced batteries. 
These meth ods require break-
throughs to make them more 
efficient so they can compete on 
price with the cost of electricity 
from traditional power plants.

E N E RGY

If renewable energy is going to take off, we need good ways  
of storing it for the times when the sun isn’t shining  
and the wind isn’t blowing
By Davide Castelvecchi

o see the big obstacle confronting 
renewable energy, look at Denmark. 
The small nation has some of the 
world’s largest wind farms. Yet be-
cause consumer demand for electrici-

ty is often lowest when the winds blow hardest, Den-
mark has to sell its overflow of electrons to neigh-
boring countries for pennies—only to buy energy 
back when demand rises, at much higher prices. As 
a result, Danish consumers pay some of the highest 
electricity rates on the planet. 
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several countries already store consider-
 able power—about 20 gigawatts in the 
U.S.—using pumped hydro. This century-
old technique is essentially a hydroelectric 
dam that can operate in reverse. Excess 
electricity is used to pump water from a 
low reservoir to one higher uphill. When 
the water falls back down to the lower res-
ervoir, it passes through turbine blades 
that turn a generator to create electricity. 
Round-trip efficiency—the energy that 
can be recovered, minus losses—can be as 
high as 80 percent.

In the U.S., 38 pumped-hydro facilities 
can store the equivalent of just over 2 per-
cent of the country’s electrical generating 
capacity. That share is small compared 
with Europe’s (nearly 5 percent) and Ja-
pan’s (about 10 percent). But the industry 
has plans to build reservoirs close to exist-
ing power plants. “All you need is an eleva-
tion difference and some water,” says Rick 
Miller, a senior vice president at HDR in 
Omaha. Enough projects are being consid-
ered to double existing capacity, he says.

Among the most ambitious plans is 

the Eagle Mountain Pumped Storage 
Project in southern California. It would 
carve two reservoirs out of an abandoned 
iron surface mine to store energy from re-
gional wind and solar farms, and it could 
return 1.3 gigawatts of power—as much 
as a large nuclear power station. In Mon-
tana, Grasslands Renewable Energy’s pro-
posed hydro storage project would hold 
wind energy from the Great Plains in an 
artificial lake that would be 
built on top of a butte, with a 
drop of 400 meters.

Pumped hydro’s growth is 
limited primarily by topogra-
phy. Large, elevated basins 
must be flooded, which can 
damage the ecosystem. Some 
places, such as Denmark and 
the Netherlands, are just too 
flat. For those regions Dutch 
energy consulting company 

Kema has come up with a radical “energy 
island” alternative: an artificial lagoon—
in a shallow sea—with a circular wall that 
would be built from landfill. Excess elec-
tricity would pump seawater out of the la-
goon and into the surrounding ocean. 
When energy is needed, water from the 
sea would flow back inside, through tun-
nels in the wall, passing through turbines. 
The ocean acts as the “upper” reservoir.

Gravity Power in Santa Bar-
bara, Calif., has an option that 
could be deployed almost any-
where: a deep vertical shaft 
would be dug into the ground, 
and a heavy cylinder would rest 
at the bottom. Water would be 
pumped underneath the cylin-
der, lifting it. To recover energy, 
tunnels at the base would open, 
and the water would rush into 
them through turbines. 

Illustrations by Jameson Simpson

Utilities in Texas and California face a 
similar mismatch between supply and de-
mand; they sometimes have to pay cus-
tomers to take energy from their wind-
mills and solar farms. On paper, wind and 
sun could supply the U.S. and some other 
countries with all the electricity they re-
quire. In practice, however, both sources 
are too erratic to supply more than about 
20 percent of a region’s total energy ca-
pacity, according to the U.S. Department 
of Energy. Beyond that point, balancing 
supply and demand becomes too difficult. 
What are needed are cheap and efficient 

ways of storing power, to be tapped later, 
that is generated when winds are howling 
and the sun is beating down.

Certain technologies such as supercon-
ducting magnets, supercapacitors and ad-
vanced flywheels are too expensive for 
that purpose or cannot efficiently hold 
power for extended periods. But Scientif-
ic American has examined five technolo-
gies that might do the trick. Each of them 
could possibly store, for days, the amounts 
of energy needed to keep an entire me-
tropolis humming. We asked a panel of ex-
perts to rate each one based on three crite-

ria: How well can the technology scale up? 
Is it cost-effective to build? Is it efficient to 
operate? No storage method can return 
the same amount of energy put into it, yet 
some systems do better than others. 

The first two solutions—pumped hydro 
and compressed air—are somewhat ma-
ture and economically feasible. Each of 
the other contenders will require some 
kind of breakthrough, but the payoff could 
be huge. “Ten years from now I expect that 
we will see a lot of energy storage on the 
grid,” says Imre Gyuk, a physicist who 
manages the DOE’s storage program. 
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deep under the ground in rural alabama, 
 a cavern half as large as the Empire State 
Building holds what could be the quickest 
fix for the world’s energy storage needs: 
air. Up on the surface, powerful electric 
pumps inject air at high pressure into the 
cavern when electricity supply exceeds de-
mand. When the grid is running short, 
some of that compressed air is let out, 
blasting through turbines and spinning 
them. The facility, in McIntosh, Ala., run 
by the PowerSouth Energy Cooperative, 
can provide a respectable 110 megawatts 
for up to 26 hours. It is the only com-
pressed-air operation in the U.S., but it has 
operated successfully for 20 years. Ger-
man company E.ON Kraftwerke, based in 
Hannover, operates a similar plant in 
Huntorf in the state of Lower Saxony. 

PowerSouth created the cavern by 
slowly dissolving a salt deposit with wa-
ter, the same process that formed the U.S. 
Strategic Petroleum Reserve caverns. Salt 
deposits are plentiful throughout the 
southern U.S., and most states have geo-
logic formations of one kind or another, 
including natural caverns and depleted 
gas fields, that could hold compressed air. 

Proposals for compressed-air projects 
have popped up in several states, includ-
ing New York and California. Yet recently 
a proposed $400-million Iowa Stored En-
ergy Park near Des Moines was scrapped 
because detailed study showed that the 
permeability of the sandstone that would 
hold the air was unacceptable.

One practical hurdle is that air heats up 
when it is compressed and gets cold when 
it is allowed to expand. That means some 
of the energy that goes into compression is 
lost as waste heat. And if the air is simply 
let out, it can get so cold that it freezes ev-
erything it touches—including industrial-
strength turbines. PowerSouth and E.ON 
therefore burn natural gas to create a hot 

gas stream that warms the cold air as it ex-
pands into the turbines, reducing overall 
energy efficiency and releasing carbon di-
oxide, which undermines some of the ben-
efits of wind and solar power. 

Because these complications limit the 
efficiency of compressed-air storage, engi-
neers are devising countermeasures. One 
option is to insulate the cavern so that the 
air stays warm. The heat could also be 
transferred to a solid or liquid reservoir 
that could later reheat the expanding air. 

SustainX, a start-up based in Seabrook, 
N.H., sprays water droplets into the air 
during compression, which heat up and 
collect in a pool. The water is later sprayed 
back into expanding air, warming it. Sus-
tainX has demonstrated its process in 
above-ground tanks. General Compres-
sion in Newton, Mass., is developing a 
similar approach for underground storage 
and is planning a large demonstration 
plant in Texas. “We don’t need to burn gas, 
ever,” says president David Marcus. 

 SCALABILITY  4.0
 COST-EFFECTIVENESS  4.0
 ENERGY EFFICIENCY  3.4  
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batteries may be the ideal storage medi-
 um for intermittent power sources, 
some experts say. They charge readily, 
turn on and off instantly, and can be 
scaled up easily. For decades utilities 
have provided backup power to remote 
recesses of the grid by stacking up racks 
of off-the-shelf batteries, including the 
lead-acid type found in cars. Some com-
panies have experimented with molten 

sodium-sulfur batteries. Power compa-
ny AES has installed more than 30 
megawatts of lithium-ion batteries in 
Elkins, W.Va., to back up its 98 mega-
watts of wind turbines. Yet if batteries 
are to compete for large-scale storage, 
their cost must drop considerably. 

A battery’s expense is driven by ma-
terials—the positive and negative elec-
trodes and the electrolyte that sepa-
rates them—as well as the process of 
manufacturing them into a compact 
package. Radical redesigns may have a 
better shot at sharply cutting costs than 
incremental improvements to common 
battery types.

Donald R. Sadoway, a chemist at the 
Massachusetts Institute of Technology, 
is developing one unusual design that 
he calls a liquid-metal battery. Its prom-
ise lies in its simplicity: a cylindrical vat 
kept at high temperature is filled with 
two molten metals, separated by a mol-
ten salt between them. The liquid met-
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als are immiscible with the salt—“like oil 
and vinegar,” Sadoway says—and have dif-
ferent densities, so they naturally stack on 
top of each other. When the two metals 
are connected via an external circuit, an 
electric current flows. Ions of each metal 
dissolve into the molten salt, thickening 
that layer. To recharge the battery, excess 
current from the grid runs the process in 
reverse, forcing the dissolved ions back 
into their respective layers.

Sadoway has so far made “pizza box–
size” batteries in the lab, but he thinks 
that the design could scale up economical-
ly, perhaps even becoming cheaper than 
the $100 per kilowatt-hour of pumped 
hydro. Sadoway will not know for sure 
what issues may arise with scaling until 
he tries it, but he is enthusiastic because, 
unlike the painstaking, costly manufac-
ture of traditional batteries, his can be 
built in bulk simply by pouring the mate-
rials into a tank.

A more tried-and-true design is the 
flow battery. A solid-state membrane in-
side a container separates two liquid elec-
trodes, which can store a lot of energy. 
Flow batteries are similar in spirit to a 
more recent technology nicknamed “Cam-
bridge crude,” which uses nanoparticles 
as electrodes that are suspended in a fluid 
[see “Liquid Fuel for Electric Cars,” by 
Christopher Mims; World Changing Ideas, 
Scientific American, December 2011].

The flow battery has several advantag-
es. It operates at room temperature, unlike 
the liquid-metal battery, which must be 
heated. To scale up, just make larger elec-
trodes or add more containers. A defunct 
start-up company, VRB Power Systems, in-
stalled two flow batteries with solutions 
based on the metal vanadium—one in 
Moab, Utah, and one on a small Australian 
island—before selling its technology to 
Prudent Energy in Bethesda, Md. Other 
companies are trying to improve on the 
idea by making the ion flow across the 

membrane more efficient. Mike Perry, a 
chemical engineer at United Technologies 
Corporation (UTC) in Hartford, Conn., 
says his company is investing millions of 
dollars and betting that within five years 
or so flow batteries can become competi-
tive with gas-fired plants used to satisfy 
peak utility demand. UTC has focused on 
vanadium, too, because it is a plentiful and 
inexpensive by-product of petroleum ex-
traction. Energizer Resources in Toronto is 
also developing a large vanadium mine in 
Madagascar, which would ensure supply. 
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one long-shot method of storing energy 
 would rely on homeowners instead of util-
ity installations. For more than two centu-
ries scientists have split water into hydro-
gen and oxygen by running an electric cur-
rent through it. The hydrogen can later be 
consumed in a fuel cell to generate elec-
tricity. The challenge is to both split water 
and “burn” hydrogen efficiently, without 
producing too much waste heat. 

The efficiency of splitting hydrogen 
could be much higher if sunlight were 
used directly, instead of power from the 
grid, the way plants harness the sun for hy-
drolysis during photosynthesis. Man-made 
hydrolytic cells that can do the same have 

existed for years, but they are inefficient 
and expensive. Chemists such as Daniel 
Nocera of M.I.T. and Nathan S. Lewis of the 
California Institute of Technology have 
been developing novel materials that 
could perform better—cobalt-based cata-
lysts in Nocera’s case and nanorods in 
Lewis’s—but costs remain very high.

Whether one is using electricity or the 
sun directly, hurdles on the reconversion 
side are enormous as well. Fuel cells burn 
hydrogen efficiently, but they rely on ex-
pensive catalytic materials such as plati-
num. A unit that can power a car or light a 
building can cost tens of thousands of dol-
lars. Thus, scientists are seeking alterna-
tive materials. Storing hydrogen adds an-
other difficulty because the gas is explo-
sive and must be liquefied or compressed.

If all these challenges could be over-
come, homeowners could have their own 
small hydrogen power stations on their 
premises. When the local utility has excess 
wind or solar energy, homeowners would 
use it to split hydrogen, which would later 
power the home when the sun or winds 
fade. And because hydrogen’s energy den-
sity is even greater than that of gasoline, it 
could one day propel cars and trucks as 
well, leading to the long-envisioned hydro-
gen economy. 

 SCALABILITY  2.2
 COST-EFFECTIVENESS  1.0
 ENERGY EFFICIENCY  1.4
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oil travels to a building where its heat 
converts water into steam, which 
turns a turbine to generate electricity. 
When the sun goes down, the fluid 
can be stored in tanks to produce 
more steam for at least several hours, 
until it slowly cools.

A number of concentrated solar 
power stations operate in the U.S. and 
Europe. To retain heat energy longer, 
however, Archimede Solar Energy in 
Italy has built a demonstration plant 
near the town of Syracuse in Sicily 
that uses molten salt instead of oils. 
Molten salt can be heated to nearly 
550 degrees Celsius, compared with 
400 degrees C for oil, so it can create 
more steam for more hours after sun-
down, says Paolo Martini, Archime-
de’s director of business development 
and sales. Five cubic meters of molten 
salt can store one megawatt-hour of 
energy, compared with 12 cubic me-
ters of oil, Martini says. Solar Millen-
nium in Germany has been operating 
the sizable Andasol 1 molten salt sys-
tem in Andalusia, Spain, since 2008. 
And in June 2011 it achieved the mile-
stone of 24-hour uninterrupted solar-
electric generation.

Power from today’s concentrated 
solar power plants is about twice as 
expensive as that from a natural gas 
plant. Yet an industry road map pre-
dicts that by tweaking plant designs—
including the chemistry of the flu-
ids—and introducing economies of 
scale, concentrated solar energy could 
become competitive with natural gas 
within 10 years. Success might be 
most likely for plants built in places 
that rarely see clouds, such as the Sa-
hara Desert.

Of course, excess energy generated 
from wind farms or other sources can 
also heat fluids that generate power 
later on. Thermal storage can involve 
cold instead of hot, too. Ice Energy, a 
start-up based in Windsor, Colo., sells 
systems that produce ice during the 
night when power is plentiful. During 
the day the ice melts to feed cooling 
fluid to HVAC systems for air-condi-
tioning. Some commercial utility cus-
tomers such as big-box stores are be-
ginning to install the units, thereby 
lessening demand on the grid for air-
conditioning power during the hot-
test hours of the day. 
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Scientists have rid one man of HIV by preventing the virus 
from entering certain immune cells. But the treatment was 

dangerous and likely unrepeatable. Can they figure out  
a safer, more broadly achievable way to help millions more? 

By Carl June and Bruce Levine

Carl June  is a physician and researcher at the University 
of Pennsylvania Perelman School of Medicine and studies 
ways that the immune system might be genetically 
modified to more effectively fight cancer and HIV.

Bruce Levine  is an immunologist studying cell and 
gene therapies at the University of Pennsylvania 
Perelman School of Medicine, where he is director 
of the Clinical Cell and Vaccine Production Facility.

A 
little more than three years ago a medical team from berlin published the  
results of a unique experiment that astonished HIV researchers. The German 
group had taken bone marrow—the source of the body’s immune cells—from an 
anonymous donor whose genetic inheritance made him or her naturally resistant 
to HIV. Then the researchers transplanted the cells into a man with leukemia 

who had been HIV-positive for more than 10 years. Although treatment of the patient’s leukemia

was the rationale for the bone marrow transplant therapy, the 
group also hoped that the transplant would provide enough HIV-
resistant cells to control the man’s infection. The therapy exceeded 
the team’s expectations. Instead of just decreasing the amount of 
HIV in the patient’s blood, the transplant wiped out all detectable 
traces of the virus from his body, including in multiple tissues 
where it could have lain dormant. The German researchers were 
so surprised by the spectacularly positive results that they waited 
nearly two years before publishing their data. 

The news seemed too good to be true. And yet five years after 
undergoing his initial treatment, the so-called Berlin patient (who 
later disclosed his identity as Timothy Ray Brown of California) 
still shows no signs of harboring the AIDS virus—despite not 
taking HIV-fighting, antiretroviral drugs for all this time. Of the 
more than 60 million people who have been infected with HIV 
over the past few decades, Brown is so far the only individual who 
appears to have well-documented eradication of the infection.

The approach cannot be applied widely for many reasons, not 
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Disrupted jigsaw: HIV (red pieces in this conceptual 
drawing) normally attaches to protein projections on  
immune cells (white pieces). By removing the projections, 
scientists hope to render immune cells resistant to HIV. 
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the least of which is that the patient’s own immune system has to 
be destroyed as a first step—a very risky undertaking. But the un-
expected success has inspired researchers around the world to see 
if they can find safer and less expensive ways to give patients a 
new, HIV-resistant immune system like the one Brown received. 
Such a feat would allow doctors to essentially slam the door on 
HIV, so that it could no longer spread from cell to cell in the body. 
Eventually the modified immune system would also be likely to 
clear any remaining HIV from various hiding places in the body. 
Rather than following in the footsteps of previous therapies that 
merely suppress the virus, a new approach that mimics the Berlin 
treatment would—if successful—eliminate the virus and poten-
tially cure the disease.

In fact, the two of us and our colleagues think we might have 
an easier way to give HIV patients an immune system like the 
one underlying the Berlin patient’s successful treatment. The 
procedure has shown prom ise in the laboratory, and we are now 
carrying out early clinical trials in a small number of HIV- 
infected people. We have much work ahead of us and cannot be 
assured that the therapy will be effective, but the Berlin pa-
tient’s continuing freedom from HIV and our own preliminary 
results make us feel the treatment we are developing could well 
be life-changing for millions of people infected with HIV today. 

FINE-TUNING THE IMMUNE SYSTEM
our approach to engineering an immune system to fight HIV 
builds on research that addressed two related challenges. Scien-
tists needed to figure out how to turbocharge the immune system 
against HIV. And they needed a way to keep HIV from being able 
to enter its favored cells, CD4+ cells, also known as helper T cells. 
These particular T cells serve as the quarterbacks of the immune 
response by coordinating the interaction among many different 
types of immune cells. When HIV first infects a helper T cell, the 
virus does not cause any real harm. Then later, when the immune 
cell is activated to fight an ongoing infection, it instead spits out 
more HIV copies. Even more unfortunate, HIV eventually kills 
these coordinating cells as well, depleting the immune system’s 
ability to fight many other infections. In this way, HIV selectively 
eliminates the immune system’s best-trained players. As they de-
cline, so, too, does the body’s ability to fight infections, until 
AIDS—the end stage marked by deadly infections—sets in.

Figuring out how to boost the immune system, let alone pro-
tect helper T cells, has not been easy. When news of the Berlin pa-
tient surfaced, however, progress had already been made on both 
fronts, albeit in separate lines of research.

For years scientists who study cancer, as well as those who in-
vestigate viral infections, have searched for ways to pump up the 
immune system—such as by taking T cells from a patient, expos-
ing them to substances that cause them to both multiply and be-
come more active against either cancer or viral infections, and 
then returning the juiced-up cells to the patient’s body. The two of 
us joined the effort 20 years ago, when Levine came to work with 

June at what is now called the Walter Reed National Military 
Medical Center in Bethesda, Md. Building on the work of oth-
ers—notably Philip Greenberg and Stanley Riddell of the Fred 
Hutchinson Cancer Research Center in Seattle and Malcolm 
Brenner and Cliona Rooney, now at the Baylor College of Medi-
cine in Houston—we began experiments to improve methods for 
growing T cells outside the body. At that time, T cells from a do-
nor could be cultured in the laboratory only by using complex 
cocktails of chemical messengers or by extracting from the do-
nor’s blood yet another type of cell, called dendritic cells, that 
normally instructs T cells to mature and multiply dramatically. 

We thought we could simplify the process by creating artifi-
cial dendritic cells. Starting with tiny magnetic beads, slightly 
smaller than T cells, we attached to their surface two proteins 
that mimicked the molecules on dendritic cells. When mixed 
with T cells in laboratory flasks, the beads proved to be very effi-
cient at their appointed task. By replenishing the beads every 
two weeks or so, we could keep a colony of active T cells multi-
plying happily for more than two months and increasing their 
numbers by a trillionfold. 

When we began testing this approach using blood samples 
taken from HIV-positive volunteers, we discovered, much to our 
surprise, that the T cells we produced turned out to have a signif-
icant—albeit temporary—ability to deflect HIV’s advances. We 
published our results in June 1996 while still not knowing why 
our magnetic bead method for growing T cells would boost their 
resistance to infection with HIV. But later that year an important 
clue emerged that would ultimately help explain the mystery. 

A DOORWAY TO INFECTION 
at the same time as we were developing our system for growing T 
cells, other researchers discovered a key flaw in HIV’s method of 
attack. Very early on in the AIDS epidemic, investigators had iden-
tified a small number of individuals who appeared to be highly re-
sistant to infection with HIV despite having been exposed to the 
virus multiple times. Toward the end of 1996, in a scientific pub-
lishing frenzy, several laboratories reported that a particular pro-
tein, known as CCR5, which sits on the surface of helper T cells 
and certain other cells, acts like a doorway, allowing HIV to gain 
entry. Furthermore, researchers showed that people who natural-
ly lacked the protein did not become infected [see “In Search of 
AIDS-Resistance Genes,” by Stephen J. O’Brien and Michael Dean; 
Scientific American, September 1997]. 

The absence of the doorway results from the deletion of 32 
nucleotides (the A, T, C and G letters of the DNA alphabet) in the 
gene that codes for the cell-surface protein. The deletion results 
in a shortened CCR5 protein that is unable to make its way to the 
cell’s surface. About 1 percent of Caucasians have inherited two 
copies of this defective gene, dubbed CCR5-Delta32, making their 
cells highly resistant to HIV infection. The mutation is rare in  
Native Americans, Asians and Africans, however. Apart from 
their genetic peculiarity, affected individuals appear to be heal-

I N  B R I E F

HIV makes use of a particular protein 
called CCR5, which is found on the sur-
face of some immune cells, to infect 
those cells.

Some people have inherited a specific 
mutation that disables their copies of the 
CCR5 protein, thus offering them greater 
protection against infection with HIV. 

Investigators are  trying gene-editing 
techniques to modify immune cells so 
that they lack the CCR5 protein, making 
them resistant to HIV as well. 

Preliminary results from safety studies 
of the gene-editing approach in humans 
are encouraging, but there is still a long 
way to go. 
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thy, although they may be more vulnerable to West Nile virus. 
People who have inherited just one copy of the CCR5-Delta32 

gene are still susceptible to HIV—but it takes longer on average 
for them to progress from initial infection to the later stages of 
disease. Investigators have shown that natural chemical messen-
gers called beta-chemokines can block a normal CCR5 receptor—
making it unavailable to HIV. Indeed, blocking the CCR5 recep-
tor is the basis for an entire class of anti-HIV medications. Unfor-
tunately, it is tough to keep all the CCR5 receptors on all cells that 
bear it continuously coated with enough of the drug so that HIV 
cannot gain entry to any of them. In addition, HIV can mutate to 
avoid the blockade, and these slightly altered viruses can still use 
the CCR5 doorway to get into T cells. 

The discovery of CCR5’s role in HIV infection helped to ex-
plain why our artificially grown T cells proved resistant. Some-
how the activation of the T cells by the beads caused the cells to 
shut down their production of CCR5 proteins. Without a work-
ing doorway, HIV was unable to enter the cells. 

At that point, we wondered if we could use the CCR5 discov-
ery, together with our newly refined method of growing T cells, to 
create a novel treatment for HIV. This idea led to a collaboration 
with Kristen Hege and Dale Ando, both then at the San Francis-
co–based biotechnology company Cell Genesys, to take an early 
step: conducting human clinical trials to ascertain the safety of T 
cells that had been genetically modified to seek out and attack 
HIV-infected cells—T cells that had also been expanded using our 
magnetic bead techniques. The cells proved to be safe all right 
and survived for years after infusion. The specific genetic modifi-
cation we studied had only a modest effect, however, on HIV rep-
lication in patients. Cell Genesys eventually shut down the effort. 

ENGINEERING AN HIV-RESISTANT CELL 
by 2004, a few years after the two of us had moved to the Univer-
sity of Pennsylvania, Ando came to visit us in our new digs and to 
propose a second experiment. His new employer, Sangamo Bio-
Sciences, had recently developed a technique for cutting the 
DNA strands of genes in carefully selected places. This method 
was fundamentally different from and far more efficient than 
other approaches because it was able to target a specific gene se-
quence for editing. Previously researchers had no good way to 
control which genes, or sections of genes, were changed.

The Sangamo technology that Ando was talking about de-
pends on two types of proteins to delete a section of a gene that is 
already in place. The first type are zinc finger proteins, which are 
naturally occurring molecules that bind to DNA during gene 
transcription, the process in which the information in the DNA 
molecule is converted into an RNA molecule needed for the syn-
thesis of an encoded protein. Humans produce approximately 
2,500 different zinc finger proteins, and each one binds to a dif-
ferent, specific nucleotide sequence on the DNA molecule. 

Over a period of years scientists worked out a way to design 
and artificially construct zinc finger proteins able to latch onto 
any particular DNA sequence of interest—such as, for example, a 
section of the CCR5 gene. Ando proposed that Sangamo create a 
customized set of DNA scissors first by creating zinc finger pro-
teins that would attach to either end of a sequence that we want-
ed to delete. Then to each of these proteins, company scientists 
would add a second protein, an enzyme called a nuclease, able to 
cut DNA strands in two. The zinc finger part of this complex 

would identify the sections of the DNA to cut, and the nuclease 
would snip the genetic material. By developing the right pairs of 
zinc fingers, Sangamo could target just the particular section of 
the CCR5 gene that we were interested in—without accidentally 
damaging other genes.

Once these designer zinc finger nucleases had bound to the 
DNA sequence in question, the cell’s own repair machinery would 
take over. This machinery would recognize the break and rejoin 
the severed pieces of DNA, chewing up a few nucleotides or add-
ing some extra ones in the process. Thus, the repair process itself 

Illustrations by Anatomy Blue

How HIV Enters  
an Immune Cell

HIV destroys the immune system by targeting key cells called 
helper T cells. In the 1990s scientists learned that HIV gains entry 
to these cells by latching onto a protein on the cell’s surface called 
CCR5 (top panel). A few people are able to withstand infection 
with HIV, however, because they lack a functional gene that 
codes for CCR5. Researchers hope that disabling the CCR5 gene 
(bottom panel) in HIV-positive individuals might allow them to 
better control and perhaps even clear the infection.
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would help to further ensure that the slit gene would be unable to 
give rise to a working copy of the CCR5 protein. 

After Ando finished his proposal and left our lab, one of us 
(June, who is usually highly optimistic) turned to the other and 
said, “Yeah right, like that’s gonna work!” But it was worth a try. 
Beyond being very specific for the CCR5 deletion, the zinc finger 
system was appealing because the proteins need only a short time 
to function and leave no residual trace in the cell. 

HOPES BOLSTERED BY BERLIN PATIENT 
we had already received permission from the FDA and the Na-
tional Institutes of Health to start safety studies in humans when 

news broke about the apparently success-
ful treatment of the Berlin patient—giving 
us more reason to think that infusing T 
cells with mutated CCR5 genes into pa-
tients could deal a significant blow to the 
HIV in their bodies. In particular, Gero 
Hütter and his colleagues reported that 
they had been able to conduct what was, 
perhaps, a once-in-a-lifetime experiment. 
One of their patients, who had been HIV-
positive for more than 10 years and was 
doing well on antiviral drugs, developed 
acute myeloid leukemia, which was unre-
lated to his HIV infection. He underwent 
chemotherapy, but the cancer came back. 
Without a bone marrow transplant, in 
which the immune system of one person 
(including all the T cells) is essentially re-
created in another person, he would die. 

Hütter searched the European databas-
es of potential bone marrow donors, look-
ing for an individual who would match his 
patient’s HLA markers, a group of proteins 
(the human leukocyte antigens) that the 
immune system uses to distinguish its own 
tissues from that of other creatures. Match-
ing a transplant recipient’s HLA type is vi-
tal to keep the transplanted cells from 
viewing the new host as foreign and at-
tacking its tissues (a condition known as 
graft versus host disease) and to prevent 
rejection by any residual components of 
the patient’s previous immune system. 

Hütter did not stop there, however. He 
hoped to find someone with the right HLA 
markers whose cells also naturally carried 
two copies of the CCR5-Delta32 mutation. 
A bone marrow transplant from such a 
person might conceivably provide an HIV-
positive recipient with a new immune sys-
tem that was resistant to virus that contin-
ued to persist. 

Amazingly, after Hütter searched the 
databases and tested genes from more 
than 60 potential donors, he found a can-
didate who fit the bill. (The search was 
complicated by the fact that the HLA re-

gion varies so much from individual to individual and the HLA 
genes and the CCR5 gene are on different chromosomes.) This 
discovery was a lucky break considering that so few people have 
the CCR5-Delta32 mutation in both copies of their CCR5 gene in 
the first place. Fortunately, the Berlin patient also had a very 
common HLA pattern. (To give an idea of just how rare this com-
bination was, researchers across the globe have tried to replicate 
the German experiment and have yet to find any individuals 
with the right set of HLA markers and CCR5 mutations.) 

In the end, the Berlin patient needed two bone marrow trans-
plants from the donor to cure his leukemia. Strikingly, more than 
five years after the transplant operation and in the continued ab-

Careful Editing  
Disables a Key Gene

It may be possible to confer resistance to HIV in some individuals by disabling the  
gene that codes for the CCR5 gateway with compound proteins called zinc finger nucle
ases. One portion of the protein, made up of molecules called zinc fingers, latches onto 
the gene, while the second portion, called a nuclease, cuts the DNA ribbon. The body’s re-
pair mechanisms then take over, annealing the longer pieces together. Result: the broken 
gene no longer produces the CCR5 protein that HIV uses to enter immune cells.
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sence of antiretroviral drug therapy, physicians have been un-
able to detect any HIV in his blood, liver, gut, brain, lymph tis-
sues or plasma, using the most sensitive molecular tests avail-
able. No one knows whether HIV was truly eradicated from 
every tissue in the Berlin patient’s body, achieving what is known 
as a “sterilizing cure,” because HIV can insert its genes in the 
chromosomes of various cells [see “Can HIV Be Cured?” by Ma-
rio Stevenson; Scientific American, November 2008], allowing it 
to lie dormant for many years. Also unknown is whether total de-
struction of all HIV in his body is necessary if his immune sys-
tem is now capable of dispatching any infection that might re-
emerge, meaning he is “functionally cured.” At any rate, the pa-
tient no longer has to take antiretroviral drugs and is free of 
detectable virus. (Of course, he still has to take medication to 
maintain the health of his bone marrow transplant.)

Unfortunately, the German experiment may prove to be the 
sole example of a bone marrow cure for HIV for years to come. 
Not only is the right combination of HLA and genetic mutations 
in donor and recipient extremely rare, this particular approach 
is very expensive (bone marrow transplants incur minimum 
costs of $250,000 at our hospital), requires an intense regimen of 
chemotherapy, a risky bone marrow transplant and a lifelong 
regimen of antirejection drugs. In effect, the Berlin patient has 
traded one set of problems—HIV infection (and leukemia)—for 
another—being a transplant recipient. Most people who are able 
to lead more or less healthy, productive lives on anti-HIV drugs—
albeit with significant side effects and lifetime costs—would hes-
itate to make a similar trade. Of course, because the Berlin pa-
tient had developed a deadly leukemia, he had no choice.

Although we were buoyed by the Berlin findings, we also 
knew that the CCR5 deletion in the donated immune system 
might not have been the only reason for the patient’s apparently 
HIV-free state. Perhaps the patient’s reservoir of dormant HIV 
particles was drained during the years of treatment with anti-
retroviral drugs. Or perhaps the patient had no residual HIV left 
after his original immune system was destroyed in preparation 
for the transplant. Or perhaps the one instance of life-threaten-
ing graft versus host disease that the Berlin patient suffered dur-
ing his treatment also destroyed any remaining HIV-infected 
cells before the reaction was brought under control with medica-
tion. (No HLA match is ever 100 percent perfect—except among 
identical twins.) Still, the CCR5 deletion remained the most like-
ly explanation for the transplant’s success, and so we eagerly 
plowed on with our own experiments. 

CLINICAL TRIALS ARE UNDER WAY
when news of the berlin patient came out, Sangamo had, as 
promised, developed a set of zinc finger nucleases that targeted a 
spot near the key 32-nucleotide sequence of the CCR5 gene. (Be-
cause the goal was to disable CCR5, it did not matter if we repro-
duced the naturally occurring genetic mutation exactly as long 
as the resulting protein stopped functioning.) With Elena Perez, 
then a postdoctoral fellow in the lab, we had shown that the HIV 
infection itself could, ironically, aid the process of reshaping the 
immune system to become more resistant to the virus. Our labo-
ratory experiments demonstrated that even when T cells whose 
CCR5 genes had been disabled by zinc finger nucleases were ini-
tially present at low frequency in cultures, the altered cells were 
able to replenish and stabilize the T cell population after expo-

sure to HIV; in contrast, nonedited T cells that still contained 
CCR5 receptors were destroyed by HIV. In other words, HIV 
killed the vulnerable T cells, leaving behind more and more of 
the CCR5-deficient T cells, which are exactly the cells that are re-
sistant to HIV and can thus do their job as immune cells and pro-
vide protection from infections. 

Our preliminary results in a safety trial in people have also 
been encouraging. Under the guidance of Pablo Tebas, the physi-
cian leading our trial in Philadelphia, the first patient received his 
CCR5-modified T cell reinfusion in the summer of 2009. Since 
then, we have treated an 11 additional HIV-positive volunteers in a 
study sponsored by the NIH. Sangamo is conducting a similar 
study on the West Coast. Although these safety studies by their 
very nature are not designed to prove whether a treatment is ef-
fective, we have observed that the number of helper T cells mea-
sured in ongoing blood tests has increased from baseline in all pa-
tients to date, a sign that the treatment probably is protecting T 
cells. In addition, helper T cells that lack a functioning CCR5 re-
ceptor have been detected in the lymphatic tissue of the intestines 
and in the blood. (These cells could have derived only from the re-
implanted cells that were modified by the zinc finger nucleases.) 

The next step is to test the ability of the newly altered immune 
cells to fight off the HIV particles that are already present in the 
body. We are employing a well-accepted, if nonetheless daunting, 
strategy to do so. Under close monitoring by study physicians, we 
plan to stop our volunteers’ anti-HIV medications to see what 
happens. When we did this for 12 weeks with one of our treated 
subjects, who had inherited a single CCR5-Delta32 gene (thus giv-
ing him a slight natural advantage), we found no evidence of the 
virus in his blood or lymph tissues at the conclusion of the three-
month interruption of antiviral medications. The more recently 
treated patients are in the midst of their postinfusion regimen 
and follow-up, with completion of these visits over the next year. 
Additional clinical trials to test the efficacy of this novel technolo-
gy are planned. If we are ultimately successful, the zinc finger 
nuclease approach could be significantly less expensive than ei-
ther the rare CCR5-deficient bone marrow transplant or a life-
time of anti-HIV drug therapy.

Only a few years ago the idea of developing safe, effective and 
less expensive therapies that offer long-term, drug-free control of 
HIV was a vision that few of us even dared to dream. Even if our 
custom-designed zinc finger nucleases are not a cure, we believe 
they could be the closest anyone has come to locking out HIV in 
30 years. 
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THE  
SHADOW  

WEB

I N FO R M AT I O N  T EC H N O LO GY 

Governments and corporations have more control 
over the Internet than ever. Now digital activists 

want to build an alternative network that can never 
be blocked, filtered or shut down

By Julian Dibbell 

I N  B R I E F

The Internet  was designed to be a de-
centralized system: every node should 
connect to many others. This design 
helped to make the system resistant to 
censorship or outside attack.  

Yet in practice , most individual users 
exist at the edges of the network, con-
nected to others only through their In-
ternet service provider (ISP). Block this 
link, and Internet access disappears. 

An alternative option  is beginning to 
emerge in the form of wireless mesh 
networks, simple systems that connect 
end users to one another and automati-
cally route around blocks and censors. 

Yet any mesh network  needs to hit a 
critical mass of users before it functions 
well; developers must convince poten-
tial users to trade off ease of use for 
added freedom and privacy. 
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JUST AFTER MIDNIGHT ON JANUARY 28, 2011, 
the government of Egypt, rocked by three straight days of massive antiregime protests orga-
nized in part through Facebook and other online social networks, did something unprecedented 
in the history of 21st-century telecommunications: it turned off the Internet. Exactly how it did 
this remains unclear, but the evidence suggests that five well-placed phone calls—one to each of 
the country’s biggest Internet service providers (ISPs)—may have been all it took. At 12:12 a.m. 
Cairo time, network routing records show, the leading ISP, Telecom Egypt, began shutting 
down its customers’ connections to the rest of the Internet, and in the course of the next 13 
minutes, four other providers followed suit. By 12:40 a.m. the operation was complete. An esti-
mated 93 percent of the Egyptian Internet was now unreachable. When the sun rose the next 
morning, the protesters made their way to Tahrir Square in almost total digital darkness.

Both strategically and tactically, the Internet blackout accom-
plished little—the crowds that day were the biggest yet, and in 
the end, the demonstrators prevailed. But as an object lesson in 
the Internet’s vulnerability to top-down control, the shutdown 
was alarmingly instructive and perhaps long overdue. 

Much has been made of the Internet’s ability to resist such 
control. The network’s technological origins, we are sometimes 
told, lie in the cold war–era quest for a communications infra-
structure so robust that even a nuclear attack could not shut it 
down. Although that is only partly true, it conveys something of 
the strength inherent in the Internet’s elegantly decentralized de-
sign. With its multiple, redundant pathways between any two net-
work nodes and its ability to accommodate new nodes on the fly, 
the TCP/IP protocol that defines the Internet should ensure that it 
can keep on carrying data no matter how many nodes are blocked 
and whether it’s an atom bomb or a repressive regime that does it. 
As digital-rights activist John Gilmore once famously said, “The 
Internet interprets censorship as damage and routes around it.”

That is what it was designed to do anyway. And yet if five 
phone calls can cut off the Internet access of 80 million Egyp-
tians, things have not worked quite that way in practice. The 
Egyptian cutoff was only the starkest of a growing list of exam-
ples that demonstrate how susceptible the Internet can be to 
top-down control. During the Tunisian revolution the month be-
fore, authorities had taken a more targeted approach, blocking 

only some sites from the national Internet. In the Iranian post-
election protests of 2009, Iran’s government slowed nationwide 
Internet traffic rather than stopping it altogether. And for years 
China’s “great firewall” has given the government the ability to 
block whatever sites it chooses. In Western democracies, consoli-
dation of Internet service providers has put a shrinking number 
of corporate entities in control of growing shares of Internet traf-
fic, giving companies such as Comcast and AT&T both the incen-
tive and the power to speed traffic served by their own media 
partners at the expense of competitors.

What happened, and can it be fixed? Can an Internet as dy-
namically resilient as the one Gilmore idealized—an Internet 
that structurally resists government and corporate throttles and 
kill switches—be recovered? A small but dedicated community of 
digital activists are working on it. Here is what it might look like.

I
t’s a dazzling summer afternoon at the wien-semmering 
power plant in Vienna, Austria. Aaron Kaplan has spent the 
past seven minutes caged inside a dark, cramped utility ele-
vator headed for the top of the plant’s 200-meter-high ex-
haust stack, the tallest structure in the city. When Kaplan fi-
nally steps out onto the platform at its summit, the surround-
ing view is a panorama that takes in Alpine foothills to the 

west, green Slovakian borderlands in the east and the glittering 
Danube straight below. But Kaplan did not come here for the 

Julian Dibbell has been writing about the Internet and digital 
culture for nearly two decades. He is author of Play Money:  
Or How I Quit My Day Job and Made Millions Trading Virtual  
Loot and editor of The Best Technology Writing 2010.  
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view. He walks straight to the platform’s edge to look instead at 
four small, weatherized Wi-Fi routers bolted to the guardrail. 

These routers form one node in a nonprofit community net-
work called FunkFeuer, of which Kaplan is a co-founder and lead 
developer. The signals that the routers beam and pick up link 
them, directly or indirectly, to some 200 similar nodes on roof-
tops all over greater Vienna, each one owned and maintained by 
the user who installed it and each contributing its bandwidth to 
a communal, high-speed Internet connection shared almost as 
far and wide as Kaplan, from the top of the smoke stack, can see.

FunkFeuer is what is known as a wireless mesh network. No 
fees are charged for connecting to it; all you need is a $150 hard-
ware setup (“a Linksys router in a Tupperware box, basically,” 
Kaplan says), a roof to put your equipment on and a line-of-
sight connection to at least one other node. Direct radio contact 
with more than a few other nodes isn’t necessary, because each 
node relies on its immediate neighbors to pass along any data 
meant for nodes it cannot directly reach. In the network’s early 
months, soon after Kaplan and his friend Michael Bauer started 
it in 2003, the total number of nodes was only about a dozen, 
and this bucket brigade transmission scheme was a sometimes 
spotty affair: if even one node went down, there was a good 
chance the remainder could be cut off from one another or, cru-
cially, from the network’s uplink, the one node connecting it to 
the Internet at large. Keeping the network viable around the 
clock back then “was a battle,” Kaplan recalls. He and Bauer 
made frequent house calls to help fix ailing user nodes, includ-
ing one 2 A.M. rooftop session in the middle of a –15 degree Cel-
sius snowstorm, made bearable only by the mugs of hot wine 
ferried over by Kaplan’s wife.

As the local do-it-yourself tech scene learned what Funk-
Feuer offered, however, the network grew. At somewhere be-
tween 30 and 40 nodes, it became self-sustaining. The network’s 
topology was rich enough that if any one node dropped out, any 
others that had been relying on it could always find a new path. 
The network had reached that critical density at which, as Kap-
lan puts it, “the magic of mesh networking kicks in.” 

Mesh networking is a relatively young technology, but the 
“magic” Kaplan talks about is nothing new: it is the same princi-
ple that has long underpinned the Internet’s reputation for infra-
structural resilience. Packet-switched store-and-forward rout-
ing—in which every computer connected to the network is capa-
ble not just of sending and receiving information but of relaying 
it on behalf of other connected computers—has been a defining 
architectural feature of the Internet since its conception. It is 
what creates the profusion of available transmission routes that 
lets the network simply “route around damage.” It is what makes 
the Internet, theoretically at least, so hard to kill.

If the reality of the Internet today more closely matched the 
theory, mesh networks would be superfluous. But in the two de-
cades since the Internet outgrew its academic origins and start-
ed becoming the ubiquitous commercial service it is now, the 
store-and-forward principle has come to play a steadily less 
meaningful role. The vast majority of new nodes added to the 
network in this period have been the home and business com-
puters brought online by Internet service providers. And in the 
ISP’s connection model, the customer’s machine is never a relay 
point; it’s an end point, a terminal node, configured only to send 
and receive and only to do so via machines owned by the ISP. 

The Internet’s explosive growth, in other words, has not added 
new routes to the network map so much as it has added cul-de-
sacs, turning ISPs and other traffic aggregators into focal points 
of control over the hundreds of millions of nodes they serve. For 
those nodes there is no routing around the damage if their ISP 
goes down or shuts them off. Far from keeping the Internet 
tough to kill, the ISP, in effect, becomes the kill switch.

What mesh networks do, on the other hand, is precisely what 
an ISP does not: they let the end user’s machine act as a data re-
lay. In less technical terms, they let users stop being merely Inter-
net consumers and start being their own Internet providers [see 
box on next page]. If you want a better sense of what that means, 
consider how things might have happened on January 28 if 
Egypt’s citizens communicated not through a few ISPs but by 
way of mesh networks. At the very least, it would have taken a lot 
more than five phone calls to shut that network down. Because 
each user of a mesh network owns and controls his or her own 
small piece of the network infrastructure, it might have taken as 
many phone calls as there were users—and much more persuad-
ing, for most of those users, than the ISPs’ executives needed. 

A
t 37 years old, sascha meinrath has been a key 
player in the community mesh-networking 
scene for about as long as there has been a 
scene. As a graduate student at the Universi-
ty of Illinois, he helped to start the Cham-
paign-Urbana Community Wireless Network  
(CUWiN), one of the first such networks in 

the U.S. Later, he co-organized a post-Katrina volunteer response 
team that set up an ad hoc mesh network that spanned 60 kilo-
meters of the disaster area, restoring telecommunications in the 
first weeks after the hurricane. Along the way, he moved to Wash-
ington, D.C., intent on starting a community wireless business but 
instead ending up being “headhunted,” as he puts it, by the New 
America Foundation, a high-powered think tank that hired Mein-
rath to generate and oversee technology initiatives. It was there, 
early last year, that he launched the Commotion wireless project, 
an open-source wireless mesh-networking venture backed by a 
$2-million grant from the U.S. State Department.

The near-term goal of the project is to develop technology that 
“circumvents any kill switch and any sort of central surveillance,” 
Meinrath says. To illustrate the idea, he and other core Commo-
tion developers put together what has been called a prototype 
“Internet in a suitcase”: a small, integrated package of wireless 
communications hardware, suitable for smuggling into a repres-
sive government’s territory. From there, dissidents and activists 
could provide unblockable Internet coverage. The suitcase sys-
tem is really just a rough-and-ready assemblage of technologies 
already well known to mesh-networking enthusiasts. Any suffi-
ciently motivated geek could set one up and keep it working. 

The long-term question for Meinrath and his colleagues is, 
“How do you make it so easy to configure that the other 99.9 
percent of nongeek humanity can do it?” Because the more peo-
ple use a mesh network, the harder it is to kill. 

In one way, this is numerically self-evident: a mesh network 
of 100 nodes takes less effort to shut down, node by node, than 
a mesh of 1,000 nodes. Perhaps more important, a larger mesh 
network will tend to contain more links to the broader Inter-
net. These uplinks—the sparsely distributed portal nodes stand-

© 2012 Scientific American © 2012 Scientific American



64 Scientific American, March 2012

ing as choke points between the mesh and the rest of the Inter-
net—become less of a vulnerability as the mesh gets bigger. 
With more uplinks safely inside the local mesh, fewer everyday 
communications face disruption should any one link to the 
global network get cut. And because any node in the mesh 
could in principle become an uplink using any external Inter-
net connection it can find (dial-up ISP, tethered mobile phone), 
more mesh nodes also mean a greater likelihood of quickly re-
storing contact with the outside world.

Size matters, in a word. Thus, in mesh-networking circles, the 
open question of mesh networks’ scalability—of just what size 
they can grow to—has tended to be a pressing one. Whether it is 
even theoretically possible for mesh networks to absorb signifi-
cant numbers of nodes without significantly bogging down re-
mains controversial, depending on what kind of numbers count 
as significant. Just a few years ago some network engineers were 
arguing that mesh sizes could never grow past the low hundreds 
of nodes. Yet currently the largest pure-mesh networks have 
node counts in the low four digits, and dozens of community net-
works thrive, with the biggest of them using hybrid mesh-and-
backbone infrastructures to reach node counts as high as 5,000 
(like the Athens Wireless Metropolitan Network in Greece) and 
even 15,000 (like Guifi.net in and around Barcelona). The doubt 
that lingers is whether it is humanly possible for mesh networks 
to grow much bigger, given how most humans feel about dealing 
with technologies as finicky and complicated as mesh networks. 

Unlike most open-source technologies, which tend to down-
play the importance of a user-friendly interface, the mesh move-
ment is beginning to realize how critical it is for its equipment to 
be simple. But if Commotion is not alone in seeking to make 
mesh networks simpler to use, the key simplification it proposes 
is a uniquely radical one: instead of making it easier to install 
and run mesh-node equipment in the user’s home or business, 
Commotion aims to make it unnecessary. “The notion is that 
you can repurpose cell phones, laptops, existing wireless rout-
ers, et cetera,” Meinrath explains, “and build a network out of 
what’s already in people’s pockets and book bags.” He calls it a 
“device as infrastructure” network, and in the version he envi-
sions, adding one more node to the mesh would require all the 
effort of flipping a switch. “So in essence, on your iPhone or your 
Android phone, you would push a button and say, yes, join this 
network,” he says. “It needs to be that level of ease.”

I
magine a world, then, in which mesh networks have finally 
reached that level—finally cleared the hurdle of mass usabil-
ity to become, more or less, just another app running in the 
background. What happens next? Does the low cost of do-it-
yourself Internet service squeeze the commercial options 
out of the market until the last of the ISPs’ hub-and-spoke 
fiefdoms give way to a single, world-blanketing mesh?

Even the most committed supporters of network decentral-
ization aren’t betting on it. “This type of system, I think, will al-
ways be a poor man’s Internet,” says Jonathan Zittrain, a Harvard 
Law School professor and author of The Future of the Internet: 
And How to Stop It. Zittrain would be happy to see the mesh ap-
proach succeed, but he recognizes it may never match some of 
the efficiencies of more centrally controlled networks. “There are 
real benefits to centralization,” he says, “including ease of use.” 
Ramon Roca, founder of Guifi.net, likewise doubts mesh net- SO
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The Perils of  
Centralized Networks 

As Facebook-fueled protests threatened the Egyptian govern-
ment last year, the Internet disappeared. Records show that each 
of Egypt’s major Internet providers dropped users’ connections 
within a few minutes of one another. The only system that did not 
disappear was the Noor Group, which happens to serve the 
Egyptian stock exchange. It was shut down four days later.

H OW  I T  WO R K S 

Traditional Hub-and-Spoke Networks
Nowadays  individual Internet users depend on a single connection to 
reach the global network: that of their Internet service provider (ISP), any 
one of which might serve millions of individuals. If a single ISP goes down, 
all its customers will find themselves in digital darkness. 

Decentralized Mesh Networks 
In a mesh network�, each user has the capability to receive and send 
information and to relay information on behalf of other connected 
computers. In this setup, an ISP shutdown might slow communications, 
but the shadow network would keep them alive, routing information 
around the primary hubs. 
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works will ever put the ISPs out of business—and for that matter, 
doubts such networks will ever take much more than 15 percent 
of the market from them. Even at that low a rate of penetration, 
however, mesh networks can serve to “sanitize the market,” Roca 
argues, opening up the Internet to lower-income households 
that otherwise could not afford it and spurring the dominant 
ISPs to bring down prices for everybody else.

As welcome as those economic effects might be, the far more 
important civic effects—mesh networking’s built-in resistances 
to censorship and surveillance—need a lot more than a 15 per-
cent market share to thrive. And if it is clear that market forces 
alone are not going to get that number up much higher, then the 
question is, What will?

Typically, when markets fail to deliver a social good, the first 
place that gets looked to for a fix is government. In this case par-
ticularly, that is not a bad place to start looking. The same mesh 
network that routes around censorship as if it were damage can 
just as effectively route around actual damage, which makes 
mesh networks an ideal communications channel in the face of 
hurricanes, earthquakes and other natural disasters of the kind 
that governments are charged with protecting against. Zittrain 
contends, therefore, that it would be good policy for governments 
to take an active hand in spreading mesh networks not just 
among foreign dissidents but among their own citizens. All it 
might take is a requirement that cell phones sold in the U.S. come 
equipped with emergency mesh-networking capabilities so that 
they are ready to turn themselves into relay-capable nodes at the 
press of a button. From a public policy perspective, Zittrain says, 
“it’s a no-brainer to build that. And the national security and law-
enforcement establishments should generally cheer it on.”

The hitch, of course, is that it is just as easy to picture law-en-
forcement agencies denouncing any national mesh network as a 
place for criminals and terrorists to communicate out of earshot of 
the telephone and ISP companies that facilitate surveillance. Such 
are the complications of counting on government to support mesh 
networking when it is governments, often enough, that do the 
kind of damage mesh networks promise to help fix.

It is doubtful, then, that governments can be relied on to do 
the job any more than markets can. But Eben Moglen has some 
thoughts about what might. Moglen is a law professor at Colum-
bia University and for many years has been the lawyer for the Free 
Software Foundation, a nonprofit group of digital activists. Last 
February, inspired partly by the news from Tunisia, he announced 
a project called FreedomBox. He also announced he was seeking 
start-up money for the project on the crowdsourced funding site 
Kickstarter, and he went on to raise $60,000 in five days. 

As a project, FreedomBox has a number of similarities to 
Commotion, few of them entirely coincidental (Meinrath has a 
seat on the FreedomBox Foundation’s technical advisory com-
mittee). Like Commotion, the project broke ground with an il-
lustrative prototype—in this case, the FreedomBox, a network-
ing device about the size of a small brick that costs “$149, in 
small quantity, and will ultimately be replaced by a bunch of 
hardware that is half that cost or less,” Moglen says. 

Again like Commotion, FreedomBox is not tied to the form of 
any specific gadget. Rather it’s a stack of code that can go into 
the increasing number of networked CPUs that are piling up in 
our homes and lives, like “dust bunnies under people’s couches,” 
as Moglen puts it. All of these can become the infrastructure of 

an Internet that “rebalances privacy” and restores the vision of 
“a decentralized network of peers.” There are IP addresses in 
television set-top boxes, in refrigerators—any of these, Moglen 
says, could be a FreedomBox. And it is not just about decentral-
izing the infrastructure. It is about decentralizing data, too. For 
Moglen, for example, the concentration of user data in cloud 
services such as Facebook and Google is just as much a threat to 
privacy and freedom of expression as the concentration of traf-
fic in ISPs. To counteract this trend, FreedomBox will be opti-
mized to run alternative social networks such as Diaspora that 
store your personal data on your machine, sharing it only with 
the people you choose via peer-to-peer networks.

Still, the key element in the project, Moglen says, is “the polit-
ical will that is being displayed by a generation of young people 
who, because of their dependence on social networking, are in-
creasingly aware of their and other people’s vulnerability on-
line.” It is this earnestness he is counting on to motivate, in part, 
the many coders who are contributing labor to the project. It is 
also the one thing likeliest to push users to adopt the technology. 
Short of a sustained campaign of techno-activism, Moglen sug-
gests, it’s not clear what will ever wake the average user to the 
broad costs in eroded freedom and privacy that we pay for ease 
of use and other, more immediately tangible benefits.

“People underestimate the harm being done by the death of 
privacy pretty much in the same way that they underestimate 
the extraordinary multiplicative consequences of other ecologi-
cally destructive acts,” such as littering and polluting, Moglen 
says. “It’s hard for human beings to calculate ecologically. It’s not 
a thing that the primate brain evolved to do.”

 This suggests that the reinvention of the Internet can never 
be just a matter of tweaking the technologies. It may require a 
political movement as broad-based and long-ranged as the envi-
ronmental movement. If neither government nor markets can 
lead us there, maybe only a collective change of awareness will 
do, like the kind of change that the green movement brought 
about by force of will. Nobody recycled before. Now we do. No-
body uses mesh infrastructure now. Someday we might.

Even then, no single technical measure would be enough to 
preserve the freedoms that the Internet both evokes and embod-
ies. That’s because, ultimately, even the ideal, unkillable Internet 
can’t, on its own, resist the social and economic forces that push 
to recentralize it. Mesh networking is just one way to help push 
back. “These mesh networks are good for communities, and the 
bigger they are, the better,” Funkfeuer’s Kaplan says. But even a 
single, worldwide mesh would still be at risk of retracing the evo-
lutionary steps that led to the compromised Internet we have 
now. “Mesh networking is not a replacement for the Internet. It’s 
just part of it,” he says. “There’s no place for utopia here.”  

M O R E  T O  E X P L O R E

A Survey on Wireless Mesh Networks. I. F. Akyildiz and Xudong Wang. IEEE Communications 
Magazine, Vol. 43, No. 9, pages S23–S30; September 2005.
 Freedombox: http://freedomboxfoundation.org 
 Funkfeuer: www.funkfeuer.at/index.php?L=1
 The Mesh Networks Research Group: www.mesh-networks.org
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Bill Joy talks about the importance of mesh networks at  
ScientificAmerican.com/mar2012/mesh
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LIFTING  
THE  
BLACK  
CLOUD
Existing antidepressants leave  
a lot to be desired. They can take  
weeks to start working, and they         
fail many people. Researchers  
are scouting for better options

By Robin Marantz Henig

A young woman who calls herself 
blue berryoctopus had been taking 
anti depressants for three years, 
mostly for anxiety and panic attacks, 
when she recounted her struggles 
with them on the Web site Experi-
ence Project. She said she had spent 

a year on Paxil, one of the popular SSRIs (selective sero-
tonin reuptake inhibitors), but finally stopped because 
it destroyed her sex drive. She switched to Xanax, an 
 antianxiety drug, which brought back her libido but at 
the cost of renewed symptoms. Then Paxil again, then 
Lexapro (another SSRI), then Pristiq, a member of a re-
lated class of antidepressants, the SNRIs (serotonin and 
norepinephrine reuptake inhibitors). At the time of the 
post, she was on yet another SSRI, Zoloft, plus Well-
butrin (a cousin of SNRIs that affects the activity of do-
pamine as well as norepinephrine), which was intended 
to counteract the sexual side effects of Zoloft. “I don’t 
notice much of a difference with the Wellbutrin, but I’m 
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on the lowest dose now,” she wrote. “I’m going back to my psychi-
atrist next week, so maybe he’ll up it. Who knows.” 

This is the typical trial-and-error approach to prescribing 
anti depressants, not only for depression per se but also for relat-
ed disorders such as blueberryoctopus’s. The tactic, Andrew Solo-
mon wrote in The Noonday Demon, his landmark book about de-
pression, “makes you feel like a dartboard.” 

Troubling side effects are not the only reason for the dart-
board approach. The SSRIs and SNRIs that have dominated the 
antidepressant market since their introduction in the 1980s and 
1990s do not help everyone and eventually fail in more than a 
third of users. A pill that seems to be working today might well 
stop helping tomorrow. And the drugs can take several weeks to 
start having a marked effect, a waiting period that can be espe-
cially perilous. According to a 2006 report in the American Jour-
nal of Psychiatry, among depressed older adults (age 66 and old-
er) taking SSRIs, the risk of suicide was fivefold higher during the 
first month of treatment than in subsequent months. 

Clearly, patients critically need antidepressants that work fast-
er and better, yet the pipeline for novel drugs is drying up. In fact, 
in the past couple of years such pharmaceutical giants as Glaxo-
SmithKline have announced their intention to abandon psychiat-
ric drug development, finding it too expensive, too hard and too 
much of a long shot. 

Some scientists in government and academic laboratories and 
at small pharmaceutical companies are trying to pick up the 
slack. Whether their efforts will succeed remains an open ques-
tion. But new drugs cannot come too fast for the nation’s approxi-
mately 15 million depressed patients. Many remain unhelped by 
talk therapy and medicines and are desperate to try anything to 
relieve the psychic pain, including such experimental treatments 
as putting electrodes in their head or burning holes in their brain. 

IN SEARCH OF SPEED
investigators aiming to find faster-acting antidepressants have 
been studying compounds known to be lightning-quick mood 
lifters, hoping to figure out why they work so much more rapid-
ly than the SSRIs, which enhance levels of serotonin, a signaling 
molecule, in the brain. One such compound is ketamine.

Ketamine is an anesthetic, an analgesic and a recreational 
drug known on the street as Special K. It can, among other things, 
affect consciousness and cause hallucinations, and experiments 
in rodents show it can be toxic to nerve cells—all of which make it 
a less than ideal candidate for an antidepressant. But it has 
proved to be a fascinating compound to study for ideas about 
how to make antidepressants reduce symptoms faster. As Ronald 
Duman and George Aghajanian of Yale University and their col-
leagues have demonstrated, within only two hours after an injec-
tion of ketamine lab rats start increasing production of proteins 
needed to build new synapses—the contact points through which 
signals flow between nerve cells—in the prefrontal cortex. This 
region of the brain, located right behind the eyes, is known to be-

have abnormally in depressed individuals. By 24 hours after the 
ketamine shot, the rats also start sprouting new synaptic spines, 
like cloves in a Christmas orange, along dendrites, which are the 
nerve cell projections that receive signals from other neurons. 
The more spines, the quicker the transmission. And in Duman 
and Aghajanian’s experiments, the more synaptic spines, the less 
the animals display depressionlike behavior (such as abandoning 
activities they would normally engage in).

“A lot of work over the past 10 years or so has shown that in de-
pression, there is atrophy, not growth, in the prefrontal cortex and 
also the hippocampus,” says Duman, who directs Yale’s Laborato-
ry of Molecular Psychiatry. “Ketamine can rapidly reverse that at-
rophy” and restore normalcy. Just how rapidly is the subject of 
current research, as the Yale scientists examine rat brains only a 
few hours after the ketamine injection to see if the increase in 
synaptic spines occurs even sooner than 24 hours.

Additional research in a different group of depressed rats has 
revealed how ketamine makes these synaptic spines grow: by ac-
tivating an enzyme in neurons known as mTOR. Duman and his 
colleagues discovered this connection by giving rats a drug that 
blocks the enzyme’s action. Then they gave ketamine to the 
mTOR-blocked rats. Nothing happened, which meant that when 
mTOR was inhibited, ketamine had no effect on synaptic spine 
proliferation or reversal of depressionlike behavior. In other 
words, mTOR needs to be functioning for the ketamine to do its 
spine-sprouting work.

Given that ketamine is too risky to use routinely as a medicine, 
the researchers began searching for other mTOR activators. They 
knew that ketamine stimulates the enzyme by preventing gluta-
mate (the main excitatory neurotransmitter in the brain) from 
acting on a particular docking molecule—termed an NMDA 
recep tor—on the surface of neurons. They therefore tested anoth-
er NMDA blocker and found that it, too, led to mTOR activity and 
quickly promoted spine formation and produced antidepressant 
effects in rats. Now, Duman says, he and his co-workers are exam-
ining other compounds that block NMDA receptors to see if any 
have promise as safe, fast-acting antidepressants. 

Another compound that elevates mood swiftly is, like keta-
mine, already on the market for another purpose: scopolamine, 
sold as a skin patch for treating motion sickness. Scopolamine in-
fluences a different brain circuitry than ketamine does: it impedes 
binding of the neurotransmitter acetylcholine—involved in atten-
tion and memory—to molecules known as muscarinic receptors.

I N  B R I E F

Current antidepressants can take weeks 
to ease depression. In certain people, 
they do not work at all, and if they  

do work now, they may stop tomorrow. 
Faster-acting agents and those with 
new mechanisms of action are needed, 

yet Big Pharma’s pipeline of such drugs 
is limited.
Government and university laborato-

ries and some small pharmaceutical 
companies are trying to fill in the gap 
and have some promising leads.

Robin Marantz Henig is a contributing writer at 
the New York Times Magazine and author, most 
recently, of Pandora’s Baby: How the First Test Tube 
Babies Sparked the Reproductive Revolution. She  
is working on a book about twentysomethings, 
which she is writing with her daughter Samantha.

© 2012 Scientific American



March 2012, ScientificAmerican.com 69Graphic by Jen Christiansen

SO
UR

CE
: “

AC
UT

E 
AN

D
 L

O
N

GE
R-

TE
RM

 O
UT

CO
M

ES
 IN

 D
EP

RE
SS

ED
 O

UT
PA

TI
EN

TS
 R

EQ
UI

RI
N

G 
O

N
E 

O
R 

SE
VE

RA
L T

RE
AT

M
EN

T 
ST

EP
S:

  
A 

ST
AR

*D
 R

EP
O

RT
,” 

BY
 A

. J
O

H
N

 R
US

H
 E

T 
AL

., 
IN

 A
M

ER
IC

AN
 JO

UR
NA

L O
F P

SY
CH

IA
TR

Y,
 V

O
L.

 16
3, 

N
O

. 1
1; 

N
O

VE
M

BE
R 

20
06

As far back as the 1970s, investigators knew that manipulating 
acetylcholine activity in the brain could lead to depression. When 
bipolar patients, who swing between mania and depression, were 
in their manic phase and were given a drug that enhances acetyl-
choline signaling, they developed symptoms of depression, such 
as sad mood and lethargy, within one hour. And when depressed 
patients were given a drug that increased the level of acetylcho-
line in the brain, the depression got worse.

You might assume, then, that scientists looking for new anti-
depressants would investigate ways to inactivate acetylcholine. 
Early interest got derailed, however, by that era’s A-list neuro-
transmitter, serotonin. In fact, many psychiatrists thought that 
what made SSRIs so useful was specifically that they did not tar-
get brain circuits employing acetylcholine. They ignored acetyl-
choline after that, thinking that the older antidepressants had so 
many side  effects because, unlike SSRIs, they acted on the cho-
linergic system, in particular on muscarinic receptors, which 
compose a subset of the acetylcholine receptors distributed 
throughout the brain. 

Therefore, it goes against conventional wisdom to find a 
drug acting specifically on the muscarinic receptors that not 
only has relatively few side effects but is a fast-acting and effec-
tive antidepressant. Yet that is what some scientists are seeing 
in scopolamine.

In a trial involving 22 patients diagnosed with depression, 
Maura Furey, a staff scientist in the Experimental Therapeutics 
and Pathophysiology Branch at the National Institute of Mental 
Health, and her colleagues found that intravenous scopolamine 
relieved symptoms within three days. In fact, she says, patients 
typically reported waking up feeling better the very next day. At 
the end of the four-week trial, nearly two thirds of the subjects 
showed significant improvement in their symptoms, and one half 
achieved remission. These benefits lasted for two weeks after the 
final dose. The effects were later replicated in another 22 de-
pressed patients.

The NIMH is hoping to find a pharmaceutical company to do 
the testing and clinical trials needed to bring scopolamine to 
market as a fast-acting antidepressant. Furey is “extremely dis-
appointed” that there have been no takers so far because, she 
says, “I see how well this works for people.” 

Drug delivery is one stumbling block. Giving scopolamine 
intravenously, as is done by some anesthesiologists as part of an 
anesthetic mixture, is impractical. With a skin patch, blood lev-
els of the drug do not get high enough; with an oral formulation, 
most of the scopolamine gets eliminated through the digestive 
system. Furey is now working on finding a method of adminis-
tration that is both practical and effective.

A SOLUTION FOR THE REST
the other major drawback to current-generation antidepres-
sants, in addition to how long they take to start helping, is that 
they do not work for everyone. To address that problem, research-
ers are focusing on several novel mechanisms of actions. Some are 
investigating a second class of acetylcholine receptors, known as 
nicotinic receptors (so named because they also respond to nico-
tine). In particular, scientists at Targacept, a small biopharmaceu-
tical company in Winston-Salem, N.C., are looking at an experi-
mental drug called TC-5214 that blocks a specific nicotinic recep-
tor; they hope to market the compound as an add-on therapy 

when a single antidepressant does not reduce symptoms enough. 
In early trials involving 265 subjects, patients who did not 

respond to the SSRI citalopram (Celexa) alone had either TC-
5214 or a placebo added to the regimen. In 2009 Targacept re-
ported that subjects taking citalopram plus placebo improved 
by 7.75 points on a standard assessment tool (the Hamilton Rat-
ing Scale for Depression), while those taking citalopram plus 
the experimental drug improved by 13.75 points.

AstraZeneca then signed on with Targacept to conduct more 
extensive efficacy studies (phase III trials) in which subjects re-
ceive either a placebo or TC-5214 in addition to the original anti-
depressant. The first two trials, involving a total of 614 subjects, 
yielded disappointing results (no improvement, when compared 
with placebo, in depression scores after eight weeks). But Targa-

A Huge Gap
The need for better antidepressants is underscored by data 
from the Star*D trial, which monitored the effects of drug  
therapy in about 3,000 patients. The results, published in 2006, 
show that although medications do help many people, a large 
fraction of patients do not respond fully or relapse even when 
the agents work for a time. The drugs can also take weeks to 
become maximally effective. 

The trial was complex, but in essence, patients initially  
received citalopram (Celexa), a selective serotonin reuptake  
inhibitor—the class of agents most widely prescribed today. 
Those who did not find relief were given any of several alterna-
tive treatments, generally switching up to three times in total. 
Subjects who did well were followed for a year while on main-
tenance therapy. 

The data below come from the trial’s first stage of treat-
ment, with citalopram. Overall, 67 percent of patients who 
went through all stages of the trial achieved remission (at  
least for a time), but with each successive stage the percent-
age of patients who were helped declined and the likelihood  
of relapse increased.

N U M E R I C A L  P I C T U R E

The Best Case: Results from the First Treatment Stage of Star*D

Response to antidepressant 
37 percent  of treated subjects went 

into remission, doing so on average at 
6.3 weeks. (The remitters were among 
the 49 percent who “responded”—had 

symptoms decline by at least half.)

Relapse rate 
34 percent of patients who 

were in remission when they 
began maintenance therapy 

became symptomatic 
within 12 months.

In remission (symptoms virtually disappeared)

Clinically depressed

Relapsed during maintenance therapy

Some initial 
responders 
did not 
participate in 
the follow-up

Responded, but not fully
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cept and AstraZeneca officials are continuing with two more 
planned efficacy trials, involving more than 1,300 subjects at cen-
ters around the world, as well as with a long-term safety study. 
They say they hope to file a new-drug application for TC-5214 with 
the Food and Drug Administration in the second half of 2012. 

With a mechanism of action unrelated to its effect on sero-
tonin or norepinephrine, Targacept’s nicotinic receptor antago-
nist aims to assist depressed patients who are not being helped 
by drugs now on the market. Another way to target nonrespon-
ders is to shift gears even more radically—not by targeting sig-
naling through this or that receptor but by acting on a different 
biological process. That process is neurogenesis (the growth of 
new neurons), in particular in the hippocampus, a small struc-
ture at the base of the brain thought to be one of two regions in 
the adult human brain where neurogenesis occurs.

Structural changes in the hippocampus have long been im-
plicated in depression. Brain autopsies of clinically depressed 
people often show atrophy in that region and a significant re-
duction in volume. The SSRIs and SNRIs already in use ease de-
pression not only by manipulating serotonin levels but also by 
increasing new hippocampal cell growth. That growth happens 
slowly, though, which is probably part of why the pills’ benefits 
take so long to kick in. Scientists at the small pharmaceutical 
company Neuralstem in Rockville, Md., are hoping they have 
found a different way to spark neurogenesis—and to maintain it 
even after the drug has been stopped.

To find their spark, Neuralstem researchers relied on cultures 
of neural stem cells derived from human hippocampal cells—the 
only such cultures in the world, according to the company. First, 
they screened some 10,000 compounds for their effect on the hip-
pocampal cells in culture. The goal, chief scientific officer Karl 
Johe says, was to see which compounds increased the rate of cell 
proliferation after seven days. Fewer than 200 made the cut, he 
says, and from those the Neuralstem team devised a dozen candi-
date compounds that seemed most likely to stimulate hippocam-
pal neurogenesis. In 2004 the workers began animal testing, in-
jecting the preparations into healthy normal mice. The com-
pounds best at provoking growth of new hippocampal cells were 
given to mice with depressive behavior, and from this protocol the 
single most promising one emerged. 

Now Neuralstem is conducting early safety tests (phase I tri-
als) of a pill form of the substance, called NSI-189, in humans. If 
all goes as planned, Neuralstem officials expect to begin tests of 
efficacy later this year. These studies will use magnetic resonance 
imaging to determine whether the drug increases neurogenesis 

and will use other measures to determine whether it relieves 
symptoms of depression. Even if NSI-189 works, though, it will 
not have rapid effects. “It’s not like somebody having epilepsy, 
where you give a drug to stop the epilepsy instantaneously,” Johe 
says. “This treatment requires changes in the cell at the genetic 
level.” Hippocampal atrophy takes years to occur, he adds, and 
“to reverse the process will also require a long period of time.” He 
hopes, however, that the effect will be long-lasting, so that NSI-
189 may be needed only intermittently. That notion still has to be 
demonstrated, but it is “an exciting possibility,” Johe says. 

DIGGING DEEPER
recently investigators have realized that chronic inflamma-
tion—which has been linked to such diverse diseases as cancer, 
atherosclerosis and diabetes—contributes to depression, and 
the insight has opened yet another avenue of attack.

Several lines of research have made the connection between 
depression and inflammation, which more typically is the body’s 
response to a perceived invader. Some studies have shown that 
depressed people have high circulating levels of small proteins 
called cytokines that orchestrate inflammatory processes; the 
cytokines go by such names as interleukin-6 and TNF-alpha. In 
addition, about a decade ago scientists observed that when skin 
cancer patients received inflammatory cytokines as a treatment, 
they became depressed. 

“I interviewed one of these cancer patients early on,” says 
Andrew Miller, director of psychiatric oncology at Emory 

University’s Winship Cancer Institute, “and was struck by 
how similar the depression was to depression I might see 
in my office as a psychiatrist.”

The particular nefariousness of cytokines is that they 
interfere with the neurogenesis prompted by SSRIs and 
SNRIs. “If you knock out neurogenesis, you’re almost pull-

ing the rug out from under these antidepressants,” 
Miller says. This effect helps to explain why depressed 
people with the highest level of chronic inflammation 

are also the ones most likely to be hard to help. In 2006 a 
group of scientists reported in the Lancet that etanercept, a 

drug being tested to treat psoriasis in 618 subjects, often re-
lieved depression, even in those for whom the psoriasis did 

Dendrites on neurons rapidly sprout 
new spines (above)—structures that 
pick up signals from other neurons 
(diagram)—in rats given ketamine. 
The response may explain why the 
substance lifts mood in de-
pressed individuals within 
hours of administration. 
Ketamine is too risky for 
routine use, but scientists are 
seeking safer substances with 
the same quick effect on spines. 

Control (no drug)

With ketamine

Neuronal spines

Spine

Tip of axon

Synapse

Dendrite

Neuron

Axon

Dendrite
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not improve. That effect apparently 
stems from neutralization of the in-
flammatory cytokine TNF-alpha. “At 
this point, no one should run to their 
doctor and ask for this drug for depres-
sion,” said one of the team members, 
Ranga Krishnan of Duke University, at 
the time, noting that the depression re-
sults were anecdotal. “But the science 
is very exciting to us.” 

Miller also found the science exciting and contacted Krish-
nan to discuss a depression trial of a cytokine antagonist: Remi-
cade, an anti-inflammatory already on the market to treat rheu-
matoid arthritis and other autoimmune diseases. It took more 
than five years, but Miller and his Emory colleague Charles Rai-
son finally got funding from the NIMH to conduct the study. They 
have completed a trial of Remicade on 60 treatment-resistant 
depressed patients and say they will be releasing some promis-
ing findings soon.

Some researchers are training their sights on serotonin again 
but are looking to pump up its activity in a fresh way: by enhanc-
ing the number of serotonin receptors available to respond to 
the neurotransmitter in synapses. Even more radical, the investi-
gators intend to achieve that effect through gene therapy. 

Mention gene therapy to biologists, and you are likely to get an 
eye roll and a dismissive shrug. Recently, though, scientists an-
nounced preliminary success with gene therapy for one brain dis-
order, Parkinson’s disease. And an investigator involved in the Par-
kinson’s research wants to try something similar for depression.

The candidate gene for depression therapy is p11, which 
codes for a protein needed to move certain serotonin receptors 
to the cell surface; without p11, the receptors remain trapped in-
side the cell, which renders cells less able to respond to sero-
tonin’s messages. In 2006 Paul Greengard and his colleagues at 
the Rockefeller University demonstrated that rodents with de-
pressionlike behavior (such as giving up formerly pleasurable 
activities) had low levels of p11; depressed humans, too, were 
shown on autopsy to have lower than normal levels.

“Knockout mice” developed in Greengard’s lab—mice in which 
the p11 gene had been destroyed—were then shown to develop 
depressionlike behavior. The next step was to see if delivering a 
functional p11 gene to mice that lacked it would relieve the symp-
toms. That work was done by Michael Kaplitt, director of the 
Laboratory of Molecular Neurosurgery at Weill Cornell Medical 
College, and his colleagues; he was already conducting similar 
studies on gene therapy for Parkinson’s. Using the same de-
fanged adeno-associated virus he relied on to deliver a gene to 
Parkinson’s patients, the team put the p11 gene directly into the 
nucleus accumbens of p11-deficient mice, and their depressive 
behavior decreased.

Every neuroscientist has a favorite brain region, and Kaplitt’s 
is the nucleus accumbens. “The reason I like it is that it’s consid-
ered an important center in the brain for reward and satisfac-
tion, where dopamine acts,” he says. One common symptom of 
depression, anhedonia—an inability to get pleasure from life—is 
among the most devastating, Kaplitt says, and is probably related 
to dopamine signaling. Another reason he likes the nucleus ac-
cumbens is that functional MRI studies in animals and humans 
show that it is widely connected to many regions of the brain 

known to be involved in depression.
A third reason he likes the nucleus 

accumbens is that it has already been 
the surgical target for another experi-
mental treatment for depression, a 
technique called deep-brain stimula-
tion (DBS). An electrode is permanent-
ly implanted into the nucleus accum-
bens, and periodic electrical impulses 
are delivered through it [see “Depres-

sion’s Wiring Diagram,” by David Dobbs; Head Lines, Scientific 
American Mind, March/April 2009]. 

In Kaplitt’s view, gene therapy performed directly on the brain 
will be simpler than deep-brain stimulation because “instead of 
an electrode for DBS, you’d be putting in this little catheter and 
leaving no hardware behind.” (In deep-brain stimulation, not 
only is the electrode permanently in place, so is the neurostimu-
lator, a pacemakerlike device implanted near the collarbone that 
generates the electrical impulses.) He and his colleagues have 
shown, in their work on Parkinson’s, that the viral vector is safe 
and that the correct gene can be delivered through a catheter to 
the intended brain target, resulting in improved symptoms.

Now studies are in progress at the NIMH, under the direction 
of Elisabeth A. Murray of the Laboratory of Neuropsychology 
and Pam Noble of the primate care facility, to test p11 gene thera-
py for safety and efficacy in monkeys. Success there would bol-
ster a case for trials in humans.

As for blueberryoctopus, better treatments cannot come too 
soon. “Antidepressants definitely changed my life,” she wrote on 
the Experience Project Web site, “but I’m dismayed that it was 
at the expense of my sex life.” She was not yet 25 years old. 
“Eventually I’d like to come off [antidepressants] and resume 
having a normal sex life. I just don’t think I’m ready yet.” There 
should be better options. No one should have to choose between 
libido and despair; no one should be told, after trying and re-
jecting a series of depression therapies, that there is nothing left 
to try. If the promise of next-generation antidepressants comes 
to fruition, maybe the trade-offs will someday be less grim. 
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Hit Them 
with the 
Hockey Stick 
Michael E. Mann set out looking for  
a big scientific problem and wound up at  
the center of a political storm over climate 
change. Now he tells his side of the story   

Interview by David Biello

Climatologist michael e. mann is most famous for what he calls one 
of the “least interesting” aspects of his work. In the 1990s he used 
data from tree rings, coral growth bands and ice cores as proxies for 
ancient temperatures, combining them with modern thermometer 
readings. This annual record of temperature variations over the 
past millennium offered insights into natural climate cycles. As an 
“afterthought,” he included a graph of average temperatures in the 

Northern Hemisphere going back to the 1400s in a 1998 paper (he later extended it to 
A.D. 1000). That “hockey stick” graph, which shows temperatures bouncing up and 
down before rapidly rising more recently, became an icon of climate change.

It was also a focus of controversy. Al-
though the U.S. National Research Coun-
cil reviewed the hockey stick and en-
dorsed its conclusions in 2006, Mann 
and his research came under often hostile 
public scrutiny, culminating in “Climate-

gate”—the theft and publication of his and 
his colleagues’ personal e-mails in 2009. 
Mann’s employer, Pennsylvania State Uni-
versity, subsequently investigated him for 
research misconduct (and cleared him in 
2010). And Virginia Attorney General Ken 

I N  B R I E F 

who  
MICHAEL E. MANN 
vocation| avocation  
Climate modeler and scourge/target  
of climate change contrarians 
where  
Pennsylvania State University 
research focus  
Improving climate models and  
climate communications 
big picture  
 “Being a climate scientist these days  
is not a 9 to 5 job. It’s a 0 to 24 job.” 
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Cuc cinelli has filed suit against the Uni-
versity of Virginia, Mann’s former em-
ployer, to investigate his work there (at 
press time, the case is still pending). His 
detractors, Mann says, “never stop.”  

Mann is now hitting back with his 
own account, The Hockey Stick and the 
Climate Wars. Scientific American spoke 
with Mann about his research, the con-
troversy and his hope for averting cata-
strophic climate change. Excerpts follow. 

Scientific American: What first 
drew you to climate studies?
mann: My undergraduate degrees were in 
applied math and physics, and I went off 
to graduate school to study theoretical 
physics. When I realized that the oppor-
tunities were becoming quite limited, I 
started looking to see where I could use 
the physics and math that I had learned 
to work on a big problem—one that had 
some real-world implications. I opened 
up the catalogue of applied science at 
Yale University and came upon the sec-
tion that described some of the work that 
folks in the department of geology and 
geophysics were doing on developing 
theoretical models of the climate system. 
And that just sounded fascinating to me.

At that time, there was a legitimate 
scientific debate about the reality of hu-
man-caused climate change having yet 
been observed. My work actually had lit-
tle do with that debate. 

You started studying natural vari-
ability in temperature, right? 
There’s an irony there. Some of my early 
research was celebrated by contrarians 
in the climate change debate—I coined 
the term “Atlantic multidecadal oscilla-
tion” [AMO]. They love to argue that it’s 
responsible for just about everything, 
when, in fact, the reality is far more nu-
anced. These oscillations do appear to ex-
ist, but they can’t explain climate change.

Think of the AMO as a really long-
term cousin of El Niño. This oscillation in 
the climate system takes several decades 
to go from one phase into the other. 
That’s actually what got me interested in 
proxy data [such as tree rings]—because 
if you’re trying to tease out a 50- to 70-

year oscillation and you’ve only got 100 to 
150 years of instrumental observations, 
you run into obvious problems. 

These proxy data are natural archives 
that, by their nature, record some attri-
bute about the climate. The thickness, for 
example, of trees rings is a function of the 
warmth of the growing season or, in some 
circumstances, the wetness of the grow-
ing season. So you can potentially tease 
climate information out of tree rings.

By combining the information from 
lots of different proxy data, you start to 
put together a more global picture of 
what’s going on, and you can immunize 
yourself from the danger of relying entire-
ly on any one type of proxy. Each has its 
own strengths and weaknesses.

The most famous outcome of that work 
is, of course, the hockey stick graph. 
How did that come about?
These are very imperfect thermometers 
provided by nature. Probably the main 
challenge was figuring out a way to relate 
that very noisy information to the mod-
ern surface-temperature record in a way 
that would then allow us to estimate tem-
peratures back in time over the surface of 
the globe. It’s only from looking at the rel-
ative pattern of temperature around the 
world that you can get insight, for exam-
ple, into the history of El Niño.

The least interesting thing you could 
do with these spatial patterns once you 
built them was to average all those data 
to get a single number for each year—the 
average temperature of the Northern 
Hemisphere—and plot that back in time, 
which is what yielded this hockey stick 
curve.

The long-term temperature slowly de-
clined from what is sometimes referred 
to as the Medieval Warm Period, a rela-
tively warm time about 1,000 years ago, 
into the depths of the Little Ice Age of the 
17th, 18th and early 19th centuries. That’s 
the handle, if you will, of the hockey stick. 

Then, at the end, that rapid rise is the 
blade of the hockey stick: the warming of 
the past 150 years, which takes tempera-
tures beyond anything that we had re-
constructed as far back as we could go. 
That single result got all the attention.

Who first called it the “hockey stick”? 
It was Jerry Mahlman, who used to direct 
NOAA’s Geophysical Fluid Dynamics Lab-
oratory in Princeton, N.J. It turns out the 
term was actually used previously in the 
context of ozone depletion. There was 
some history of using the term “hockey 
stick” to describe the sort of data series 
where you’re going along, and all of a sud-
den there’s a huge spike at the end.

Do you regret the name?
There’s always the danger that applying a 
simple term like that to something that’s 
complicated creates a caricature of the 
science. There’s a veritable hockey league 
now of reconstructions like ours that 
shows the same basic pattern. 

The United Nations Intergovernmen-
tal Panel on Climate Change (IPCC) 
featured the hockey stick prominent-
ly in its 2001 report. Was that wise? 
In retrospect, it probably wasn’t the 
most prudent decision, because it played 
right into the argument that contrarians 
like to use: that somehow the science de-
pends on one particular study or even 
one particular author of one particular 
study. And if you can somehow discredit 
that one study or that one person, the en-
tire scientific case collapses.

There had, in fact, been several recon-
structions that told a similar story in the 
technical report. By the time the IPCC re-
port came out, there were three [addi-
tional] reconstructions that came to more 
or less the same conclusion.

How do you feel about being called 
the whipping boy of climate science? 
At times I felt like: “Bring it on.” I’m con-
fident about the robustness of our scien-
tific work. I think that if the climate 
change deniers thought they had found 
an area of the science that they could 
discredit by trying to go after a single 
scientist—me—I think they’ve been in 
for a disappointment. 

The e-mails stolen in 2009 included 
some of yours, though they weren’t the 
most controversial. What was that like?
The people who stole these e-mails and 
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posted them: How would they like some-
one to take their diaries, their private 
communications and expose them to the 
world out of context? The fact that cli-
mate change deniers needed to resort to 
criminal activity to try to discredit our 
science on the one hand disgusted me. It 
angered me. It angered, I think, many of 
us in the scientific community. 

There was a concerted campaign to 
use these stolen e-mails to manufacture 
an echo chamber of climate change deni-
al propaganda in the lead up to the Co-
penhagen summit. There was an attempt 
to use misrepresentations, false allega-
tions, smears based on these out-of-con-
text e-mails to have scientists fired.

At one point, an influential Republi-
can legislator in the state of Pennsylvania 
threatened to withhold funding for Penn 
State if the university didn’t take some 
sort of action against me because of the 
purported improprieties. So it was ugly. 

We’ve lost three years to do some-
thing about climate change, and that’s a 
huge opportunity cost. Each year we 
wait, it gets that much more difficult to 
stabilize carbon dioxide concentrations 
below levels that might very well be dan-
gerous. I think that [Climategate] was a 
crime against humanity. It’s a crime 
against the planet.

How do you respond to claims that 
there was a “trick to hide the decline?”
There are at least five things that are false 
about that statement, but the most obvi-
ous is that there was no reference to a 
“trick to hide the decline.” That was tak-
ing two different parts of an e-mail and 
merging them together in a way that com-

pletely changes the sense of what was ac-
tually being discussed. 

What’s especially ironic about the claim 
that [climate scientists] were trying to hide 
the decline in global temperatures was 
that this e-mail was written in early 1999. 
It was on the heels of, by far, the warmest 
year we had ever seen, 1998. So if you were 
a scientist writing an e-mail at that time, 
you couldn’t possibly imagine there was 
anything approaching a decline. If any-
thing, there was an apparent acceleration 
of warming taking place. The “decline” 
simply referred to some bad tree ring data.

How does the opposition to climate  
science compare with past anti-
scientific crusades?
It’s hard to believe that in the 21st centu-
ry we are still confronting rejectionism of 
science when so much of modern life de-
pends so critically on the technological 
infrastructure that we’ve developed be-
cause of science. The very people who are 
denouncing what science has to offer in a 
wide variety of areas [benefit from] the 
contributions of modern science.

What effect has this had on scientists?
Maybe it’s emboldened other scientists to 
fight the disinformation effort afoot in 
our field and also in many other fields of 
science. No longer can scientists stay iso-
lated in their laboratories and trust that 
the impact of their work will percolate 
honestly and productively into the public 
discourse. Scientists need to be proactive 
in ensuring that their science is commu-
nicated as accurately as possible.

Any comment on the lawsuit against 
you and the University of Virginia?
It’s really unfortunate that people with 
antiscientific views, who regard science 
with disdain, can rise to the highest lev-
els of government in this country. That’s 
very scary.

What role does politics play in science?
It’s perfectly appropriate for science to in - 
form one’s view of policy matters. What’s 
wrong is for one’s policy views to influ-
ence the way one does science.

Years ago climate change was not a 

political issue. My colleague [Ohio State 
University glaciologist] Lonnie Thomp-
son puts it very well when he talks about 
the loss of mountain glaciers. The ice has 
no agenda. It doesn’t matter if you’re a Re-
publican or a Democrat. The ice is retreat-
ing. Sea levels are rising. They’re not hap-
pening for political reasons. What we do 
about it is, of course, a political matter. 

Are the impacts of climate change 
showing up faster than predicted?
Changes have been taking place faster 
than the models projected. With respect 
to sea-level rise, with respect to temper-
ature changes, with respect to carbon 
emissions, and in just about every case, 
the changes have occurred either at the 
upper end of the projections or even 
above the range of the projections.

Arctic sea ice might be the most pro-
found example, where the observed de-
cline in summer Arctic sea ice is way 
outside the projected range. The great 
irony is that the climate scientists, if 
anything, have been too cautious and 
too conservative.

You say you still have hope. Why?
If we look to history, in the end, science 
and honesty won out—perhaps later than 
we would have liked.

We acted later than we should have 
with tobacco. We acted later than we 
should have with ozone depletion and 
the banning of chlorofluorocarbons. We 
presumably suffered far greater damage 
and loss of life because we delayed ac-
tion. But we did take action. 

David Biello  is an associate editor.
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Surface Temperature Reconstructions for the Last 
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versity Press, 2012.
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Climate proxy:  Natural archives  
such as tree rings provide clues  
to past climates. 
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The Age of Insight: The 
Quest to Understand  
the Unconscious in Art, 
Mind, and Brain, from 
Vienna 1900 to the Present
by Eric R. Kandel. Random House,  
2012 ($40) 

Neuroscientist and Nobel laureate Kandel 
has crafted a fascinating meditation on 
the interplay among art, psychology and 
brain science. The author, who fled Vi-
enna as a child, has remained captivat-
ed by Austrian artists Gustav Klimt, 
Oskar Kokoschka and Egon Schiele, 
each of whom was profoundly influ-
enced by Sigmund Freud and by the 
emerging scientific approach to medi-
cine in their day. Kandel describes the 
psychological and biological insights re-
flected in their paintings, as well as the 
neuroscience behind how the beholder 
perceives the paintings. He concludes 
by calling for a new, interdisciplinary  
approach to understanding the mind, 
one that combines the humanities with 
the natural and social sciences.

The Idea 
Factory:  
Bell Labs  
and the  
Great Age  

of American Innovation
by Jon Gertner. Penguin Press,  
2012 ($29.95)

Turing’s 
Cathedral:  
The Origins  
of the Digital 
Universe

by George Dyson. Pantheon Books,  
2012 ($29.95) 

These two books on the mid-20th-century 
information revolution take readers back 
to a time when New Jersey, not Silicon 
Valley, was the center of American  
innovation. Gertner’s The Idea Factory 
is a lively account of the minds behind 
Bell Labs, then the research and devel-
opment wing of AT&T, and how the  
scientists created the network of copper 
cables, microwave links and glass fibers 
that made the company’s dream of  
“universal” connectivity a reality.  
Dyson’s Turing’s Cathedral focuses on 
the creative geniuses at the Institute  
for Advanced Study in Princeton who 
invented computer code. In doing so, 
they realized the theoretical construct 
that mathematician Alan Turing dubbed 

B O O K S 

MULTIMEDIA

Dr. Seuss’ The Lorax. Universal 
Pictures, March 2. This animated 
feature voiced by Danny DeVito, 
Zac Efron, Taylor Swift and others 
brings to life the classic Seussian 
parable of greed and environ - 
mental destruction. 

Frozen Planet. Discovery Channel/
BBC, March 18. Alec Baldwin nar-
rates the highly anticipated seven-
part documentary about life at 
Earth’s two poles. 

Animation. New York Hall of 
Science, March 31–September 2. 
Kids can explore the math, science 
and technology behind cartoons.

380 
BY THE NUMBERS 

The shortest wavelength of light that humans  
can see, in nanometers. It appears deep violet.  
SOURCE: The Age of Insight

Recommended by Anna Kuchment
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the universal machine. Together they 
would pave the way for today’s digi-
tal universe.

Imagine:  
How Creativity 
Works
by Jonah Lehrer. 
Houghton Mifflin 
Harcourt, 2012 ($26) 

Imagine argues that modern science 
allows us to identify and harness the 
many different thought processes 
from which creativity emerges. The 
book is least convincing when Lehrer 
makes sweeping claims: he fixates  
on Elizabethan England as an age of  
“excess genius,” as though no artists 
have equaled its accomplishments 
since, and he relies too heavily on 
patents as measures of creativity.  
The book’s strength lies in specific 
examples—detailed stories about 3M,  
Pixar, Bob Dylan and Don Lee, the 
computer programmer who became 
a master mixer of quirky cocktails. 
These insightful tales make Imagine 
well worth the read.   —Ferris Jabr 
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Skeptic by Michael Shermer

Viewing the world with a rational eye Michael Shermer is publisher of Skeptic 
magazine (www.skeptic.com). His new 
book is The Believing Brain. Follow him on 
Twitter @michaelshermer
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Opting Out of 
Overoptimism
The willful distortion of reality  
to extremes can be harmful

Are you better than average as a driver? I know I am. I’ll bet 90 
percent of you think you are, too, because this is the well-docu-
mented phenomenon known as the above-average effect, part of 
the psychology of optimism. 

According to psychologist Daniel Kahneman, in his 2011 book 
Thinking, Fast and Slow, “people tend to be overly optimistic 
about their relative standing on any activity in which they do mod-
erately well.” But optimism can slide dangerously into overopti-
mism. Research shows that chief financial officers, for example, 
“were grossly overconfident about their ability to forecast the mar-
ket” when tested by Duke University professors who collected 
11,600 CFO forecasts and matched them to market outcomes and 
found a correlation of less than zero. Such overconfidence can be 
costly. “The study of CFOs showed that those who were most con-
fident and optimistic about the S&P index were also overconfident 
and optimistic about the prospects of their own firm, which went 
on to take more risk than others,” Kahneman notes.

Isn’t optimistic risk taking integral to building a successful 
business? Yes, to a point. “One of the benefits of an optimistic tem-
perament is that it encourages persistence in the face of obsta-
cles,” Kahneman explains. But “pervasive optimistic bias” can be 
detrimental: “Most of us view the world as more benign than it re-

ally is, our own attributes as more favorable than they truly are, 
and the goals we adopt as more achievable than they are likely to 
be.” For example, only 35 percent of small businesses survive in 
the U.S. When surveyed, however, 81 percent of entrepreneurs as-
sessed their odds of success at 70 percent, and 33 percent of them 
went so far as to put their chances at 100 percent. So what? In a 
Canadian study Kahneman cites, 47 percent of inventors partici-
pating in the Inventor’s Assistance Program, in which they paid 
for objective evaluations of their invention on 37 criteria, “contin-
ued development efforts even after being told that their project 
was hopeless, and on average these persistent (or obstinate) indi-
viduals doubled their initial losses before giving up.” Failure may 
not be an option in the mind of an entrepreneur, but it is all too 
frequent in reality. High-risk-taking entrepreneurs override such 
loss aversion, a phenomenon most of us succumb to—in which 
losses hurt twice as much as gains feel good—that we developed 
in our evolutionary environment of scarcity and uncertainty.

This loss-aversion override by those with pervasive optimistic 
bias seems to work because of what I call biographical selection 
bias: the few entrepreneurs who succeed spectacularly have biog-
raphies (and autobiographies), whereas the many who fail do not.

Think Steve Jobs, whose pervasive optimistic bias was chan-
neled through something a co-worker called Jobs’s “reality dis-
tortion field.” According to his biographer Walter Isaacson, “at 
the root of the reality distortion was Jobs’s belief that the rules 
didn’t apply to him.... He had the sense that he was special, a cho-
sen one, an enlightened one.” Jobs’s optimism morphed into a 
reality-distorting will to power over rules that applied only to 
others and was reflected in numerous ways: legal (parking in 
handicapped spaces, driving without a license plate), moral (ac-
cusing Microsoft of ripping off Apple when both took from Xerox 
the idea of the mouse and the graphical user interface), personal 
(refusing to acknowledge his daughter Lisa even after an irrefut-
able paternity test), and practical (besting resource-heavy giant 
IBM in the computer market). 

There was one reality Jobs’s distortion field optimism could 
not completely bend to his will: cancer. After he was diagnosed 
with a treatable form of pancreatic cancer, Jobs initially refused 
surgery. “I really didn’t want them to open up my body, so I tried 
to see if a few other things would work,” he admitted to Isaacson. 
Those other things included consuming large quantities of car-
rot and fruit juices, bowel cleansings, hydrotherapy, acupunc-
ture and herbal remedies, a vegan diet, and, Isaacson says, “a few 
other treatments he found on the Internet or by consulting peo-
ple around the country, including a psychic.” They didn’t work. 

Out of this heroic tragedy a lesson emerges—reality must take 
precedence over willful optimism. Nature cannot be distorted. 
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Anti Gravity by Steve Mirsky 

The ongoing search for fundamental farces Steve Mirsky� has been writing the Anti Gravity 
column since the DVD was invented. He also 
hosts the Scientific American podcast Science Talk.

The  
Unkindest Cut
Memo pads, printouts, the daily mail—
they lie in wait for their next attack

It is, of course�, the most agonizing injury known. The thought of 
it makes the strong tremble and the weak pass out. Its brutality 
can be unbounded—a loose page will suffice. It is the paper cut. 

My thoughts went to the cruelest cut when a friend showed me 
a particularly vicious one she’d received on her fingertip. Most pa-
per cuts I’d seen or suffered were straight slices less than a centi-
meter across. Hers was at least twice the normal length and 
zagged in the middle, as if some invisible assailant decided to twist 
a miniature knife. In the midst of my horror, I wondered what 
modern medicine has to say about the paper cut. 

Surprisingly little, I discovered. Studies mentioning paper cuts 
that I found in medical journals were almost uniformly concerned 
with the possibility of infection, especially by the superscary meth-
icillin-resistant Staphylococcus aureus bug, aka MRSA. A few 
sources noted that a hemophiliac will not in fact bleed to death 
from a paper cut, thereby dispelling a piece of playground wisdom 
widely disseminated among the community of eight-year-old am-
ateur hematologists.

An irony of paper cuts, contends the Wisegeek Web site, is that 
they are more likely to occur when the paper is high quality. 

“When glossy sheets of paper are cut very thin, they 
are uniquely good at causing paper cuts,” the site ex-
plains. Grab a ream of tightly bound paper with one 
interior sheet protruding slightly, and you have a seri-
ous weapon on your soon-to-be-bloody hands. “The 
other papers hold the dislocated paper in position, 
giving it enough stiffness to cut like a razor’s edge,” 
Wisegeek says. Which is why there may be a trail of 
blood leading from the office copier to the desk of 
whatever unfortunate soul did the good deed of fill-
ing up an empty paper tray. 

Paper cuts do indeed bring on outsize pain. Fin-
gertips, the most likely site of damage, are loaded 
with the nerve endings—including the pain-inter-
preting nociceptors—necessary for the constant ex-
ploration of the environment. Take a gander at a cor-
tical homunculus, a representation of how much of 
the brain is devoted to dealing with signals from in-
dividual body parts: I can’t hold a basketball with 
one hand, but my homunculus could palm a beach 
ball. So a tiny tip rip gets a disproportionate number 
of nociceptors, none of which knows the difference 

between a vacation brochure and a samurai sword. 
The fear of a specific kind of paper cut overwhelms me when-

ever I’m about to send snail mail. In the movie Swimming with 
Sharks, the cowering assistant to misanthropic film executive 
Kevin Spacey reaches his breaking point. He ties up the exec and 
administers facial slices with the edge of an office envelope. 
Watching this scene instilled such terror that I changed my con-
ventional east-west style of envelope licking, for fear of a tongue 
slash, to a series of north-south dabs. 

The homunculus’s crazy-big tongue supports my decision. It 
also shows why another fictional entertainment industry giant, 
Alec Baldwin’s 30 Rock kingpin Jack Donaghy, was probably 
wasting his time when he took lessons on “how to avoid getting 
paper cuts while making love in a pile of money.” The legs and tor-
so together take up less brain space than the tongue or fingers. 

Also, Benjamins are soft. And soft paper is safer. Wisegeek 
points out that “newspaper may be the least likely to inflict a pa-
per cut.” I can offer anecdotal evidence in support of that claim. 
In my first job in journalism—as a paper boy delivering thou-
sands of copies of the New York Post—I did not receive a single pa-
per cut. Then again, the last time the Post contained anything 
sharp it was still being edited by William Cullen Bryant. 

Editors’ note: While opening reader mail just five hours after filing  
this column, Mirsky suffered a nasty paper cut.

Illustration by Matt Collins
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Red Shift 
“A recent paper by 
French astronomers has 
apparently laid to rest a 

skeleton that has been rattling in the clos-
et of physics for more than 40 years. In a 
measurement of unprecedented accuracy 
they found a gravitational red shift in 
light from the sun almost exactly equal  
to that predicted by the general theory  
of relativity. The prediction is a conse-
quence of Albert Einstein’s principle of 
equivalence, which states that the effects 
of accelerated motion are indistinguish-
able from those of a gravitational field.”

March 1912

Lighter Than Air
“Mr. Joseph Brucker’s attempt to cross 

the Atlantic in a dirigible, from the  
Verde Islands to Barbados, is especially 
characterized by its business-like meth-
ods. Their airship Suchard has now been 
reconstructed three times to keep 
abreast of the most recent advances  
and experiences in dirigible navigation.  
From the outset they trusted only to a 
perfected and well-tested type and so 
built their ship after the Parseval model.”
Brucker never followed through on his 
attempt. For a look into our archives at  
the technology of lighter-than-air flight  
in 1912, see the slideshow at www.
ScientificAmerican.com/mar2012/dirigibles

Relativity Pondered
“To some people it seems that modern 
scientific concepts border very closely 
upon, if they do not actually invade, the 
realm of metaphysics. We have said that 
the mass of an electron increases with 
its velocity. It increases in such a way 
that at the velocity of light the mass be-

comes infinite. In other words, motion at 
a speed greater than that of light is im-
possible in nature. Before this result was 
fully established [by James Clerk Max-
well and others] an eminent German sci-
entist [Arnold Sommerfeld] worked out 
the dynamics of systems moving at a 
speed greater than that of light [hypo-
thetical particles later called tachyons]. 
We have here a result, a paradox, which 
many people find diffi cult to accept and 
to which objections at once present 
themselves. It is by pondering over these 
objections that scientific men [Albert 
Einstein and others] have been led to 
enunciate the ‘Principle of Relativity.’ 
This great principle is the most funda-
mental doctrine of modern physics. It 
asserts that mass, length, and time are 
all relative.—John W. N. Sullivan” 

Radio Communication
“Within a few years practically every 
vessel of our navy, including colliers, 
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tugs and the boats of the Revenue Cutter 
Service [later called the Coast Guard], 
has been equipped with wireless appara-
tus. A very important part of their work 
be came the control of the revenue cut-
ters [patrol boats] while on duty at sea. 
The ship Gresham [see photograph] has 
a record of over three score lives saved, 

and more than forty vessels towed  
from dangerous positions when out  
of control.”

March 1862

Ironclads— 
The First Duel
“While the iron-plated 
Merrimac [CSS Virgin-
ia] was carrying de-

struction among the old wood en vessels 
of our navy, and spread ing consternation 
throughout the land, the little Monitor 
with her two guns arrived upon the 
scene of conflict, and soon changed di-
saster and defeat into the most trium-
phant victory. For sever al hours she 
sailed around the Merrimac, sending her 
shot into any selected part of her antago-
nist with perfect precision, sustaining an 
unpre cedented cannonade with absolute 
impunity, and finally succeeded in driv-

ing her formidable foe disabled away 
from the field of battle. It was stipulated 
in the contract for the Monitor that she 
should be tried under the guns of the en-
emy before being accepted by the Depart-
ment of the Navy, but it could not have 
been anticipated that she would be sub-
jected to so severe a trial as that which 
she has endured. This trial puts the  
final seal to the fate of all wooden ships 
of war.”

Horrid Writing 
“Has not the curse of steel pens swept 
over the land until de cent handwriting 
is almost unknown? Do not ninety-nine 
persons in a hundred use steel pens, and 
has more than one out of the ninety- 
nine the effrontery to say he can write 
with them? Lord Palmerston was quite 
right—the hand writing of this genera-
tion is abominable; and as new improve-
ments in steel pens go on, that of the 
next will be worse.”

In the wireless room of the Gresham,  
listening for distress calls off the rocky 
New England coast, 1912

© 2012 Scientific American







THE EARTH FROM SPACE
Gary Lagerloef, Ph.D.

Earth From Space: A Dynamic Planet 

The world’s space programs have long 

focused on measurements of Earth. NASA 

has more than a dozen satellites collecting 

data on weather, climate change, the land, 

ocean and polar regions. They reveal Earth’s 

dynamic biosphere, atmosphere, oceans 

and ice. Get a guided tour of an active and 

dynamic Earth with amazing and astonishing 

images and videos.

The Oceans Defined 

Satellites have greatly enhanced the explora-

tion & understanding of our oceans. From 

early weather satellite images detailing ocean 

currents to views of the marine biosphere, 

new satellite technologies have revolutionized 

our scientifi c understanding of the oceans. 

Find out what we can measure from space 

today, objectives of measurement, the amazing 

technology behind these abilities, and the 

latest compelling discoveries.

Climate Science in the Space Age 

Climate variability and change are among the 

most important societal issues of our time. 

Signs of rising global temperatures are obvi-

ous in meteorology and oceanography. We’ll 

discuss short, medium and long-term climate 

variability & change. You’ll gain perspectives 

to effectively sort through contemporary 

debate about climate change.

The Aquarius/SAC-D Satellite Mission 

Take an in-depth look at the Aquarius/SAC-D 

mission, an oceanographic partnership 

between the United States and Argentina. 

Get a behind-the-scenes look at the process 

of developing and launching a new satellite 

mission, a briefi ng on the core scientifi c 

mission, and a look at initial fi ndings. Dive into 

a session that ties together mission, data, and 

applied science.

PHYSICS
Speaker: Lawrence Krauss, Ph.D.

The Elusive Neutrino 

Neutrinos are the most remarkable elementary 

particles we know about. They are remarkable 

probes of the Universe, revealing information 

about everything from exploding stars to the 

fundamental structure of matter. Dr. Krauss 

will present a historical review of these elusive 

and exciting objects, and leave you with some 

of the most remarkable unsolved mysteries 

in physics.

The Physics of Star Trek

Join Lawrence Krauss for a whirlwind tour 

of the Star Trek Universe and the Real 

Universe — find out why the latter is even 

more exotic than the former. Dr. Krauss, the 

author of The Physics of Star Trek, will guide 

you through the Star Trek universe, which he 

uses as a launching pad to the fascinating 

world of modern physics.

Space Travel: Why Humans Aren’t 
Meant for Space 

The stars have beckoned humans since we 

fi rst looked at the night sky. Humans set foot on 

the Moon over 40 years ago, so why aren’t we 

now roaming our solar system or the galaxy in 

spacecraft? Dr. Krauss describes the daunting 

challenges facing human space exploration, and 

explores the realities surrounding our hopes for 

reaching the stars.

GEOLOGY
Speaker: Victor A. Ramos, Ph.D.

The Patagonia Terrain’s Exotic Origins 

Did Patagonia evolve as an independent 

microcontinent that fused with South America 

265 million years ago? Dr. Ramos will give 

you the latest theory on the complex develop-

ment of Patagonia. We’ll look at the geologic 

evidence of Patagonia’s close relationships 

with Antarctica, Africa, and South America, 

plus archaeological evidence suggestive of 

Patagonia’s origins.

The Islands of the Scotia Arc

Delve into the dynamic nature of South 

Georgia and the South Sandwich and South 

Orkney Islands on the Scotia Plate, one 

of the youngest, and most active tectonic 

plates. Deepen your understanding of the 

BRIGHT HORIZONS 16
JANUARY 30–FEBRUARY 12, 2013 ✸ PATAGONIA ✸ www.InsightCruises.com/sciam16

Explore the far horizons of science while living the dream of rounding 

Cape Horn. Gather indelible images of the uttermost ends of the Earth in 

the company of fellow citizens of science. Venture about South America’s 

uniquely beautiful terrain with Scientifi c American Travel on the Bright 

Horizons 16 cruise conference on Holland America’s Veendam, Buenos 

Aires, Argentina to Santiago, Chile, January 30 – February 12, 2013. An 

abundance of cultural, natural, and scientifi c riches await you.

Embrace the elemental suspense of Patagonia. Absorb the latest on 

neutrinos with Dr. Lawrence Krauss. Immerse yourself in oceanography 

with Dr. Gary Lagerloef. Survey South America’s deep origins with 

Dr. Victor A. Ramos. Take a scientifi c look at beliefs, ethics, and morals 

with Dr. Michael Shermer. Ponder key questions about extraterrestrial life 

with Dr. Seth Shostak. See the world in a grain of soot and the future in 

nanotechnology with Dr. Christopher Sorenson.

You have pre- and post-cruise options to peer into the Devil’s Throat 

at Iguazu Falls (a great wonder of the natural world), visit Easter Island 

or the Galapagos, or ascend Machu Picchu. 

Savor South America with a friend. The potential of science beckons, and 

adventure calls on Bright Horizons 16. Please join us! We take care of the 

arrangements so you can relax and enjoy the natural and cultural splendor 

of South America. For the full details, email Concierge@insightcruises.com,

or call 650-787-5665.

Cruise prices vary from $1,599 for an Interior Stateroom to $5,599 for a Deluxe 

Suite, per person. For those attending our SEMINARS, there is a $1,575 fee. 

Taxes, Port Charges, and an Insight Cruises fee are $336 per person. Program 

subject to change. For more info please call 650-787-5665 or email us at 

Concierge@InsightCruises.com 

Puerto Montt

COCKBURN & 

BEAGLE CHANNELS

GLACIER ALLEY

Stanley

Ushuaia

CHILEAN FJORDS

AMALIA GLACIER

CANAL SARMIENTO

CAPE HORN

STRAIT OF MAGELLAN

Punta 
Arenas

Montevideo
VALPARAÍSO 
(SANTIAGO)

BUENOS AIRES

geology, ecosystems, and history of the 

Scotia Arc, part of the backbone of the 

Americas.

The Andes: A History of Earthquakes 

and Volcanoes 

Unfold deep time and learn how South America 

took shape. Get the details on how the Andes 

formed, how active Andean volcanoes are, the 

Andes as a unique climate change laboratory, 

and lessons learned from the Chilean earth-

quakes of 1960 and 2011. All certain to give 

you geologic food for thought on your voyage 

around the Horn.

Darwin in Southern South America

Darwin’s voyage on the Beagle is an incredibly 

rich scientifi c and human adventure. Learn the 

highlights of HMS Beagle’s mission in South 

America in 1833-1835, including Darwin’s 

geological and biological observations. Gain a 

sense of South America’s role in Darwin’s life 

work, and an understanding of his contribution 

in the context of contemporary science.
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Adriatic Sea

Italy

The Dwindling Web
How human exploitation has reshaped a marine ecosystem

Humans have harvested the sea for tens of thousands 
of years, but only in the past few centuries have we 
begun to take a big toll on ecosystems. The two food 
webs below show predatory relationships among life-
forms in the northern Adriatic Sea. Each web com-
prises humans, their prey and the prey of humans’ 
prey, distilled into groups of species.

The webs, produced by Jennifer A. Dunne of the 
Santa Fe Institute from evidence compiled by Heike K. 

Lotze and Marta Coll of Dalhousie University in Hal i-
fax, show that as recently as 1800 none of the Adri at ic 
species groups had yet grown “rare,” or dropped 
below 10 percent of their former abun-
dance. By the late 20th century, when 
the global economy had replaced lo-
cal trade, 10 groups had gone ex-
tinct or rare, eliminating them 
from the webs.  —John Matson 

Graphic by Jennifer A. Dunne 
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Species Groups
Each node represents one 
or more species, grouped 

by taxonomic similarity, as 
well as by habitat and by 
feeding style (carnivores, 

herbivores, and so on).

Trophic Level
The vertical placement  

of a node represents how 
far removed that group’s 

species are from basal food 
sources—such as kelp, 

phytoplankton and dead 
organic matter—which  

do not consume  
other organisms. 

Vulnerability
A complex, tangled web is 
robust to changes. Species 

loss has degraded the 
Adriatic food web in recent 

times, paring down the 
number of connections  

and leaving surviving 
species vulnerable. 

Predation
The links between nodes 

indicate species groups 
joined by predator- 
prey relationships.   
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200 Years Later

Cannibalism

Each dot = 1 taxon

SCIENTIFIC AMERICAN ONLINE  
Watch a video about food webs at Scientific 
American.com/mar2012/graphic-science 

SOURCES: NETWORK3D SOFTWARE, 
CREATED BY RICHARD J. WILLIAMS. 

MICROSOFT RESEARCH CAMBRIDGE, 
U.K., 2010 (initial generation of networks); 

“HISTORICAL CHANGES IN MARINE 
RESOURCES, FOOD-WEB STRUCTURE 

AND ECOSYSTEM FUNCTIONING IN 
THE ADRIATIC SEA, MEDITERRANEAN,”  

BY HEIKE K. LOTZE ET AL., IN 
ECOSYSTEMS, VOL. 14; 2011 (data) 

This web includes an 
additional food source: 
discards from the 
fishing industry
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