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The Discovery Continuum

 Mr. Thomas a. Edison rEcEnTly camE inTo This 
office, placed a little machine on our desk, 
turned a crank, and the machine inquired as 
to our health, asked how we liked the phono-
graph, informed us that it was very well, and 

bid us a cordial good night.”
So began an article in another December issue of Scientific 

American—one from 137 years ago, on December 22, 1877. As we 
welcome you to the latest edition of our 
annual “World Changing Ideas,” this 
month’s cover story, I am reflecting on 
just how many of this magazine’s issues 
and 160,000 articles since its founding 
in 1845 have documented progress in a 
globe-changing innovation.

Although we highlight a selection of 
such innovations every year, in truth 
every issue of Scientific American con-
tains news about discoveries and appli-
cations that shape our world in ways 
large and small—from expanding our 
knowledge base as a species to extend-
ing and improving human lives. 

You can begin exploring this year’s 
“World Changing Ideas” with the fea-
ture article “The Gene Genie,” by Mar-

garet Knox, starting on page 42. And if you’re in the mood for a 
bit more history, turn to page 98 for the 50, 100 & 150 Years Ago 
column, compiled by Daniel C. Schlenoff, and to page 96 for 
Steve Mirsky’s lively roundup of past authors in Anti Gravity.

While we are looking back in ways that inform our under-
standing of what is ahead, I would also like to point you to  
oth  er feature articles: “Fossil Hunting in the Milky Way,” by 
Kathryn V. Johnston (page 54)—which concerns discoveries 

that are helping to shape our knowl-
edge of ga  lactic evolution—and “The 
Storm God’s Tale,” by Zach Zorich (page 
76), which describes a finding that is 
giving us new insights into the gover-
nance of the Ma  ya people.

Indeed, after 169 years, Scientific 
American is still new every day, as it 
covers the rich ground of invention. As 
a 1911 issue explained: “The purpose of 
this journal is to record, accurately and 
in simple terms, the world’s progress  
in scientific knowledge and industrial 
achievement. It seeks to present this 
information in a form so readable and 
easily understood, as to set forth and 
emphasize the inherent charm and fas-
cination of science.” Amen to that. 

THOMAS EDISON demoed this “simple 
little contrivance,” which talked to the 

editors in our New York City offices in 1877.

© 2014 Scientific American
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CLIMATE CALCULATIONS
 In “ClimeApocalypse!” [Skeptic], Michael 
Shermer draws on the widely criticized 
work of Danish political scientist Bjørn 
Lomborg to conclude that climate change 
is not a large concern when compared 
with poverty and global health. 

This is a false dichotomy; few global is-
sues we face are of greater consequence to 
the poor and to all living creatures on the 
planet than climate change. Without im-
mediate, large-scale action, global water 
supplies, agriculture, disease rates and ex-
treme weather will have profound nega-
tive consequences on all of us.

Rafael Reyes 
San Mateo, Calif.

Shermer’s analysis is very anthropo-
morphic. It takes into account only the 
damages and costs to humans. It also 
takes into account only the current popu-
lation with no accounting for future ones. 

Joe Vipond 
Calgary, Alberta

SHERMER REPLIES:  In response to Reyes: 
There appears to be a general consensus 
among scientists that global warming is 
real and human-caused, but I disagree 
that there is as much consensus about the 
consequences. Given the levels of uncer-
tainty in climate models projecting out a 
century, wouldn’t it be prudent to save 
lives now with the relatively less expensive 

measures we are already implementing? 
As for the anthropomorphism of hu-

man suffering: Vipond is correct. We 
should care for the survival and flourish-
ing of all sentient beings, starting with 
all primates and marine mammals and 
then working our way across the evolu-
tionary branches to encompass any that 
can feel and suffer. Our children, and the 
offspring of all such sentient beings, de-
serve to be included in the moral sphere.

PRODUCTIVITY’S PERILS
 In “Will Work for Machines” [Science 
Agenda], the editors discuss the role tech-
nological innovations may have played in 
productivity and corporate profits having 
increased while incomes fell in the U.S. in 
recent decades, with job creation not keep-
ing up with population growth.

We live in a culture that rewards cor-
porations for cutting labor costs, which is 
done in ways that include replacing older 
workers with younger, less expensive ones; 
outsourcing jobs to lower-cost countries; 
eliminating pension plans; and, yes, dis-
placing human jobs with machines.

We need to prioritize the well-being of 
people as more important than profits. 
We can partly do so by making profitable 
corporations carry a higher percentage of 
the national tax burden and rewarding 
those that employ a lot of well-paid do-
mestic workers with a lower tax rate.

Robert Wise 
Campbell, Calif.

The editors neglect the role that “fi-
nancial engineering” has played in these 
trends. Over the past 35 years the idea 
that the only purpose of a corporation is 
to make money for its owners has become 

reentrenched in the U.S. and elsewhere. 
But through much of the 20th century, 
many corporations shared increases in 
productivity with their workers in the 
form of increased wages and benefits. 

Tim Budell 
via e-mail

EPIGENETIC INHERITANCE
 In “A New Kind of Inheritance,” Michael K. 
Skinner discusses the possibility that epi-
mutations (persistent changes in certain 
molecules that affect gene activity without 
altering DNA sequences) may be a source 
of inherited human disease. The article de-
tails research into potential examples of 
multigenerational epigenetic inheritance 
but does not mention the caveats that cur-
rently apply to many studies in this field.

Whereas the described effects of chem-
ical exposures on mice fit one definition 
of epigenetics, there is no convincing evi-
dence that the inherited phenotypes, or 
traits, are caused by, rather than just cor-
related with, alterations in epigenetic 
marks such as DNA methylation. 

Duncan Sproul 
MRC Human Genetics Unit 

University of Edinburgh

How might the notion of epigenetic 
transmission of environmentally acquired 
traits relate to Soviet biologist Trofim Ly-
senko’s ideas about the inheritability of 
acquired characteristics?

Mel Tremper 
Berwyn Heights, Md.

SKINNER REPLIES: Regarding Sproul’s 
comments: Epigenetic transgenerational 
inheritance has been shown to occur not 
only in rodents but also in plants, flies, 
worms, fishes, pigs and humans. The first 
step for both genetic and epigenetic mu-
tation research is to identify the associa-
tions and reproducibility of the phenom-
ena. That research will then move to the 
causal-link phase.  

In response to Tremper: In the early 
1800s Jean-Baptiste Lamarck proposed 
the theory that environmental factors 
promoted phenotypic changes that affect 
evolution, and Lysenko derived his theo-
ries from that earlier work. A number of 
different investigators agree that environ-
mentally induced epigenetic transgenera-

August 2014

 “Few global issues  
we face are of greater 
consequence to  
the poor and to all  
living creatures  
on the planet than  
climate change.” 

rafael reyes san mateo, calif.
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tional inheritance is a neo-Lamarckian 
concept. Clearly, neither Lamarck nor Ly-
senko had any concept for the molecular 
mechanisms involved. The new molecular 
(epigenetic) insights now provide a mech-
anism for these earlier observations. 

HOW TO IMPROVE EDUCATION
 As a retired educator, I was drawn to “The 
Science of Learning,” Barbara Kantrowitz’s 
article on experiments conducted in “an ef-
fort to bring more rigorous science to U.S. 
classrooms” and their results. But I cringed 
at the statement that this movement began 
with the No Child Left Behind Act.

In the late 1950s I went to a teacher’s 
college, where “progressive education,” 
then in its waning days, was propagan-
dized, and I entered teaching in the days of 
the National Defense Education Act, with 
its science-teaching incentives. Then, over 
the years, came new models and curricula 
and related grants to education colleges.

Here’s the bottom line: Place a student 
from a home that values education in a 
class with a teacher who loves his subject 
and enjoys teaching, and learning takes 
place. Everything else is window dressing. 

Robert L. Ballantyne 
Gilbertsville, Pa.

MATRYOSHKA MULTIVERSE?
 In “The Black Hole at the Beginning of 
Time,” Niayesh Afshordi, Robert B. Mann 
and Razieh Pourhasan posit that our 
three-dimensional universe may have 
arisen from the formation of a black hole 
in an earlier four-dimensional universe. 
Shouldn’t we then expect to find two- 
dimensional universes created by our 3-D 
black holes and 1-D black holes from 2-D 
ones? And then what?

Andy Robertson 
via e-mail

MANN REPLIES: In principle, this kind 
of dimensional “nesting” could exist. But 
there is currently no empirical evidence 
of such universes.

ERRATUM
 Because of an editing error, “Cosmic (In)
Significance,” by Caleb Scharf, gave an in -
correct measure for the smallest reproduc-
ing bacteria. They measure around 200 bil-
lionths of a meter.
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Caution: Cops 
with Cameras 
Wearing small recording devices could 
reduce violent confrontations, but  
without careful planning and better 
research, the attempt could backfire

Less than a month after Michael Brown was shot and killed by a 
law-enforcement officer in Ferguson, Mo., the municipal po lice 
department issued 50 wearable video cameras to its officers so 
they could record encounters with the public. Since then, at 
least a dozen other U.S. cities—including Miami Beach, Fla., and 
Flagstaff, Ariz.—have announced similar plans. The response is 
commendable, but police chiefs should proceed cautiously. 

Proponents argue that the small, tamper-proof cameras will 
lead to fewer violent encounters between police officers and cit-
izens because everyone knows that their speech and actions can 
be retrieved later. The evidence supporting such a conclusion is 
preliminary, however. Blindly adopting the technology without 
a carefully thought out policy and without training on how and 
when cameras should be used could make matters worse. 

“What if video doesn’t get recorded during a critical inci-
dent because officers are not trained, or they don’t understand 
how to maintain the equipment?” asks Michael D. White, a pro-
fessor of criminology at Arizona State University, who recently 
as  sessed body-worn cameras for the U.S. Department of Justice. 
A community that has learned not to trust civic authorities 
might suspect a cover-up. And the chances of this kind of mis-
take are fairly high: in one survey, nearly one third of public 
safety agencies using body-worn cameras did not have a writ-
ten policy governing when or under what circumstances they 
should be activated.

Even when video images are available, they are not always 
conclusive. For instance, after watching surveillance re  cordings 
of a 2012 arrest in Denver, in which the head of a handcuffed 
woman was slammed into a wall, the police chief concluded the 
use of force had been appropriate. But the city’s independent 
monitor found it excessive. Still, more evidence in most cases, 
even if it is not always conclusive, may turn out to be helpful. 

Tantalizing hints that camera use could minimize clashes ex -
ist in the five small field trials that have been published so far. Al -
though several of them were subject to biases because conditions 
were not well controlled, the tests nonetheless suggested that, 
overall, body-camera use decreased the number of times officers 
re  sorted to force, as well as the number of times citizens com-
plained about police behavior. 

More rigorous study is needed. Patrol areas chosen to pilot the 

devices should be carefully compared with similar neighborhoods 
where officers do not wear cameras. These comparisons should be 
done before and after de  ployment to establish a proper baseline 
against which to measure the results. And video recording should 
be compared with other efforts, such as community outreach pro-
grams or officer training to de-escalate tense situations, to see 
which tactics prove more effective at reducing clashes. 

Research should also address important civil-liberty ques-
tions. Could the images be used to monitor or otherwise entrap 
law-abiding citizens? Within police ranks, some officers worry 
that an unsympathetic supervisor might troll videos for minor 
infractions to torpedo an officer’s career. Who has access to the 
videos? Will eyewitnesses be less willing to speak forthrightly if 
their conversations are recorded?

The National Institute of Justice, the research and develop-
ment arm of the doj, is funding two larger camera studies in Las 
Vegas and Los Angeles that should explore a few of these issues. 
Results are expected starting in late 2015. 

Chances are that the movement to adopt body-worn cameras 
is unstoppable. The American Civil Liberties Union, a tradition-
al opponent of surveillance, has cautiously embraced the tech-
nology. This momentum makes the urgent need for clear rules 
and training guidelines all the more apparent. Towns and cities 
that are planning to use the cameras should ensure that the 
community has an ongoing say in those plans, as well as a mech-
anism to resolve disputes when videos are subject to contradic-
tory interpretations. 

Finally, the doj, which will probably end up subsidizing the 
purchase of many of these cameras, should buy devices only  
for police forces that participate in larger research efforts and 
share the results with the wider public. This way we can all see 
what is going on. 

SCIENTIFIC AMERICAN ONLINE  
Comment on this article at ScientificAmerican.com/dec2014

© 2014 Scientific American





12 Scientific American, December 2014

Forum by Ryan Calo

Commentary on science in the news from the experts

Illustration by Naftali Beder

Ryan Calo is a law professor at the 
University of Washington and a leading 
scholar on robotics, law and policy.

Bring on the Robocrats
We need a federal agency to smooth the integration of robotics into society

The robots are no longer coming; they are here. And the law’s 
response has been lacking. Many believe that the Federal Avia-
tion Administration has overstepped its authority in regulating 
drones. Lawsuits imply that the Food and Drug Administration 
could have done more to vet robotic surgery. Nevada—the first 
state to pass a driverless car law—had to repeal its definition of 
autonomous driving and write a new one.

What is the best approach for integrating this transformative 
technology? We cannot know for sure. That is why we need a fed-
eral agency to help figure it out. 

Important technologies have led to the formation of new agen-
cies in the past. Trains did. Radio led to the Federal Radio Com-
mission, which became the Federal Communications Commis-
sion. The Internet has no federal agency as such, but two governing 
bodies supervise its unique architecture. Why not robotics? It 
would go against precedent to not have a federal robotics agency.

The need for such an agency is already clear. I have mentioned 
the problems that the faa, the fda and the state of Nevada have 
had with robotics. Other examples abound. The fcc has been try-
ing for more than 10 years to figure out whether it would be safe 
for people to use efficient, artificially intelligent radios that can 
change the frequency and power at which they broadcast. The 
Securities and Exchange Commission has been looking at high-
speed trading algorithms—robots of the market, if you will—since 
they briefly crashed the stock exchange a few years ago. The agen-
cy still has no idea what to do about them. When Congress 
charged the Department of Transportation with determining 
whether a software glitch caused certain Toyotas to “suddenly 

accelerate,” the agency had to call in nasa—which can take only 
so many breaks from putting robots on Mars to look at a sedan.

A big part of the problem is that the government lacks exper-
tise in robotics, and because of its piecemeal approach to the 
subject, it is not accruing that expertise fast enough. Agencies, 
states, courts and others are not talking to one another about 
these issues. Government entities fail to see common themes in 
different technologies: drones, for instance, rarely come up in 
discussions of driverless cars even though they present similar 
issues of safety, privacy and psychological unease. 

A “Federal Robotics Commission” could help. Such a body 
should not “regulate” robots in the sense of fashioning rules that 
roboticists or others must follow. That would be premature. Rath-
er the commission would be organized to support and advise. 

This past fall I wrote a Brookings Institution white paper, 
“The Case for a Federal Robotics Commission,” explaining how 
this agency could operate. In broad strokes: it could coordinate 
basic robotics research in an attempt to solve the still consider-
able technical challenges this technology presents. It might ad -
vise other federal agencies on matters involving robotics, includ-
ing the dot on driverless cars, the sec on high-speed trading, the 
fda on robotic medical devices, the fcc on “cognitive radios,” the 
faa on drones and, eventually, the Federal Trade Commission on 
consumer products. A robotics agency could play a similar advi-
sory role for lawmakers and even the courts. Finally, it could con-
vene stakeholders from industry, government, academia and 
non  governmental organizations to discuss the impact of robotics 
and artificial intelligence on society. 

There would be other benefits. Today the government has a 
hard time hiring engineering talent away from academia or in -
dustry. A robotics agency would be well placed to attract technol-
ogists who might be reticent to work for the government other-
wise. The U.S. has consciously cultivated a “best and brightest” 
approach to recruitment in the past—which is why, when faced 
with a tough technical challenge, the dot found the people it 
needed at nasa.

Government agencies in Japan and Europe are already play-
ing a central role in robotics. The European Union, for example, 
has commissioned a consortium of experts to develop compre-
hensive legal and policy guidelines. The U.S. should follow suit. 
If we fail to think about proper legal and policy infrastructure 
now, robotics could be the first transformative technology since 
steam in which America has not played a preeminent role. 
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CLIMATE CHANGE

Cities to the Rescue 
As nations dither on meaningful steps to combat climate change, localities are stepping in with their own 
measures to reduce emissions of greenhouse gases 

In the city that never sleeps, the lights 
burn all night. And New York City needs 
energy for those lights, as well as for 
heating, air-conditioning and many oth-
er services. To meet these demands, the 
Big Apple belched nearly 60 million met-
ric tons of greenhouse gases into the 
atmosphere in 2005. 

Eight years later, despite a rise in pop-
ulation and new construction, emissions 

of greenhouse gas pollution had dropped 
by more than 11 million metric tons. How 
did Gotham manage to go so green? By 
banning the dirtiest oil used for heating 
and benefiting from a switch to natural 
gas for generating electricity.

New York is not alone in taking cli-
mate change seriously. Cities across the 
globe are stepping into the leadership 
vacuum left by nations, which have failed 

to take meaningful action on global 
warming for more than two decades. 
Coastal cities, which are particularly  
vulnerable to sea-level rise and other ill 
effects of rising temperatures, are leading 
the charge. Copenhagen, Melbourne and 
a handful of others have laid plans to go 
carbon-neutral. The “Compact of May-
ors,” a group of 228 cities representing 

Continued on page 19

The People’s Climate March in New York 
City brought thousands to the streets.
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436 million citizens around the world 
made commitments at the United 
Nations Climate Summit earlier this 
year to avoid two billion metric tons of 
greenhouse gas pollution per year. 
Even Chinese cities are in on the 
action: cap-and-trade markets for car-
bon pollution opened in 2013 in seven 
regions, including Shenzhen, which 
reduced carbon dioxide emissions by 
2.5 million metric tons this past year, 
says Vice Mayor Tang Jie. 

That forward motion is in contrast 
to China’s failure as a nation to reduce 
carbon intensity—the pollution associ-
ated with economic activity—as it 
promised in the five-year plan that ends 
next year. China, the U.S. and the rest 
of the world spew more than 36 billion 
metric tons of greenhouse gases a 
year—and the number continues to rise. 

In response to this lack of progress, 
at least 100,000 people took to the 

streets of New York this past September 
to demand action from leaders. Partici-
pants in the People’s Climate March 
expressed hope that when country rep-
resentatives meet in Paris in December 
2015 for the 21st iteration of internation-
al talks, they will hash out a new, legally 
binding treaty to curb emissions. Many 
climate policy experts fear the meeting 
will not achieve nearly enough, however. 

Regardless of how international 
talks go, the world’s cities could cut 
eight billion metric tons of greenhouse 
gases by 2050, according to an analysis 
by the C40 group of cities. That is signif-
icant but delivers only slightly more 
than the Montreal Protocol of 1987, the 
single biggest step ever taken to restrain 
climate change. That one treaty accom-
plished what it would take hundreds of 
local laws to do. An international solu-
tion is important, but until one arrives, 
the cities will strive to keep the lights on 
and the pollution down.  —David Biello�

Illustratio�ns by Tho�mas Fuchs

Co�ntinued fro�m page 15

MATERIALS SCIENCE

Bend by Design
New progress in flexible displays

A handful of iPhone 6 owners were dis-
mayed this past fall to find that their 
new gadgets bent ever so slightly. Apple 
responded by stating that the issue was 
extremely rare and that the products 
met high endurance standards. Still, 
some technology companies do want 
electronics that can bend—on purpose. 

Materials scientists have been work-
ing on components that can flex and roll 
for years. In a paper published in Sep-
tember in the journal APL Materials, 
 researchers at Seoul National University 
describe a recent success for displays: 
flexible LEDs that could help replace 
shatter-prone screens. The scientists 
first grew carpets of microscopic wires 
of gallium nitride, a light-emitting crys-
talline material, on an ultrathin mesh of 
graphene, which is a layer of carbon 
atoms that is flexible, conductive and 
tough. They then peeled the graphene-
LED sheets off a copper backing and 
placed them on a pliable polymer—the 
beginnings of a bendy screen. 

The blue LEDs found inside most of 
today’s LCDs—and whose inventors were 
awarded the Nobel Prize in Physics this 
year—use gallium nitride because it is 
energy efficient and bright. It has been 
difficult to grow the material on a pliable 
surface, however. The Korean team’s new 
LEDs, which can shine without interrup-
tion through more than 1,000 bending 
cycles, seem to balance the trade-off 
between quality and flexibility. If the 
researchers can integrate these individu-
al sheets to make a full display, the LEDs 
might be found in future phones that 
bend—by design. —Katherine Bo�urzac

ATMOSPHERIC SCIENCE 

Forecast: Cloudy
Climatologists often ponder clouds. Do they largely reflect sunlight away from Earth, help-
ing it cool, or do they absorb and reradiate heat, accelerating rising temperatures? Their net 
effect in a changing climate remains an unknown. In September nasa deployed a team to 
the Arctic to gather more data on this question. Onboard a C-130 plane with solar, thermal 
and microwave radio meters, researchers recorded how sunlight and heat moved through 
the clouds; they also surveyed sea ice above 250,000 square nautical miles of Alaska. The 
work complements another nasa-supported team at the University of Alaska Fairbanks that 
is monitoring glacier size with planes such as the DHC-3 Otter (�above�). In both cases, planes 
collect sharper readings than satellites. “We’ll be making the data set available to the scien-
tific community within six months,” says nasa mission leader William Smith.  —�Amy Nordrum
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SPACE

Deep Space 
or Bust
nasa will soon launch its new 
capsule on a maiden flight

nasa retired its ride to space, the space 
shuttle, in 2011, but its next spaceship 
was in the works well before then. Con-
ceived in 2005, the Orion capsule is now 
set to make its first test flight, which is 
scheduled for December. 

The cone-shaped vehicle, designed to 
carry humans farther into space than 
ever before, is reminiscent of the  Apollo 
 capsules that flew astronauts to the 
moon, but it is a third larger. These 
roomier dimensions can house between 
two and six crew members for missions 
of 21 days—longer than any previous 
vehicle except space stations. 

The upcoming four-hour flight, when 
the capsule will launch from Cape 
Canaveral, Fla., and enter low-Earth 

orbit, will carry no human 
cargo. Rather the trial run 
will ensure that the space-
craft’s rocket encasings safe-
ly jettison when they are sup-
posed to, that its parachutes 
deploy correctly and that its 
heat shield can withstand 
the 4,000 degree Fahrenheit 
flames of reentry. The test 
should pave the way for a 
crewed flight in 2021 to visit 
a nearby asteroid. The ulti-
mate goal is a journey to 
Mars, when Orion would 
dock with another traveling 
habitat for extra living space.

Eventually Orion will fly 
atop nasa’s Space Launch 
System (SLS), a rocket still in develop-
ment that will be the most powerful ever 
built. For Orion’�s test this month, the 
United Launch Alliance’s Delta IV Heavy 
rocket will stand in. The Delta IV pro-
duces nearly two million pounds of 
thrust, much less than the 8.4 million 
pounds of thrust the SLS should gener-
ate (which is 10 percent more than the 

Saturn V rocket that launched astro-
nauts to the moon). nasa estimates it 
will cost up to $22 billion to develop the 
first versions of Orion and the SLS. 

A lot is riding on this maiden voyage 
besides money. Ever since the space 
shuttle was mothballed, the future of 
American spaceflight has been murky. 
This could be the energizer nasa has 
been hoping for.  —Clara Moskowitz

SERVICE MODULE 
Provides power and propulsion  

for the spacecraft

LAUNCH ABORT SYSTEM 
Evacuates crew  
in emergencies

CREW MODULE 
Accommodates two 

to six astronauts

Docking adapter 
for connecting to 
other spacecraft 

Reentry heat shield 

Storage tanks 

Solar arrays will not be used during Orion’�s first 
flight, which is short enough that the spacecraft 
will not need to generate its own power 

Abort motor nozzles

 Orion assembly at the Kennedy Space Center 

© 2014 Scientific American





22 Scientific American, December 2014  ScientificAmerican.com/dec2014COMMENT AT 

GE
TT

Y 
IM

AG
ES

ADVANCES

SUSTAINABILITY

What Would John 
Muir Do Now? 
December marks the centennial of the death of conservationist John Muir, who 
founded the Sierra Club and helped create the Yosemite and Sequoia national parks, 
among others. Scientific American asked four speakers from November’s World 
Parks Congress—a meeting held every 10 years by the International Union for 
Conservation of Nature to discuss issues concerning protected areas—what would be 
at the top of their to-do lists for the next decade.  —Roger Drouin�

“Muir saw the decline of the passenger 
pigeon. Now we are facing an extinction 
wave. To stabilize and reverse the loss of 
biodiversity, we have to reduce our eco-
logical footprint; we have to produce more 
wisely and consume more wisely, using 
less energy and less land and less water.” 
—MARCO LAMBERTINI, director general, 
World Wide Fund for Nature International

“We need to look at wetland restoration 
because we have lost so much: a 40 per-
cent loss from 1970 to 2010. All of the 
water that is groundwater—the aquifers, 
the peat bogs, the salt marshes, the man-
groves, coral reefs—all of these are classi-
fied as wetlands. That’s why we have to 
tackle the issue from the global level.”
—CHRISTOPHER BRIGGS, secretary  
general, Convention on Wetlands of Inter
national Importance (Ramsar Convention)

“People don’t realize the value in the 
illegal trade in wildlife is nearly as high 
as the trade in drugs. We need govern-
ments to take this seriously. We need 
legislation in countries that makes kill-
ing rhinos a serious, serious crime.”
—GREGORY CARR, president, Gorongosa  
Restoration Project (the nonprofit manages 
the onemillionacre Gorongosa National  
Park in Mozambique)

“Even where land is severely degraded, 
simple and cheap restoration methods 
can restore incredible biodiversity, 
replenish watersheds, attract migratory 
birds and shield the land from being  
ravaged by extreme weather. We  
may not recover everything, but the 
improvement is dramatic.” 
—MONIQUE BARBUT, executive secretary, 
U.N. Convention to Combat Desertification

John Muir (1838–1914) advocated for 
the creation of today’s national parks.
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B Y  T H E  N U M B E R S 

A GALÁPAGOS ICON 
Taxidermists give immortality 

to a beloved tortoise 

Tucked in a corner of the American Museum  
of Natural History in New York City, next to fossils 
of long-gone gigantic sloths and knee-high hors-
es, stands a newcomer to the extinction parade: 
Lonesome George, the last of his subspecies and  
a native of the Galápagos’s Pinta Island. Until his 
death in 2012, the giant tortoise had stood as a 
global conservation icon for four decades. Now, 
preserved by a team of taxidermists and put on 
display at the museum until his January 4 return 
to his South American homeland, George still 
shares his message amid other vanished spe-
cies—lonesome no more.  —Nicholas St. Fleur 

1971  
Year George was found by József Vágvölgyi,  

a Hungarian scientist studying snails 

165  
Weight, in pounds 

100  
Estimated age at death 

9  
Months to dry his shell 

1.5  
Years to complete taxidermy 

7  
Height of the mount, in feet 

100  
Photographs consulted to get  
George’s regal pose just right 
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Plantibody: 
(�n.�) A human antibody produced by plants.

This past summer doctors treated two 
Americans infected with Ebola virus with 
an experimental drug created by Mapp 
Biopharmaceutical. Both patients lived, 
although experts are not certain whether 
the drug contributed to their survival. 
Named ZMapp, it is a mixture of differ-
ent antibodies that bind to the virus—
and is made by tobacco plants.

Plants do not have antibodies of their 
own, but they nonetheless have the cel-
lular machinery to make these infection-
fighting proteins. Researchers first rec-
ognized such potential in 1989 and went 
on to hijack a tobacco plant’s biology to 
synthesize human antibodies. Since 
then, several biotech companies have 
been developing plantibodies that could 
treat diseases, such as Ebola and rabies. 

Plantibody production is straightfor-

ward: scientists insert the gene for an 
antibody into a disarmed virus, which is 
taken up by a plant’s leaves. Using the 
new DNA, the plant builds the human 
proteins. Scientists extract them about a 
week later. The process takes a little over 
a month—a faster and cheaper means of 
manufacturing than using hamster ovary 
cells, which is the standard. Growing the 
plants is inexpensive, says Julian Ma, an 
immunologist at St. George’s, University 
of London. “It’s basically just soil and 
water you’re paying for.”

Despite its ease, plantibody produc-
tion is not widespread. Most large phar-
maceutical companies are reluctant to 
make the switch because they have 
invested so much money in ovary cells, 
Ma says. Until plantibody drugs go 
through regulatory processes, smaller 

biotech companies most likely will be 
the ones producing them. 

Plantibodies in development include 
those designed to target HIV, herpes, 
cancer and rabies. ZMapp itself is nearly 
ready to enter clinical trials: a recent 
study of Ebola-infected monkeys demon-
strated its effectiveness. Experts estimate 
that plantibodies will not go on the mar-
ket for at least five years, but that projec-
tion may change. In September the U.S. 
Department of Health and Human Servic-
es announced that it would like to accel-
erate ZMapp tests in an 18-month push. 
  —Annie Sneed

KNOW THE

JARGON 
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MYCOLOGY

Mushroom Man
Collecting fungi is more than a hobby for Rodham Tulloss

One of the world’s largest and most 
diverse collections of amanitas—the 
group of fungi that includes death caps, 
destroying angels and the polka-dotted 
mushrooms of Super Mario renown—is 
kept in a converted garage in Roosevelt, 
N.J. The stockpile is maintained by Rod-
ham E. Tulloss, aged 70, who has docu-
mented species so rare they have been 
seen only once or twice in the past 50 
years. His climate-controlled Herbarium 
Rooseveltensis Amanitarum may con-

tain more distinct species than any uni-
versity or museum. “I’ve never counted,” 
he says. “I can tell you I have well over 
6,000 collections of Amanita alone.” 

Tulloss, a retired electronics engineer 
and Bell Labs Fellow, is a passionate 
amateur who has collaborated with pro-
fessionals. He has worked with evolu-
tionary biologists at Harvard University 
and co-authored a paper with them in 
 PLOS ONE that showed how amanitas 
lost genes associated with breaking 
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 “ I don’t know how 
much time I have 
left so I want to 
give it my all.” 

down cellulose as they evolved—in effect, 
moving from free-living organisms into a 
long-term, symbiotic relationship with trees. 
He is also an honorary research associate  
at the New York Botanical Garden in the 
Bronx and has worked with mycologists at 
the Chinese Academy of Sciences’s Kunming 
Institute of Botany and many others to reli-
ably identify and describe new species.

Of the estimated 1.5 million fungi spe-
cies worldwide, only a small percentage 
have been categorized. One hurdle is the 
biodiversity magnitude; another problem  
is that the fruiting bodies, the things we call 
mushrooms, can be inconspicuous and 
fleeting. Thomas Bruns, a microbiologist at 
the University of California, Berkeley, says, 
“If you had to identify all of the plants on 
earth by their fruit alone, it’d be a pretty 
tough job, and you’d probably make a lot of 
mistakes at it. That’s kind of what we’ve got 
here.” Two years ago, when Bruns convened 
a meeting of the North American Mycoflora 
Project, an ambitious attempt to catalogue 
and map the distribution of species, he 
looked to Tulloss’s garage. “He has a super-
valuable collection,” Bruns says. 

Genetic sequencing has revealed many 
misclassifications in the fungi world in 
recent years. Tulloss’s late mentor, Dutch 
mycologist Cornelis Bas, called him a bear 
because of his persistence in sorting out the 
conflicting labels. He took the description 
to heart and calls himself the Amanita Bear. 
Motto: “Only you can prevent taxonomic 
and nomenclatural confusion!”

Tulloss’s obsession does not extend to all 
mushrooms. In August he was walking in a 
cemetery near Steuben, Maine, when he 
ducked into the woods and spotted an edi-
ble fungus, Hypomyces lactifluorum, which 
resembles a cooked crustacean. “Lobsters!” 
He shouted. While his companions bent to 
collect them for dinner, Tulloss walked on in 
search of tall, white fungi with a ring around 
the stem: amanitas. “I don’t know how 
much time I have left,” he says, “so I want to 
give it my all.”  —Peter Andrey Smith
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Power to 
the Internet 
of Things
Four novel energy- 
gathering methods will  
keep gadgets abuzz 

As many as 50 billion devices will be online 
by the end of the decade. Along with smart 
thermostats and appliances, this so-called 
Internet of Things (IoT) includes swaths of 
tiny sensors that track everything from 
steps and calories to humidity and light. A 
web of power cords would undercut its 
usability. Thus, universities and companies 
alike are refining energy-harvesting tech-
niques to free the IoT from plugs—for good. 
 —Corinne Iozzio

 PIEZOELECTRIC 
This past summer Rochester, N.Y.–based 
MicroGen Systems rolled out the Bolt, a 
quarter-sized generator that converts 
ambient vibrations into usable power. A 
subtle rumble, perhaps produced by an air 
conditioner or microwave, causes a flap in 
the device to flutter, which in turn creates 

a current that goes into either a capacitor 
or a small rechargeable battery. 
THE GOOD: Scalable. Vibration sources  
readily available. 
THE BAD: Produces only enough energy 
for low-power devices, such as sensors. 

 SOLAR 
SunPartner Technologies, a French com-
pany, has developed transparent solar 
panels that can cover screens and other 
surfaces. An array of microlenses on the 
photovoltaic material bends light around 
the strips to make them invisible. The 
company is already producing displays for 
smartphones and watches and is finalizing 
a prototype of an embedded sensor. 
THE GOOD: Virtually invisible panels can be 
incorporated into a wide array of devices. 
THE BAD: Will not work in inconsistent 
light or typically dark areas, such as base-
ments and under sinks. 

 WI-FI BACKSCATTER 
A prototype by University of Washington 
researchers harvests power from existing 
wireless transmissions, such as television 
and radio signals, to send messages over a 
local Wi-Fi network. The device selectively 
reflects Wi-Fi signals, encoding data that 
other devices on the network can then 
decode. The team’s start-up aims to bring 
the first products to market within a year. 
THE GOOD: Can both charge devices and 
transmit data. 
THE BAD: Wi-Fi transmissions typically 
come in bursts, making connectivity unpre-
dictable and power draw relatively low.

 THERMOELECTRIC 
By taking advantage of electrons’ natural 
flow from the hot side of a conductive 
material to the cold side, a thermoelectric 
generator can convert body heat into pow-
er. A team at the Korea Advanced Institute 
of Science and Technology recently dem-
onstrated a compact version encased in 
flexible glass; it is capable of producing  
40 milliwatts of power at room temperature.
THE GOOD: Potential to continuously 
charge a battery as long as the device is in 
contact with a warm body. 
THE BAD: Requires a large temperature dif-
ferential (about 31 degrees Celsius) to 
work. Small power yield. Best suited for 
wearables, not ambient sensors. 
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 U.S.  
 The federal government 
launched an open database 
to catalogue the financial 
ties among doctors  
and drug and medical 
device companies.

IN THE NEWS

Quick Hits
 CROATIA  
 A 70-year-old pilot completed the first 
underground descent in a hot-air balloon, 
navigating a shaft in Mamet Cave to nearly 
700 feet below the surface.

 U.K.  
 Copyright law now permits citizens to 
transfer material on DVDs, CDs and 
MP3s to a backup device. Owners still 
cannot burn a DVD for friends—the 
copy must be for personal use.

 CHINA  
 Physicists plan to submit a 
blueprint for what would be 
the world’s largest particle 
collider—twice the size of 
CERN near Geneva—to the 
government in December. 
The ring-shaped collider 
would be large enough to 
encompass Manhattan.

 BRAZIL  
 Batches of 10,000 mosquitoes carrying 
bacteria that inhibit dengue fever  
were released in hopes of combating  
the disease’s spread.  GERMANY  

 Attending any university is now free. 
Lower Saxony became the last state 
to abolish tuition fees. 

© 2014 Scientific American

© 2014 Scientific American



32 Scientific American, December 2014  ScientificAmerican.com/dec2014COMMENT AT 

ADVANCES

ANIMAL BEHAVIOR

Call of the 
Crybaby
Distress calls of infant mammals 
are strikingly similar

A sharp cry pierces the air. Soon a wor-
ried mother deer approaches the source 
of the sound, expecting to find her fawn. 
But the sound is coming from a speaker 
system, and the call isn’t that of a baby 
deer at all. It’s an infant fur seal’s. 

Because deer and seals do not live  
in the same habitats, mother deer 
should not know how baby seal screams 
sound, reasoned biologists Susan Lingle 
of the University of Winnipeg and Tobias 
Riede of Midwestern University, who 
were running the acoustic experiment. 

So why did a mother deer react 
with concern? 

Over two summers, the 
researchers treated herds of 
mule deer and white-tailed 
deer on a Canadian farm to 
modified recording of the 
cries of a wide variety of 
infant mammals—elands, 
marmots, bats, fur seals, sea 
lions, domestic cats, dogs and 
humans. By observing how 
mother deer responded, Lingle 
and Riede discovered that as long 
as the fundamental frequency was 
similar to that of their own infants’ calls, 
those mothers approached the speaker 

as if they were looking for their off-
spring. Such a reaction suggests deep 
commonalities among the cries of most 
young mammals. (The mother deer did 
not show concern for white noise, bird-
calls or coyote barks.) Lingle and Riede 
published their findings in October in 
the American Naturalist.

Researchers had previously proposed 
that sounds made by different animals 
during similar experiences—when they 
were in pain, for example—would share 
acoustic traits. “As humans, we often 
‘feel’ for the cry of young animals,” Lin-
gle says. That empathy may arise 
because emotions are expressed in vocal-
ly similar ways among mammals. 

Psychologist David Reby of the Uni-
versity of Sussex in England, who stud-
ies the evolution of communication, is 
not surprised by these findings. From an 
infant’s perspective, it is advantageous to 
attract any potential caregiver that could 
increase its chances of survival. And for 
parents, Reby says, “it is probably more 
advantageous to respond to anything 
that vaguely resembles a baby distress 
call.” If a predator is involved, a parent 
cannot waste time deciding whether the 
baby in need of help is its own. The costs 
of ignoring the cry are too high.

These results might also explain 
some instances of cross-species adoption 
in the wild. If a mother has recently lost 
her own infant and still has maternal 
hormones circulating, Lingle says, she 
may be primed to care for a ward when 
she hears its call—no matter what it 
looks like.  —Jason G. Goldman

Mother deer should 
not know how baby 
seal screams sound.
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Of Germs and 
Germination
Teens take top science prize  
for a plan to ease world hunger

A chance observation about warts on a 
pea plant led a group of teenagers on a 
three-year mission to ease the world food 
crisis using agricultural science. Their 

perseverance paid off when they won the 
Grand Prize at the annual Google Science 
Fair in Palo Alto, Calif., in September. 
(�Scientific American co-sponsors the awards.�)

The mission started after Émer Hickey, 
a now 17-year-old from Kinsale, Ireland, and 
her mother first embarked on gardening a 
few years ago. They pulled up a pea plant 
and saw that the roots were covered in 
nodules. Thinking the bumps might be a 
sign of poor health, Emer brought the plant 
to her science teacher. He explained that 

the growths held rhizobium, a beneficial 
bacterium that converts nitrogen in the 
atmosphere into ammonia and other 
compounds that help plants grow. 

At the time, Hickey’s geography class 
was studying the world food crisis, which 
inspired her and two friends, Ciara Judge 
and Sophie Healy-Thow, to try and apply 
rhizobia to barley and oats to see if the 
microbes might boost their yields. “We 
became really interested in what this 
bacterium can do,” Healy-Thow says.

After some 120 tests on thousands  
of seeds in a bedroom-turned-laboratory, 
the team found that rhizobia sped up the 
rate at which barley seeds germinate by  
50 percent and increased crop yield by as 
much as 74 percent. 

They are now working with crop 
scientists to better understand how the 
bacteria interact with cereal crops and to 
confirm their results in broader field trials. 
Says Hickey: “We want to bring this into 
commercial use and change the world with 
our findings.”  —�Anna Kuchment

Healy-Thow, Judge and Hickey (left to right) took home $50,000 worth of scholarships.
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Never Too Old for Chemo
As the number of elderly patients with cancer soars,  
researchers explore how best to treat them

For my hale and hearty father-in-law, the first sign that some
thing was wrong occurred at 88 years of age, when his ever reli
able tennis serve kept landing astray. A series of medical tests 
soon revealed the worst: advanced, metastatic pancreatic can
cer. Treatment might buy him a little time, his doctors told him, 
but that prospect did not outweigh his dread of spending his 
final days in a toxic and debilitating haze of chemotherapy. He 
quickly opted for hospice care and died with dignity less than 
two months later, surrounded by loved ones. 

My own father learned he had bladder cancer at 91 and made 
a very different choice. He underwent the full trifecta of treat
ment: surgery to pare down a tumor that had already penetrat
ed the bladder wall, plus seven weeks of chemotherapy and 35 
radiation treatments to destroy lingering cancer cells. There 
were times when he regretted it, complaining of weakness and 
torpor, but 20 months after completing the clinical gauntlet, he 
is alive and going relatively strong, considering he is 93. His sis

ter made a similar decision when faced with lymphoma at 88; 
she, too, is a survivor—at 91.

Twenty years ago few oncologists would have attempted ag 
gressive therapies with 90yearolds. No one used the term 
“granny death panel,” but people in their ninth and 10th 
decades of life were seen as too fragile for treatment. Their can
cers were often believed to be so slowgrowing that something 
else might kill them first; it made little sense to put them 
through the or  deal and cost of treatment.

Those ideas have since largely fallen by the wayside. Now, as 
my own family experience suggests, the elderly—especially the 
very old—are the fastestgrowing group of cancer patients in the 
U.S., thanks mostly to the aging of the general population, better 
screening, improved therapies and other changes in medical 
practice. More than half of U.S. cancer patients are older than 
65, and by 2030 that figure will rise to 70 percent, according to a 
2012 analysis. Understanding differences in how cancer devel
ops and behaves in the elderly and determining which older pa 
tients can benefit from treatment—and which ones lack the re 
silience to tolerate it—are therefore increasingly urgent issues. 
Fortunately, research is beginning to answer these questions 
and provide badly needed tools for doctors, patients and fami
lies facing complex decisions about treatment.

 A DISEASE OF AGING
Live Long enough, and chances are about 40 percent that you will 
develop a potentially lifethreatening malignancy. Al  though can
cer certainly can and does strike young people, it is, by and large, 
a disease of aging—and the leading cause of death in Americans 
between 60 and 79 years old.

Risks for most types of cancer increase as we grow older for 
at least three reasons. First, we experience more cumulative ex 
posure to the things that mess with DNA in ways that can lead 
to malignant growth: sunlight, radiation, environmental toxins 
and noxious byproducts of metabolism. Second, older cells are 
more vulnerable to this damage—or less able to repair them
selves. “Most aging cells develop genomic changes that make 
them more susceptible to the carcinogens in the environment,” 
says oncologist Lodovico Balducci, who studies and treats can
cer in the elderly at the Moffitt Cancer Center in Tampa, Fla. 
Third, the various housekeeping systems—such as the immune 
defenses—that keep our tissues healthy begin to break down 
with age, the equivalent of watchdogs falling asleep. 

The old idea that cancer is less aggressive in the elderly is not 
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entirely without merit: breast and prostate cancers tend to grow 
more slowly in older patients. But other types—colon and blad
der cancer and certain leukemias, for example—are usually 
more aggressive and harder to treat. This may in part be because 
of certain agerelated genetic mutations. 

An older body also provides a different internal environment 
for the growth of cancer cells than a younger body does. Whereas 
the drop in estrogen and other sex hormones that occurs with age 
can slow the development of some breast and prostate tumors, at 
least one other common endocrine change—rising levels of 
insulin—does the opposite, stimulating tumor growth. In addi
tion, older tissues tend to exhibit more chronic inflammation—a 
lowlevel infiltration of immune cells and substances. “This hall
mark of many old tissues,” explains Judith Campisi of the Buck 
Institute for Research on Aging in Novato, Calif., “will generally 
promote the growth of cancer.” 

No wonder, then, that people who are 75 and older have the 
highest cancer rates of all age groups. According to 2010 figures 
from the U.S. Centers for Disease Control and Prevention, tu 
mors with the potential to invade other tissues are nearly three 
times as common in people 75 and older as in individuals be 
tween ages 50 and 64—and that does not include common skin 
cancers (basal and squamous cell types) that tend not to spread 
deep within the body and that also become more pervasive 
with advancing age. 

 GETTING TREATMENT RIGHT
Despite the prevaLence of cancer in the elderly, treatment stud
ies rarely include people older than 70, leaving doctors without 
clear guidance on what works best for such patients. “In geriat
rics, we are always having to extrapolate from treatment guide
lines based on younger people, but the gap is most extreme in 
cancer care,” says Holly Holmes, a geriatrician—or specialist in 
aging—at the University of Texas M.D. Anderson Cancer Center. 
That gap may finally begin to close in the years ahead. In Sep
tember 2013 a report on the “crisis in cancer care” from the In 
stitute of Medicine recommended offering drug companies a 
patent extension of six months on new drugs that have been 
tested in the elderly; a similar incentive has greatly increased 
the testing of drugs in children. Without such changes, Holmes 
notes, “we’ll continue to test therapies only in the fittest people 
and get information that cannot be applied to older patients.”

In the meantime, though, some researchers have designed 
tools that can help physicians and patients make informed deci
sions. Doctors such as Holmes and Balducci, who treat a lot of 
elderly patients, generally agree that chronological age alone is a 
poor indicator of how someone will respond to cancer treatment. 
What is more revealing, they say, is the patient’s physiological 
age—a broad measure of health and wellbeing—and something 
called physiological reserve, which is essentially the ability to 
withstand stress, including the stress of surgery and chemother
apy. Doctors can best determine these attributes with a tool 
called a comprehensive geriatric assessment, a multifaceted in 
ventory of the patient’s strengths and weaknesses that looks at 
how well the body is operating. The assessment takes into ac 
count chronic diseases, medications, cognitive ability, nutrition
al status and social support. It also examines the patient’s abili

ty to function in the world: whether he or she needs help with 
what doctors call “activities of daily living” (getting out of bed, 
dressing, bathing, eating, toileting) and with such “instrumen
tal activities” as managing money and medications, cooking, 
do  ing laundry and negotiating public transportation.

Much like the developmental milestones that pediatricians 
use to assess a toddler’s health, activities of daily living involve 
multiple body systems working together and are therefore re 
markably revealing of an older person’s health—and predictive 
of the ability to tolerate treatment, says geriatric oncologist Arti 
Hurria of the City of Hope Comprehensive Cancer Center in 
Duarte, Calif. Unfortunately, such thorough assessment is rare
ly available outside of major medical centers. To address that 
problem, Hurria and her colleagues have developed a selfad
ministered version that takes patients a median of just 22 min
utes to complete. They have also devised and tested a tool for de 
termining chemotherapy tolerance in older patients, published 
in 2011 in the Journal of Clinical Oncology. “It’s 11 questions, and 
it’s not hard to do,” says Hurria, who just completed a twoyear 
term as president of the International Society of Geriatric Oncol
ogy. She sees it as a tool to help oncologists refine their treatment 
plans for elderly patients. Balducci and his colleagues at Moffitt 
have developed a similar tool. 

The idea is to give more guidance to doctors who are other
wise forced to improvise. In elderly cancer patients like my fa ther 
and aunt, who suffer from a variety of chronic health problems, 
physicians often modify standard treatment regimens—per
haps using two chemotherapy drugs instead of three or lower
ing standard dosages—in the hope that the revised treatment 
will work well enough. The 11question tool leads to a score that 
predicts—on a scale from 0 to 100 percent—the risk of severe 
side effects from chemotherapy. “If the risk score is very high, 
you might de  cide, after discussion with the patient, on a less 
aggressive ap  proach,” says oncologist William Tew of Memorial 
Sloan Kettering Cancer Center in New York City. Having a clear
er idea of the patient’s risk profile, he says, is especially critical 
when dealing with cancer that has spread from its original site 
in the body be  cause such cases tend to require prolonged and 
arduous therapy.

Tools for predicting response also provide a framework for 
conversations with the patient and his or her loved ones about 
how much risk—and what kind of risk—they feel is appropriate. 
A young patient may be willing to tolerate extreme side effects 
and long hospitalizations for a chance to live longer. For an el 
derly patient, having to enter a nursing home because of side 
effects might seem like a fate worse than dying. Hurria and 
Holmes say they spend about equal amounts of time persuading 
octogenarian patients to consider treatment and warning them 
about taking on too much risk. “Sometimes we say, ‘You’re actu
ally really fit,’” Holmes says. “ ‘Maybe you’d like to treat the can
cer as if you were a 55yearold.’ ” As elderly survivors like my 
father can attest, having lived many years in no way disqualifies 
you from gunning for more time. 
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Unpredictive Text
How Apple killed typing but still won the phone wars

Steve Jobs often swam against the tide of prevailing opinion. 
(“You can’t make a mouse without two buttons!” “You can’t 
make a computer without a floppy drive!” “You can’t make a 
cell phone without a swappable battery!”) He turned out to be 
right many times. 

Occasionally, though, his decisions took the industry into 
awkward directions from which we’ve never really recovered. 
Jobs was fixed, for example, on the idea of a cell phone without 
any keys. The iPhone became a hit, it spawned imitators, and the 
rest is history (or the future, depending on how you look at it).

Eliminating the keyboard has its perks. It leaves more room 
on the phone for screen area—for photographs, movies, maps and 
reading material. Only one activity really suffers: entering text.

The first iPhone offered an on-screen keyboard. The advan-
tage, as Jobs pointed out, was it could disappear when you didn’t 
need it. It could also change languages or alphabets in a flash. 

But at its core, typing on glass is slow and unsatisfying, espe-
cially compared with using a physical keyboard such as the Black-
Berry’s. The history of contemporary smartphones has been a sev-
en-year quest to fix that problem.

The original iPhone tried to help in two minor ways, which 
are still at work today. First, the on-screen keys change size 
based on probability (not visually but behind the scenes).  

Second, there is autocomplete: spawner of a billion curses, 
source of much hilarity but also often quite helpful.

The next big breakthrough was predictive text. That’s where 
you see three words just above the keyboard—words that, statis-
tically speaking, you’re most likely to type next. When the phone 
predicts correctly, you feel a little surge of happiness. You type 
“the best,” and the phone offers “thing,” then “about.” On the oth-
er hand, predictive text brings frustration of its own—such as 
when the software doesn’t catch what you intend. 

These predictive algorithms learn over time. And they save a 
lot of mistakes. But they’re not the Ultimate Solution. They force 
you to split your focus between the keys and the suggestions as 
you type, which slows you down.

What about speech recognition? Isn’t that the perfect solution?
Not really. As we all know, cell-phone dictation is far from 

perfect; you have to correct the mistranscriptions manually. It’s 
a tough technology to perfect, of course—people have a million 
different accents and dialects, and you’re transmitting their 
words over a connection to distant servers that convert the lo-fi 
audio into text.

Even if the accuracy were as good as it is on a desktop PC—
when you’re in a quiet room, wearing a headset microphone—you 
would still need a keyboard occasionally. “Bookmark it” sounds 
like “book market”; “the right or left” sounds like “the writer 
left.” How can your phone algorithm know which you wanted?

So the world’s engineers keep hammering away at the typ-
ing-on-phones problem. They have come up with alternative on- 
screen keyboards for popular phones. Swype and SwiftKey, for 
example, let you drag your finger sloppily and quickly across 
the keys, aiming for the letters you want. 

The sheer quantity of attempts to solve the text-input prob-
lem hints at a larger truth: There is no obvious, perfect solution. 
There are only different sets of pros and cons. 

We can take comfort from the fact that dictation, prediction 
and autocompletion solutions improve every year. (The word 
choices on iOS 8’s predictive-text buttons, for example, attempt 
to reflect your style for different contexts—say, texting a friend 
versus e-mailing your boss—and predict what word you might 
prefer to use.) But text entry without a physical keyboard may be 
one of those receding-horizon deals: no matter how far we trav-
el, we’ll never quite reach the finish line. 

Then again, we made the sacrifice for a good reason: to give 
ourselves a big, friendly screen for showcasing everything else our 
phones do. For most of us, it’s been a trade-off worth making. 
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S
 Predicting which scientific discoveries will change the world is,  
arguably, a fool’s game. Who knows what the future will bring? Yet  
every year a handful of developments—say, the arrival of the quickest, 
cheapest genome-editing tool yet—get us so excited that we cannot  
help ourselves. This year those breakthroughs include tools for repro-
gramming living cells and rendering lab animals transparent; ways  
of powering electronics with sound waves and saliva; smartphone 
screens that correct for the flaws in your vision; Lego-like atomic struc-
tures that could produce major advances in superconductivity research; 
and others. Read about them now, then pay attention in the coming 
years to see what they do.   —Seth Fletcher, senior editor

EA
10 problem-solving, planet-improving, lifesaving 
advances set to drive progress in the years ahead
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THE GENE 
GENIE 
A DNA-editing technique based on bacterial 
“memories” could revolutionize medicine.  
But some worry it could get out of control

By Margaret Knox

THE AGE OF GENETIC ENGINEERING  began in the 1970s, 
when Paul Berg spliced DNA from a bacterial virus into a monkey 
virus and Herbert W. Boyer and Stanley N. Cohen created organ
isms in which introduced genes remained active for generations. 
By the late 1970s Boyer’s company, Genentech, was churning out 
insulin for diabetics using Escherichia coli modified to contain a 
synthetic human gene. And in laboratories around the country, 
researchers were using transgenic mice to study disease.

These triumphs changed the course of medicine. But the early 
methods had two big limitations: they were imprecise and hard to 
scale. Researchers overcame the first limit in the 1990s by design
ing proteins that could snip specific locations of DNA, a big im 
provement over inserting DNA into cells at random and hoping 
for a useful mutation. Yet they still had to devise a new protein tai
lored to every sequence of DNA that they wanted to target—and 
that was slow, painstaking work.

Then, two years ago, a small group of researchers working in 

the labs of Emmanuelle Charpentier at Umeå University in Swe
den and of Jennifer Doudna at the University of California, 
Berkeley, reported the discovery of a genetic mechanism in cells 
that allows scientists to edit genomes with unprecedented speed 
and ease. Shortly thereafter, a team of scientists at Harvard Uni
versity and the Massachusetts Institute of Technology showed 
that the technique could be used to make multiple changes in a 
cell’s genome, with great precision, all at once. 

Already the ad  vance has accelerated the geneticmodification 
industry in ways that are almost certain to have profound and 
beneficial effects on the field of genetics and medicine. Scientists 
can now engineer custom transgenic lab animals in a matter of 
weeks—saving about a year’s worth of work. Researchers are 
using the technique to explore therapies for diseases as diverse 
as HIV, Alzheimer’s disease and schizophrenia. Yet the technique 
makes genetic modification so easy and inexpensive that some 
ethicists are anticipating possible negative consequences. 

M E D I C I N E

I N  B R I E F

Scientists have known how to alter the genomes of 
living organisms since the 1970s, but the tools avail-
able to them have long been imprecise and hard to 
scale. As a result, many experiments remained too 
difficult or costly to conduct.   

Now a new method called CRISPR could foment the 
genome-editing revolution. Based on the immune de-
fenses of bacteria, it is faster, cheaper and easier than 
older techniques. Money is pouring into companies 
seeking to commercialize CRISPR applications. 

Researchers are already exploring CRISPR-based 
treatments for diseases, including HIV and schizo-
phrenia. Yet CRISPR makes it so easy to alter the ge-
nomes of living organisms that ethicists worry about 
negative ramifications. 
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The technology is called CRISPR, after clustered, regularly 
 interspaced, short p�alindromic repeats—the genetic mug shots 
that bacteria use to remember viruses that have at  tacked them. 
Scientists have been studying these odd genetic sequences 
since Japanese researchers discovered them in the late 1980s. 
But CRISPR’s promise as a geneediting tool did not become 

clear until Doudna’s and Charpentier’s teams figured out how 
to use a protein called Cas9. 

THE POWER OF RNA
DouDna anD Charpentier met in 2011, at a scientific conference 
in San Juan, Puerto Rico. They had a lot in common. Both man
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aged research groups that studied how bacteria defend them
selves against viruses. Both had done work confirming that a 
bacterium identifies attacking viruses by using “memories” of 
past invaders’ DNA to spot those enemies when they reappear. 

Shortly after the meeting, Charpentier and Doudna decided to 
join forces. Charpentier’s lab in Umeå was picking up clues that 
 Strep�tococcus bacteria used a single protein, Cas9, as a kind of 
sword to chop up viruses that breached their cell walls. Doudna 
put her Berkeley lab on the job of figuring out how Cas9 worked. 

By one of those quirks of fate that underpin many scientific 
discoveries, it turned out that Krzysztof Chylinski, a researcher 
in Charpentier’s group, and Martin Jinek, then in Doudna’s, 
had grown up in neighboring towns and spoke the same Polish 
dialect. “They started speaking by Skype, hit it off, and started 
to share data and discuss ideas for experiments,” Doudna says. 
“The project really took off from there.” 

Scientists in both labs realized that Cas9 might be useful for 
genome editing, a type of genetic engineering that uses enzymes 
as molecular pruning shears. The enzymes, called nucleases, cre
ate breaks at specific sites in the doublestranded DNA helix; a 
cell then repairs the break, sometimes incorporating new genetic 
material that a scientist has placed in the nucleus. When Doudna 
and Charpentier began collaborating, the most advanced meth
od available for disabling or altering a gene was to customize an 
enzyme that could find and cut the desired DNA target. In other 
words, for every genetic modification, scientists had to tailor a 
new protein targeted to the right DNA sequence. 

But Doudna and Charpentier realized that Cas9, an enzyme 
that the strep bacterium used in its immunological defense, 
employed RNA to guide it to the DNA target. Probing for the 
target, the Cas9RNA complex would bounce off the DNA, 
seemingly at random, until it found a promising site. The 
bouncing turned out to be the Cas9 enzyme searching, each 
time, for the same short “signal” sequence of DNA; Cas9 would 
attach to that sequence, pry open the double helix of the adja
cent DNA and see if it matched the RNA guide. Cas9 would 
make the cut only when the RNA matched the DNA molecules. 
If that natural RNAguided system could be harnessed, re 
searchers would not have to construct a new enzyme to reach 
every target on the genome. Editing might become simpler, 
cheaper and more efficient.

After months of studying Cas9 together, the transatlantic team 
had a breakthrough. Doudna recalls the moment vividly: Jinek, 
then a postdoctoral researcher, had been running tests on Cas9 in 
the lab, which sits across from the Greek Theatre on a leafy hill
side at the edge of the Berkeley campus. He showed up in Doud
na’s office one day to discuss results, and they mused about some
thing that he had been discussing with Chylinski: in nature—in 
 Strep�tococcus bacteria—Cas9 used not one but two RNA guides to 
target the right spot in the double helix of an invader’s DNA. 
What if they could streamline those two guides into a single, arti
ficially produced RNA strand without harming its effectiveness as 
a guide? With only one RNA sequence to modify, the engineering 
might be sped up tremendously. An RNA guide would be much 
easier to construct than the binding agents of the old customized 
enzymes, with their elaborate coding schemes.

“It was one of those moments when you see data, and some
thing clicks,” Doudna says. “We realized that we could design 
those RNA molecules into a single guide. A single protein and a 

Margaret Knox is a freelance writer  
and editor based in Boulder, Colo.

single guide would be a powerful tool. I had chills running down 
my spine and realized, ‘Oh, my gosh, run, don’t walk, to the lab. 
If this works. . . . ’ ”

And work it did, with implications that Doudna, for all her 
excitement, could never have imagined. When Doudna and 
Char   pentier published the results of their CRISPRCas9 re 
search on August 17, 2012, scientists in the field immediately 
recognized its transformative potential—and a global race was 
on to test the applications. 

RUSH TO COMMERCIALIZATION
By last year researChers were getting CRISPRCas9 to work in 
the cells of plants and animals much more complex than bacte
ria, and they were speculating about applications as fantastical as 
bringing back Neandertals and woolly mammoths. At Harvard, a 
team led by geneticist George Church used CRISPR to alter genes 
in human cells, opening up a whole new world of therapeutic 
possibilities. 

Not surprisingly, money soon began to pour into CRISPR
Cas9 work. A little more than a year ago Doudna teamed up with 
Church, Feng Zhang of M.I.T. and other researchers to launch 
Editas Medicine, with $43 million in venture capital and the goal 
of developing a new class of drugs based on CRISPR. (The com
pany is not yet talking about which diseases it will target first.) In 
April, CRISPR Therapeutics launched in Basel and London, with 
investments of $25 million and a similar goal. Therapies from 
companies like CRISPR Therapeutics and Editas Medicine are 
still years away. But labsupply firms are already shipping ready
toinject CRISPR and madetoorder, CRISPRaltered mice, rats 
and rabbits to customers around the world.

On a steamy day this past summer I visited SAGE Labs in St. 
Louis, the first company to license Doudna’s CRISPR technology 
for altering rodents, so I could see for myself how CRISPR works. 
SAGE ships to about 20 of the top pharmaceuticals companies, 
along with lots of universities, biotech institutes and founda
tions. (Horizon Discovery Group, a biotechnology company 
based in Cambridge, England, which was already barreling into 
CRISPR production of its own, bought SAGE for $48 million in 
September.) At SAGE, a set of low office buildings on a culdesac 
in an industrial complex, scientists receive an on  line order from 
a lab in, say, Sacramento, Calif., for 20 Pink1 knockout rats for 
research on Parkinson’s disease. In a new, $2million wing of the 
building, rats with this modification, as well as other CRISPR
modified rodents, live in superclean, climatecontrolled cages 
that are neatly stacked from floor to ceiling. Filling the order is 
as easy as selecting 20 of the right rats, packing them gently into 
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boxes and airfreighting them to California. The same goes for 
animals readymade for research on ills ranging from schizo
phrenia to pain control. 

If a customer needs a rat or mouse that is not in stock, how
ever, the process is different. A SAGE customer who wants to 
study a link between Parkinson’s and a newly suspect gene—or 
even a specific mutation within a gene—has several options. 
SAGE scientists can use CRISPR to turn off the targeted gene, 
to introduce a mutation, or to turn off the gene and insert a hu 
man gene in its place. Many diseases, from Parkinson’s to cystic 
fibrosis to AIDS, are affected by multiple genetic variants, and 
it used to take up to a year to create the complex, se  quential mu 
tations in animals that were needed to study such illnesses. Un 
like previous genomeediting techniques, CRISPR allows re 
searchers to make multiple genetic changes to a cell quickly 
and simultaneously, reducing the time it takes to produce a 
modified animal to a matter of weeks. 

The SAGE employees start this process by making custom
ized DNA from a chemical kit—and RNA to match the DNA. In a 
petri dish, they mix the RNA and Cas9, which combine into a 
chemical substance with geneediting powers: the CRISPR tool. 
Then they spend about a week testing that tool on animal cells, 
using what looks like a desktop scanner to run electric currents 
that shock the CRISPR into the cells. The CRISPR goes to work, 
cutting the DNA and causing small insertions or deletions. Be 
cause CRISPR is not 100 percent efficient, it makes cuts and cre

ates mutations in some cells but not in others. To see how well 
the CRISPR has performed, the scientists collect the DNA from 
the cells, pool it, and make copies of the region around the site of 
the supposed mutation. After processing and analyzing that 
pooled DNA, they look at the results on a computer monitor. Cut, 
mutated DNA shows up as a dim band—and the more DNA the 
CRISPR has cut, the brighter that dim band will be. 

Next the process moves to the animal wing, where scientists 
use CRISPR to churn out genetically modified embryos and cre
ate mutant rodents. In one of those labs, I watched biologist 
Andrew Brown work the magic of CRISPR. Swaddled in surgi
cal gloves and blue paper clothing—robe, overshoes and puffy 
bonnet—he hunched over a dissecting microscope, sucking at 
the end of a glass pipette to bring up a rat embryo. He then 
trundled the embryo across the room to a bigger microscope, 
flanked by robotic arms, released it into a drop of liquid on a 
slide and settled onto a stool. With his right hand, he com
manded a joystick that moved a hollow glass needle into place 
against the wall of the embryo. 

Through the eyepiece of the microscope, the embryo’s two 
pronuclei, one from each rat parent, looked like little craters on 
the surface of the moon; Brown nudged the cell until a pronucle
us spun close to the tip of the needle. He clicked the button of a 
computer mouse, and the needle squirted a tiny drop of liquid 
containing CRISPR through the plasma membrane of the cell. 
The pronucleus swelled like a flower blooming in fast motion. 
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How CRISPR Works
Bacteria use a weapon called CRISPR to julienne invading viruses. Scientists can hijack this process to chop up sequences of DNA they 
would like to modify instead. Unlike previous genome-editing methods, the CRISPR system uses a single, all-purpose enzyme, called Cas9, 
to do the slicing. All the researcher has to do is create an RNA “guide” to steer it there; RNA is vastly easier to synthesize than enzymes.   
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With luck, Brown had created a mutant cell. SAGE’s three techni
cians re  peat the task as many as 300 times a day, four days a week.

When Brown finished injecting his rat embryo, he sucked it 
into a pipette, deposited it in a petri dish and stored it in a cup
board heated to body temperature. He would eventually inject 
the modified embryo—and some 30 to 40 others—into a surro
gate rat mother. Twenty days later the rat would bear five to 20 

pups, and when the pups were 10 days old, SAGE scientists would 
take tissue samples to see which ones had the modified gene. 

“That’s the exciting part,” Brown said. “It might be just one 
of 20 that have the modification. That’s what we call our found
er animal. When we get to that point, everybody celebrates.” 
Watching the SAGE scientists making RNA or injecting embry
os, it all looked easy—and the same processes are turning out 
genetically engineered animals at many labs. It is, as SAGE 
CEO David Smoller put it, gene editing “for the masses.” 

PROMISE AND MAYBE A LITTLE PERIL
as Crispr Charges aheaD into commercial use, researchers and 
entrepreneurs keep imagining new applications for the technol
ogy, and some can come across as hubristic. It might be possible 
to tweak the chromosomal abnormality associated with Down 
syndrome early in a pregnancy, for example, or to reintroduce 
susceptibility to herbicides in resistant weeds, or to bring back 
animal species that have gone extinct. Not surprisingly, some 
people find it scary. Startled commentators have warned that in 
our rush to rid the world of malarial mosquitoes, cure Hunting
ton’s disease or design better babies, we could create a Jurassic 
Park–ful of harmful new genes.

Consider the idea of using CRISPR to eliminate malarial mos
quitoes. It is one thing to vanquish the malarial parasite but quite 
another to annihilate its vector, says Todd Kuiken, a biosecurity 
analyst at the Woodrow Wilson International Center for Scholars 
in Washington, D.C. If the goal is eradicating malaria—which in 
fects 200 million people a year and kills 600,000—Kuiken says 
that we have to be careful not to cause 10 other problems. “We’ve 

got to have an opportunity to ask, ‘Do we really want to do this?’ 
And if the answer is ‘yes,’ what kinds of systems do we have in 
place, what kinds of safeguards?”

To their credit, scientists are moving quickly to envision the 
most realistic dangers of CRISPR technology and to develop re 
sponses. In July, when a Harvard team published a paper on 
CRISPRpowered mosquito elimination, the scientists called for 

a public discussion and began to suggest tech
nological and regulatory fixes for altered genes 
gone wild. “CRISPR is happening so incredibly 
fast,” observes Jeantine Lunshof, a bioethicist 
on the team. “Many people have not heard of it, 
but people are using it. That is a new dynamic.” 
Within Berkeley’s Innovative Genomics Initia
tive, Doudna has been assembling a group de 
signed specifically to discuss the ethical im  pli
cations of CRISPR applications.

It is hard to imagine ethics concerns smoth
ering the excitement over CRISPR. In June, for 
example, researchers at M.I.T. reported curing 
adult mice of tyrosinemia—a rare liver disorder 
caused by a mutation in an enzyme—by inject
ing CRISPR directly through their tails. Deliver
ing three RNA guide strands, along with Cas9 
and the correct DNA sequence for the mutated 
gene, they managed to insert the correct gene in 
about one of every 250 cells in the livers of mice. 
During the following month, the healthy liver 
cells thrived, eventually replacing a third of the 
bad cells, enough to rid the mice of the disease. 

And in August virologist Kamel Khalili of Temple University and 
his colleagues reported having used CRISPR to slice the HIV 
virus, which causes AIDS, out of several human cell lines. 

For Khalili, who has labored in the trenches of HIV/AIDS 
since the dark days of the 1980s, CRISPR is nothing short of rev
olutionary. Despite huge strides in AIDS treatment, today’s med 
ications only control the virus—they do not eradicate it. But by 
using CRISPR, Khalili’s team completely excised the integrated 
copy of HIV, converting infected cells to uninfected cells. Be 
sides eliminating the virus from an infected cell, CRISPR can 
also protect an uninfected cell, Khalili says, immunizing it by 
incorporating a sequence from the attacking virus, just as Doud
na and her team observed primitive bacteria doing. You could 
call it a genetic vaccine. “If you’d asked me two years ago, ‘Can 
you precisely excise the HIV from a human cell?’ I would have 
said that’s a tall order. Now we’ve done it,” Khalili says. “That is 
the ultimate cure.” 

MORE TO EXPLORE
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REPROGRAMMABLE 
CELLS 
 Taking control of cells  
by squeezing them 
If we could somehow make our own cells do 
our bidding, they might manufacture insulin, 
attack tumors and do other helpful things. But 
hijacking a cell is not easy. Current methods 
entail pene trating the cell walls with a virus, 
which tends to inflict permanent damage.  

In 2009 re  searchers at the Massachusetts 
Institute of Technology solved this problem, 
by accident. The researchers were playing 
around with a method of implanting cells 
with large molecules and nanomaterials 
using a micro scopic water gun. Mainly, they 
were trying to get things inside a cell—the 
sorts of things that might alter a cell’s be 
havior while keep ing it alive. Chemical 
engineer Armon Sharei noticed that some  
of the watershot cells became momentarily 
misshapen, and while they were, the ma 
terial was getting inside them. “It turns out  
if you deform a cell fast enough, you can 
temporarily break down its membrane,” 
Sharei says. The water gun was too crude  
a tool, however. They needed a gentler way 
to squeeze cells. 

Sharei, working under Klavs F. Jensen,  
a founder of the field of microfluidics, and 
biotech pioneer Robert S. Langer, developed 
a siliconandglass microchip that is etched 
with channels through which cells flow. The 
channels narrow gradually, until the gap 
tapers into a space slimmer than the cells 

themselves. The squeezed cells are supple, 
and they force their way through. In the 
process, temporary holes form in the cell 
membrane. The holes are tiny but wide 
enough to let in a variety of behavior
altering agents, including proteins, nucleic 
acids and carbon nanotubes. The technique 
works even on stem and immune cells, 
which were too sensitive to be manipulated 
using previous methods. “We were taken 
aback by how many cells this approach 
could apply to,” Sharei says. 

Since the initial discovery, the group  
has developed 16 different chips with 
channel arrays designed to squeeze  
different cells. More chips are coming,  
and the device, which can already process 
500,000 cells a second, continues to get 
faster and more efficient. The group has 
started a company to commercialize the 
technology—called SQZ Biotech—and 
scientists in France, Germany, the Nether
lands and the U.K. will soon be using its 
products.  —�Ryan Bradley
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SPIT-FIRED  
FUEL CELLS
Saliva could be a new 
renewable energy source  
for medical devices
Muhammad Mustafa Hussain, a professor  
of electrical engineering at King Abdullah 
University of Science and Technology in Saudi 
Arabia, devotes nearly all of his time to build
ing extremely tiny devices. “You make things 
very small, you get rapid results,” he says. So  
in 2010, when he set out to develop an abun
dant, renewable power source that could be 
used in extremely re  mote places for machines 
that might purify water or diagnose disease,  
it was inevitable that he would start small.  
A tiny microbial fuel cell, for example, would 
be a natural starting point. It was not inevita
ble, however, that he would choose to power 
that fuel cell with saliva. 

The idea of using spit came from Hus
sain’s colleague Justine E. Mink, then a Ph.D. 
candidate in his lab (now a researcher at 

Dow Chemical). At 
the time, Mink was 
trying to build glu
cosemonitoring 
devices for diabetics 
with power sources 
small enough to fit 
inside the body, near 
the pancreas. A 
microbial fuel cell—
which generates 
power by feeding 
organic matter 
(which saliva has 
lots of) to bacteria, 
which, in turn, pro

duce electrons—was a natural candidate for 
their projects. So the two took a highly con
ductive graph ene electrode, loaded it with 
salivaeating bacteria, and within weeks they 
were producing nearly one microwatt, a mil
lionth of a watt of power. 

A microwatt is a tiny amount of power, 
but it is enough for labonachip devices, 
diagnostic tools and monitoring tools such 
as Mink’s diabetes tracker. Hussain is work
ing with companies that 3-D-print artificial 
organs to integrate his fuel cell into an artifi
cial kidney, where a range of bodily fluids 
would provide fuel. He says this is simply  
the first step as he scales up: his long-term 
goal is to generate electricity from organic 
factory waste to power desalination plants  
in poor countries.  —R.B.

TRANSPARENT ORGANISMS
A Body Worlds–inspired method promises  
to speed up biomedical research
Five years ago Viviana Gradinaru was slicing thin pieces of mouse brain in a neuro
biology lab, slowly compiling images of the twodimensional slivers for a three
dimensional computer rendering. In her spare time, she would go to see the Body 
Worlds exhibit. She was especially fascinated by the “plasticized” remains of the 
human circulatory system on display. It struck her that much of what she was doing  
in the lab could be done more efficiently with a similar process. 

“Tissue clearing” has been around for more than a century, but existing methods 
involve soaking tissue samples in solvents, which is slow and usually destroys the  
fluorescent proteins necessary for marking certain cells of interest. To create a better 
approach, Gradinaru, at the time a graduate student, and her colleagues in the late 
neuroimmunologist Paul Patterson’s lab focused on replacing the tissue’s lipid mole
cules, which makes it opaque. To keep the tissue from collapsing, however, the re 
placement would need to give it structure, as lipids do. 

The first step was to euthanize a rodent and pump formaldehyde into its body, 
through its heart. Next they removed the skin and filled its blood vessels with acryl
amide monomers, white, odorless, crystalline compounds. The monomers created  
a supportive hydrogel mesh, replacing the lipids and clearing the tissue. Before long, 
they could render an entire mouse body transparent in two weeks. 

Soon they were using transparent mice to map complete mouse nervous systems. 
The transparency made it possible for them to identify peripheral nerves—tiny bun
dles of nerves that are poorly understood—and to map the spread of viruses across 
the mouse’s blood-brain barrier, which they did by marking the virus with a fluores
cent agent, injecting it into the mouse’s tail and watching it spread into the brain. “It’s 
like seeing the whole world versus individual slices of it,” Gradinaru says. The process 
reduces opportunities for human error, makes lab work move faster, produces richer 
data and re  quires fewer lab animals. Gradinaru offers the recipe for her hydrogel solu
tion to any lab that requests it. Her next step is to use the technique to find, map and 
learn more about cancers and stem cells. —R.B.

A microbial 
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VISION-CORRECTING DISPLAYS 
Selfcorrecting screens on smartphones and iPads tailor themselves  
to a viewer’s vision—no glasses necessary 
In the U.S., more than 40 percent of 40 
yearolds need eyeglasses for reading, and 
that figure jumps to nearly 70 percent for 
people aged 80 and older. “As we get older, 
refractive errors play more significant roles  
in our lives,” says Gordon Wetzstein, an 
assistant professor of electrical engineering  
at Stanford University.  

But glasses and contact lenses are not 
always ideal. If you are farsighted, for ex 
ample, you do not need glasses to see traffic 
while driving, but you do need them to read 
your speedometer or GPS. The best solution 
in such cases, Wetzstein says, would be 
visioncorrecting displays—screens that 
wear the glasses for you. 

Wetzstein and his colleagues at M.I.T. 

(where he was formerly based) and the 
University of California, Berkeley, have 
developed just such a screen. The vision
correcting display makes two modifications 
to a standard highresolution smartphone  
or tablet screen. The first is a low-cost, 
pinholecovered printed transparency that 
covers the screen. The second: algorithms 
coded into the smartphone or tablet that 
determine the viewer’s position relative  
to the screen and distort the image that  
is projected, according to his or her pre
scription. As the distorted image passes 
through the matrix of pinholes in the 
transparent screen cover, the hardware
software combination creates errors on the 
screen that cancel errors in the eye, thus 

delivering what appears to be a crisp  
image. The screen can correct for myopia, 
hyperopia, astigmatism and more com
plicated vision problems. The team pre
sented the work at the SIGGRAPH con
ference in August in Vancouver. 

Informal tests on a handful of users  
have shown that the technology works, 
Wetzstein says, but largescale studies are 
needed to further refine it. In the process,  
the researchers also plan on developing  
a slider that can be used to manually adjust 
the focus of the screen. Wetzstein says  
that the technology could be a boon for 
people in developing countries who have 
easier access to mobile devices than 
prescription eyewear.  —Rachel Nuwer
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ATOMIC-SCALE LEGOS
Snapping together one-atom-thick sheets of material creates substances 
with completely new properties—and amazing possibilities

By Andre K. Geim

50 Scientific American, December 2014

© 2014 Scientific American



December 2014, ScientificAmerican.com 51

Generations of minds have been inspired by 
Legos, the small, snap-together plastic blocks. 
These blocks have become fantastic cars, 
elaborate castles and many other whole cre-
ations that are greater than the sum of their 
parts. Today a generation of materials scien-
tists is being inspired by a new type of Legos: 
building blocks on the atomic scale. 

These new construction elements are 
sheets of materials that can be as thin as just 
one atom and can be stacked, one on top of 
another, in a designed, precise sequence. This 
unprecedented fine construction control can 
produce substances with electrical and optical 
properties that have been impossible to cre-
ate before. And they are allowing scientists to 
imagine devices made of materials that con-
duct electricity with very little resistance,  
faster and more powerful computers, and 
wearable electronic gadgets that could be 
bendable, foldable and incredibly lightweight.

This breakthrough followed the creation 
of graphene, a single sheet of carbon atoms 
that my colleagues and I at the University of 

Manchester in England isolated from a bulki-
er block of graphite in 2004. We made this 
sheet of repeating six-sided crystals—the 
atomic structure looks something like a 
chicken-wire fence—by pulling one-atom-
deep layers from the top of the block with 
adhesive tape. In the past 10 years research-
ers have found several dozen other types of 
bulk crystals that can be pulled apart in this 
way, and their number continues growing 
rapidly. Mica is one example, and so are 
materials with exotic names such as hexago-
nal boron nitride and molybdenum disulfide. 

These crystal layers are considered to be 
two-dimensional because a single atom is 
the smallest possible thickness for any mate-
rial. (Slightly thicker crystals of three or so 
atoms can also be used.) Their other dimen-
sions, width and length, can be a lot larger, 
depending on the maker’s desires. In the past 

couple of years two-dimensional crystals 
have become a hot topic in materials science 
and solid-state physics because they exhibit 
many unique properties. 

We can stack these layers in ways that are 
quite stable. They do not bond together in a 
conventional way—using covalent bonds that 
share electrons, for example. But the atoms 
are attracted to one another when they come 
into close proximity, through a weak pull 
known as the van der Waals force. This force 
is generally not strong enough to hold atoms 
and molecules together, but because these 
two-dimensional sheets are so dense with 
atoms and so close to one another, the cumu-
lative force becomes formidable. 

To understand the tantalizing possibilities 
offered by this kind of materials engineering, 
think about room-temperature superconduc-
tivity. The idea of transmitting electricity with 
no loss of energy and of doing so without the 
need to surround devices with almost un -
imaginable cold has been a goal of scientists 
for generations. If materials that can do it are 

found, consequences for our civilization will 
be far-reaching. There is a consensus that the 
goal is achievable in principle, but no one 
knows how. Today the highest temperature at 
which materials can be made superconduct-
ing is less than –100 degrees Celsius. There 
has been little progress in raising this limit 
during the past two decades. 

We have recently learned that some 
superconductors made of oxides—com-
pounds with at least one oxygen atom, along 
with another element—can be disassembled 
into individual layers in the manner that I 
have described. What if we reassemble them 
back in another sequence and insert addition-
al crystal planes in between? We already 
know that superconductivity in oxides de -
pends on interlayer separation and that add-
ing extra layers between crystal planes can 
turn some poorly conducting and even insu-
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Human progress has closely 
followed the discovery of new 
materials, and nanoscale Legos 
represent something that has 
never been created before. 

Andre K. Geim is a physicist at the  
University of Manchester in England. 
He shared the 2010 Nobel Prize in 
Physics for his work on graphene.

lating materials into superconductors. 
This idea has not yet been fully tested, 

mainly because the technology of making 
atomic-scale Lego materials is still in its infan-
cy. Indeed, it is difficult to assemble complex 
multilayer structures. For the moment, these 
structures rarely contain more than five differ-
ent layers, and they usually use only two or 
three different Lego blocks—mostly graphene 
in combination with two-dimensional crystals 
of insulating boron nitride and semiconducting 
material such as molybdenum disulfide and 
tungsten diselenide. Because the stacks have a 
variety of materials, they are often referred to 
as heterostructures. They are currently small—
typically only about 10 microns in width and 
length, which is less than the width of a cross 
section of a human hair. 

Using these stacks, we can run experi-
ments in search of novel electrical or optical 
properties and new applications. One intrigu-
ing aspect: as thin as these sheets are, they 
are also quite flexible and transparent. This 
presents opportunities to develop light-emit-
ting devices that can be shaped in various 
ways, like display screens that can be folded 
and unfolded as a user needs a bigger size. 
Computer chips that use energy much more 
efficiently are also possible. 

If researchers find something significant in 
their investigations of these structures, we be -
lieve it will be possible to scale up the tech-
nology for industrial use. It has already hap-
pened with graphene and some other two-   
dimensional crystals: Initially those came as 
tiny crystallites of a few mi  crons across, but 
they can now be manufactured in sheets of 
hundreds of square meters.

No “killer app” has been reported yet. Nev-
ertheless, progress in the field is causing a loud 
buzz of excitement in scientific communities. 
Human progress has always closely followed 
the discovery of new materials. Such discover-
ies were behind the transitions from the Stone 
to the Bronze to the Iron to the Silicon Ages. 
Nano scale Legos represent something that 
has never been created before. Right now the 
possibilities seem endless. 
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ULTRAHARD 
RECYCLABLE 
PLASTICS
Ecofriendly polymers  
strong enough to use  
in cars and airplanes
When research chemist Jeannette García 
found a candysize lump of white material  
in a flask she had recently used, she had no 
idea what she had created. The material 
stuck firmly to the glass, so she used a ham
mer to break it free. But when she turned the 
hammer on the material itself, it refused to 
crack. “When I realized just how high its 
strength was, I knew I needed to figure out 
what I’d made,” García says. 

García, a scientist at IBM Research– 
Almaden, enlisted the help of several col
leagues to solve the puzzle. They found that 
she had stumbled on a new family of ther
moset polymers, exceptionally strong plas  
tics that are used in products ranging from 
smart  phones to airplane wings. Thermosets 
ac  count for about one third of the global 
polymers produced every year, but they are  
difficult to recycle. García’s new material,  
nicknamed Titan, is the first recyclable, indus
trialstrength thermoset ever discovered. 

Unlike conventional thermosets, which 
pretty much refuse to be remolded, the new 
polymer can be reprocessed through a chem
ical reaction. García and her colleagues re
ported their discovery in May in Science.  

Global demand for durable, recyclable 
plastics is expected to soon increase. By 2015, 
for example, both Europe and Japan will re
quire that 95 percent of car parts produced 
there be recyclable. “This is a perfect example 
of a material that would work for that,” García 
says. But she believes that the new thermoset 
could also eventually extend into a range of 
applications—anticorrosive and antimicrobial 
coatings, drug delivery, adhesives, 3D print
ing, water purification, among others. 

Titan came with a bonus, too. García and 
her colleagues discovered a second form of 
the material—a selfhealing, gellike sub
stance they call Hydro—that forms at lower 
temperatures. “If you cut it in half and then 
put it back together, it instantly forms bonds,” 
García says. It could be used as an adhesive, 
she notes, or as a selfhealing paint. Other, 
related compounds could follow. “It’s not just 
this one new polymer but a new polymer
forming reaction.” García says.  —R.N.

WIRELESS CHARGING  
WITH SOUND WAVES 
An efficient way to beam electricity through the air 
In 2011 Meredith Perry, then a senior paleobiology student at the University of Penn
sylvania, reached for her laptop charger and found herself wondering whether that 
cumbersome cord might someday become obsolete. She began researching ways to 
turn that idea into a reality. Perry learned that wireless power transmitters based on 
magnetic resonance and induction already existed but that they had limited range. 
Their curse was the inverse square law, which states that the intensity of electromag
netic radiation is inversely proportional to the distance from the emitting source. 

Mechanical vibrations, however, would not have this problem. Harnessing vibra
tions from the air using piezoelectric transducers, which would convert that mechani
cal energy into electricity, seemed like a better idea. Because sound is nothing more 
than vibrating air particles, it should, in theory, be able to transmit energy. And ultra
sound, which is safe, silent and highly energetic, would be perfect.

When Perry discussed this idea with professors at her university and beyond, 
many told her that it would never work—it would be impossible to extract enough 
power from ultrasound to charge electronic devices, and she would run into a slew  
of electrical engineering and acoustics problems if she tried. “But I knew the math was 
correct,” she says. “And no one supplied me with enough evidence to show that it was 
actually impossible.” So Perry founded a company, uBeam, to develop the technology. 
The uBeam transmitter, now in the prototype phase, acts as a directional speaker. It 
focuses ultrasound to create a hotspot of energy; a receiver attached to an electronic 
device picks up that energy and converts it into electricity. She is aiming to ship the 
first batch of products within two years.  

A universal wireless charging system, Perry says, would eliminate the multitude  
of incompatible wires and chargers that we currently tote around and allow mobile 
devices to perform energyintensive tasks without draining a battery. Doing away 
with wires could also create new options for interior design and reduce weight in air
planes, cars, spacecraft or any other vehicle that today is laden with heavy power 
cables. “Overall, wireless charging would free us up in terms of how we interact with 
the physical world,” Perry says. “It untethers us from the wall.”  —R.N.

For more on this year’s World Changing Ideas, go to  ScientificAmerican.com/dec2014/world-changingSCIENTIFIC AMERICAN ONLINE  
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VIDEO CAMERAS  
FOR NANOPARTICLES 
Electron microscope resolution for quickanddirty  
industrial applications

Electron microscopes with nanometer 
resolution are widely used, but they cost 
millions of dollars, and preparing a sample 
for viewing is painstaking. This state of affairs 
is fine for the lab but impractical for industrial 
applications—say, for rapidly scanning 
product samples to look for embedded 
microscopic watermarks.

A new form of holographic microscopy 
developed by David Grier, a physicist at New 
York University, and his colleagues could 
provide a solution. They started with an off-
theshelf Zeiss microscope and replaced its 
incandescent light source with a laser. The 
laser shines on a sample of the material 
un der study; light scatters off the sample and 
creates a twodimensional pattern of in ter    
ference between the laser beam and the 
scattered light—a hologram—which a video 
camera records. 

Scientists have been making holograms 
of microscopic objects for decades, but it has 
always been hard to extract useful infor

mation from them. This is where Grier’s 
invention adds value. His team wrote soft
ware capable of quickly solving the equa
tions that describe how light scatters off a 
spherical object; by finding the values of 
certain terms buried in those equations, the 
software gathers information about the 
object that is causing that scattering. The 
microscope’s nanometer resolution will 
allow researchers to track particles floating 

in colloidal solutions (for example, nanoscale 
beads floating in a sample of paint) using 
equipment that is at least a tenth of the cost 
of an electron microscope.

Grier hopes his device will provide the 
first rapid, affordable way to glimpse the 
individual particles at the heart of modern 
products. Imagine a paint bucket or sham
poo bottle in which every drop contains 
particles that have been encoded with the 
product’s manu facturing history—how it was 
made, in what factory and when, “sort of like 
a finger print,” Grier says. He adds that the 
micro scope could just as easily read a mole
cular message stamped into medicine, ex 
plosives or other goods.  —Ben Fogelson

BATTERIES THAT CAPTURE  
LOW-GRADE WASTE HEAT
A third of all the energy wasted in the U.S.  
could produce electricity instead
Every year 10 gigawatts of potential power are squandered as waste heat from industrial  
processes—enough to light 10 million homes. The thermoelectric effect, in which charges are 
created by temperature differences, provides a way of transferring this heat into electricity—
but only some of it. For decades the temperature differential had to be 500 degrees C or 
greater to capture any useful amount of energy, explains Yuan Yang, a postdoctoral scholar at 
M.I.T. That is unfortunate, because the Environmental Protection Agency estimates that a third 
of all wasted energy in the U.S. every year is lost at temperatures below about 100 degrees C.  

Yang, his professor, Gang Chen, postdoc Seok Woo Lee and Yi Cui of Stanford have devel
oped a way to harvest heat at temperatures 10 times lower—as little as 50 degrees C. The 
trick was to exploit the thermogalvanic effect, a cousin of the thermoelectric effect, in which 
the entire material’s temperature changes, along with the voltage, rather than a gradient 
within the battery cell. The group took uncharged battery cells with copperbased electrodes, 
charged the cells while they were hot and then cooled them down. Presto: the batteries 
delivered a higher voltage than was used to charge them. In other words, the energy used to 
heat the battery was captured in the form of electricity.  

Only in the past two years or so have battery electrodes become efficient enough to con
vert such low-temperature differentials into electricity, Yang says, and plenty of development 
remains before the process can be commercialized. But in time, banks of batteries could line 
the walls of factory smokestacks or power plants, converting lowgrade excess heat into elec
tricity. “This is something attractive,” Yang says, “because lowgrade heat is everywhere.”  —R.B. 

Banks of batteries 
could line the 
walls of factory 
smokestacks or 
power plants, 
converting low-
grade excess heat 
into electricity.

MORE TO EXPLORE

A Vector-Free Microfluidic Platform for Intracellular Delivery. Armon Sharei et al. in Proceedings of the National 
Academy of Sciences USA, Vol. 110, No. 6, pages 2082–2087; February 5, 2013. http://www.pnas.org/
content/110/6/2082.full

Fast Feature Identification for Holographic Tracking: The Orientation Alignment Transform. Bhaskar Jyoti  
Krishnatreya and David G. Grier in Optics Express, Vol. 22, No. 11, pages 12,773–12,778; June 2, 2014.

Eyeglasses-Free Display: Towards Correcting Visual Aberrations with Computational Light Field Displays.  
Fu-Chung Huang et al. in ACM Transactions on Graphics, Vol. 33, No. 4, Article No. 59; July 2014. 

FROM OUR ARCHIVES

World Changing Ideas. December 2013. 

sc i en t i f i camer i can .com/magaz ine/sa

© 2014 Scientific American© 2014 Scientific American



54 Scientific American, December 2014

FOSSIL H UNTING

STARRY NIGHT:� The Milky Way glows  
in the night sky over the Pacific Ocean  
off the coast of Chile’s Atacama Desert. 

FOSSIL H UNTING
ASTRONOMYASTRONOMY

Early in its history the Milky Way gobbled up many tiny galaxies. 
The cosmic rubble it left behind is now yielding fresh clues into  
how our corner of the universe came to be  By Kathryn V. Johnston

Early in its history the Milky Way gobbled up many tiny galaxies. 
The cosmic rubble it left behind is now yielding fresh clues into  
how our corner of the universe came to be  By Kathryn V. Johnston
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FOSSIL H UNTING
IN THE MILKY WAY
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Kathryn V. Johnston is a professor and chair of the astronomy 
department at Columbia University. A native of Yorkshire, England, 
she studied at the University of Cambridge and the University  
of California, Santa Cruz. Johnston is interested in understanding 
how galaxies—the Milky Way in particular—form and grow.

 G o outside on a dark, clear night, far away from the glare of city lights, 
and look up. You will see the glowing band of the Milky Way arching dra
matically overhead. It has now been four centuries since Galileo Galilei first 
turned a telescope toward this awesome sight and noted that the “milk” is 
actually countless individual stars, too faint to be separated by the naked 
eye. It took another three centuries for astronomers to convince themselves 
that the Milky Way is just one of billions of galaxies in the universe. 

In fact, the Milky Way itself is not simply one galaxy: recent 
work has shown that it has lured in and engulfed many smaller 
galaxies over time, integrating their stars into itself. At least 20 
dwarf galaxies—ranging in size from one millionth to one hun
dredth the size of the Milky Way—are known to orbit it now, with 
dozens more probably still undiscovered. And the current satel
lites are thought to be just a tiny fraction of those that ever exist
ed, the rest having been drawn into our galaxy by gravity and 
absorbed long ago. This ingestion started when the Milky Way 
was younger and smaller than it is now and continues today—the 
satellite galaxies that still exist may eventually be swallowed up. 

Long after their demise, these victims of the Milky Way’s 
gravitational appetite leave traces in the form of faint streams 
of stars that stretch across the sky. Over the past 15 years a rela
tively new field, which came to be called galactic archaeology, 
has revealed many of these streams. By studying these fossils 
from our galaxy’s past, galactic archaeologists are piecing to 
gether events from the Milky Way’s history and gaining clues to 
the way other socalled spiral galaxies arise and evolve.

Ideally one would study galaxies from the outside as well as 
within. We cannot do that for our own galaxy. But by taking 
advantage of our closeup view from inside the Milky Way, we 
can obtain detailed information that cannot be gained by 
examining other galaxies from without.

Already this field has helped confirm one process by which 
the Milky Way and other young galaxies get bigger. The discov
ery of multiple star streams from longgone satellites supports 
the widely held theory that our galaxy started small and swelled 

in part by adding mass in large gulps—a process called hierar
chical structure formation. Although many particulars of this 
scenario still remain mysterious, we are slowly but surely writ
ing the biography of the Milky Way.

 HOW TO BUILD A GALAXY
the hierarchical theory of galaxy formation says that the main 
driver of growth for large galaxies resembling the Milky Way is 
not the baryonic matter—the stars, gas and dust that we can 
see, made of the same particles composing you and me. Rather 
the motive force is vast “halos,” or spheres, of unseen dark mat
ter in which galaxies are embedded. Small dark matter halos 
are thought to form first and gradually agglomerate into larger 
ones and thus to drive bigger galaxies to swallow smaller ones.

Today each galaxy’s dark matter halo is many times more 
massive and more extended than the normal visible matter. 
Strangely, although astronomers have yet to discover the na 
ture of dark matter (we perceive it only through its gravitation
al pull on everything else), we have some confidence in this 
vision of how it clumps because observed clustering and inter
action rates of galaxies match predictions of models that posit 
dark matter agglomeration. The mystery of galaxy formation 
actually lies not with the dark matter but with the ordinary 
baryonic matter made of particles that interact in known ways 
we can study here on Earth.

The basic view of how baryonic matter contributes to the 
evolution of galaxies starts with the dark matter halo. This 
body pulls ordinary matter, in the form of gas, toward itself 

I N  B R I E F

As dwarf galaxies orbit the Milky Way, our own gal-
axy’s gravity slowly rips them apart into long tails 
called stellar streams. Astronomers who think of them-
selves as galactic archaeologists use these fossils of lost 
galaxies to study the Milky Way’s past.

Astronomers discovered the first evidence of an ex-
tended stellar stream around our galaxy in 2003 and 
have found about a dozen more since then. Analysis of 
these streams supports the theory that the Milky Way 
grew in pieces by swallowing smaller galaxies.

Future studies of stars’ orbital and chemical character-
istics could reveal the constituents of stellar streams that 
have long since dissolved. Ultimately galactic archae-
ology could clarify not just the history of the Milky Way 
but also the way galaxies in general evolve over time.
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From Dwarf Galaxy  
to Star Stream 

The discovery of structures called star streams at 
the edge of the Milky Way has given astronomers 
evidence that our galaxy and others like it grow  
by cannibalizing smaller, “dwarf,” galaxies. The 
streams are telltale signs that such ingestion has 
occurred. In our galaxy, the streams begin to form 
when a dwarf galaxy gets too close to the Milky 
Way for its own good 1  . The larger galaxy’s 
gravity creates tidal forces that pull more strongly 
on the near side than on the far side of the satellite. 
These tidal forces gradually stretch the dwarf 
along the line between it and the Milky Way 2 . 
Individual stars get pulled off the dwarf and form 
stellar streams 3   that orbit along a path slightly 
offset from the dwarf galaxy. Over time these 
streams spread and be  come more diffuse. Streams 
from larger dwarf galaxies can eventually stretch to 
encircle the entire Milky Way 4   . 

S TA R  S T R E A M  P H Y S I C S 

1   

2  

3  

4   

Dwarf galaxy

Milky Way
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through the force of gravity. As the gas makes its way to the 
center of the halo, it can, given the right circumstances, form 
stars. When some of these stars reach the ends of their life
times, they explode, returning their atoms to the gas within 
and (possibly) beyond the galaxy and often triggering another 
generation of stars to form from any remaining gas and dust. In 
this way, the central heart (the “bulge”) of the Milky Way and 
its spiral arms (the “disk”) most likely formed. 

But the Milky Way includes a vast sphere (also called a halo) 
of more diffuse stars surrounding the bulge and disk. Many of 
these stars are probably interlopers from longde stroyed dwarf 
galaxies. According to the hierarchical formation theory of how 
galaxies form, the stars join the halo in a sequence of events that 
goes something like this: As a dwarf galaxy orbits the Milky Way, 
it feels the gravitational pull of the big galaxy, which gets stron
ger as the satellite gets closer to the larger galaxy. The matter 
(stars, gas, dust and dark matter) located on the side of the satel
lite closest to the Milky Way experiences a slightly greater force 
of attraction than the matter at the far side. 

As a result, the dwarf gets stretched along the line between 
it and the larger galaxy. The stretching 
stems from socalled tidal forces—the same 
physics that causes the moon to raise the 
tides in Earth’s oceans. Unlike the moon
Earth interaction, the tidal forces of the 
Milky Way on its satellites can be strong 
enough to actually remove matter—in this 
case, stars get pulled off from the body of 
the dwarf. Once removed, the stars stay in 
the grip of the Milky Way’s gravity and con
tinue along a path slightly offset from the 
satellite’s own orbit. Over time the slight 
offset causes the debris to steadily spread, becoming more dif
fuse and moving away from the satellite to form stellar streams.

This theoretical picture makes a lot of sense, but for a long 
time scientists lacked observational evidence. Now they have it. 
The discovery of many star streams has revealed that the Milky 
Way began eating its neighbors billions of years ago, when it 
was young, and continues to munch on dwarfs today. And 
although we have seen proof of streams from dwarf compan
ions mainly around our own galaxy, such streams probably 
occur around all similar spiral galaxies, although those distant 
streams would generally be too faint to be detected from afar.

Many details of the process of hierarchical formation still 
remain elusive, however, such as when the Milky Way absorbed 
most of its satellite galaxies, how often it eats dwarfs and how 
long it takes to incorporate their stars. To answer these ques
tions, astronomers must locate more star streams amenable to 
thorough study, as well as the remnants of defunct streams.

 DIGGING FOR GALACTIC FOSSILS
astronomers seek star streams in the Milky Way in multiple 
ways. First and most straightforwardly, we can look for groups of 
stars at the same distances that cluster together in long fila
ments. For this, we need a good threedimensional map of our 
galaxy’s stars that shows the distances and positions of as many 
stars as possible in all directions. 

Over the past 15 years galactic archaeologists have gotten just 
that in the form of data from the Sloan Digital Sky Survey (SDSS). 

The survey used a dedicated telescope at Apache Point Observa
tory in New Mexico to create a database of more than 80 million 
stars within the Milky Way, along with information on their dis
tances, colors and other characteristics, spread over one quarter 
of the sky. The vast number of stars in this catalogue offered a 
perfect dig site to look for fossils from the Milky Way’s past. 

The fraction of stars that were initially born in other galaxies 
and subsequently subsumed into our own galaxy is thought to 
be small, roughly 1 percent or less of the Milky Way’s hundreds 
of billions of stars. But Sloan’s map gave astronomers potentially 
almost one million interloper stars to examine for evidence of 
longdead galaxies. Galactic archaeologists looked in this map 
for stars likely to be at the right distance to lie in the galactic 
halo. Among these stars, they located star streams by homing in 
on areas that were denser with stars than their surroundings 
and took the shape of tails. Astronomers knew what the tails 
would look like in part from computer simulations I created and 
published in 2005 in collaboration with cosmologist James Bull
ock of the University of California, Irvine. We used our under
standing of how dark matter halos form hierarchically, com

bined with the physics of tidal forces, to predict the sizes and 
spreads of the stellar streams that will result as many dwarf gal
axies get swallowed during the formation of the Milky Way.

The first convincing evidence of an extended star stream 
came in 2003, when astronomers led by Steve Majewski of the 
University of Virginia uncovered giant tails emanating from the 
Milky Way’s closest known satellite, the Sagittarius dwarf gal
axy, in data from the Two Micron All Sky Survey (a similar proj
ect to Sloan, conducted in infrared light). The streams lie close 
to Sagittarius’s projected orbit and contain almost as many stars 
as are still in the Sagittarius galaxy itself. The tails are so long 
that they entirely encircle our own galaxy. We had caught the 
Milky Way in the act of attacking its own nearest (but apparent
ly not dearest) neighbor. 

Since that discovery, galactic archaeologists have unearthed 
about a dozen more star streams around our galaxy in the Sloan 
catalogue. From the length of Sagittarius’s tails, we can say it 
has been losing stars for two billion to three billion years. The 
other streams that we see also look to be a few billion years old. 
These discoveries indicate that the Milky Way was digesting gal
axies more often during its early history and has ramped down 
lately as the number of dwarfs available to be eaten has dimin
ished. So far these findings are in line with what hierarchical 
formation theory predicts. The known stellar streams, though, 
are probably just a fraction of those that exist. Many more 
streams should be out there, too faint to see for now but harbor
ing further insights into the galaxy’s past.

   The known stellar streams are prob-   
  ably just a fraction of those that exist.   
       Many more streams should be out   
 there, too faint to see for now. 

 For a video animation of a dwarf galaxy ripping apart into stellar streams, visit ScientificAmerican.com/dec2014/johnstonSCIENTIFIC AMERICAN ONLINE  
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 NEW EXCAVATION TOOLS
relying on star positions to find stellar streams will miss many 
older trails because over the course of a few billion years small 
differences in orbital properties between the stars can cause 
the streams to lengthen, diffuse and fade so much that they lose 
any obvious structure. Astronomers are now working on ways 
to ex  ploit other stellar properties to find streams that are more 
dissolved, as well as remnants of streams that have come apart 
fully. These collections of stars will help scientists explore the 
most active epoch of galaxy formation, which occurred more 
than 10 billion years ago, within the first few billion years after 
the big bang, when most of the stars in the universe formed. 
That is the time during which not just a few but hundreds  
of small galaxies and star clusters were accreted to form the 
Milky Way.

One way to hunt for these leftovers from now defunct galax
ies involves looking for stars with common orbits. Long after 
stars in streams have become too scattered to recognize from 
their positions, we can take advantage of their motion to iden
tify stars that were once part of the same satellite galaxy and to 
learn how they joined the Milky Way. This goal is one of the 
many being pursued by the European Space Agency’s Gaia sat
ellite, launched in December 2013. Gaia will spend the next 
four years creating a gamechanging data set for galactic ar 
chaeologists by measuring distances, positions and motions for 
more than a billion stars. This haul is exciting for our problem 
because of the sheer number of stars being catalogued and be 
cause the many dimensions of information being measured for 
each star will allow us to calculate their full orbits. Thus, we 
can pick out stars with similar orbital properties as likely to 
have come from the same original galaxy, even if their positions 
on the sky do not show us that they are related anymore.

Furthermore, there is one sense in which stars never forget 
where they were born: their chemical composition. This chem
istry provides another potential way to discover stellar streams. 
Stars are constantly changing their overall composition via the 
nuclear fusion in their cores, which synthesizes light elements 
into heavier ones. Yet nuclear fusion can take place only in the 
densest and hottest central regions of the star, and it is thought 
that the star’s atmosphere, which is what astronomers measure, 
is identical to the gas from which it was born. Astronomers Ken
neth Freeman of the Australian National University and Joss 
BlandHawthorn of the University of Sydney aim to use this per
fect memory not to find star streams but to group stars with 
identical chemical fingerprints into the clusters that birthed 
them, irrespective of where they sit in the sky now. 

Freeman and BlandHawthorn’s simple method of using a 
single chemical label will not work for identifying stars associ
ated with a dwarf, because these galaxies themselves are likely 
to contain stars born in many different clusters having a range 
of chemical compositions. Nevertheless, the natures of cosmic 
history and of star formation conspire so that an analogous 
chemical approach might give us some information about the 
Milky Way’s accretion history. 

First, stars forming later within a given galaxy generally con
tain more heavy elements than those forming earlier because 
the material that constitutes them has already been enriched 
with the remains of previous generations of stars. Second, exact
ly how enrichment proceeds is informed by gas flows that are 

governed in part by the gravitational influence of the galaxy’s 
dark matter halo. These two effects suggest that galaxies of 
roughly the same mass that are accreted and destroyed at rough
ly the same time should contribute stars with the same distribu-
tion of chemical compositions—meaning the same spread of 
abundances for many different elements. Conversely, differences 
in either a galaxy’s mass or accretion time will lead to differences 
in the chemical distributions of the stars it contributes. Hence, 
the overall distribution of chemical compositions of stars around 
our Milky Way could allow us to discern what fraction come 
from similar mass galaxies at similar times, if not exactly the 
same galaxy.

Duane Lee investigated this idea while a graduate student in 
my group at Columbia University. His preliminary work sug
gests that chemical tags might be sensitive enough to recover 
contributions from even the smallest dwarf galaxies destroyed 
very early on in galactic history. By knowing which fractions of 
the Milky Way’s stars arrived at different epochs, we can begin 
to sketch out a sequence of cannibalizations and to trace the 
accretion history of our galaxy, reaching back to the very earli
est times. Two groups are now measuring chemical composi
tions for millions of stars, and their data could be used to tackle 
this problem. One is the GALactic Archaeology with HERMES 
(GALAH) survey led by Freeman and BlandHawthorn, which 
has a pilot survey currently under way. The other is called the 
APO Galactic Evolution Experiment (APOGEE); it started in 
2011 as part of the ongoing Sloan survey.

Galactic archaeologists are just beginning to appreciate that 
studying the Milky Way is like studying 1,000 galaxies, because 
that many smaller objects have combined to build up the larger 
body. The fossils from those subsumed galaxies teach us not 
just about the Milky Way’s history but also about the histories 
of all the smaller galaxies it includes. We should soon be able to 
study how galaxies of many different sizes were made at many 
different times, all in our own local laboratory. Such analyses in 
the next decade could potentially contribute as much to our 
understanding of galaxy formation as the stunning discoveries 
of stellar streams encircling the Milky Way have contributed in 
the past decade.

Ultimately we would like to know how the very first galaxies 
in the universe formed. The earliest progenitors of galaxies akin 
to our own are too small and distant to be directly detectable. 
Galactic archaeology, however, could reveal the remnants of 
these earliest seeds—the longlived stars that still bear the im 
prints of their origins are scattered right here in the Milky Way. 
In a very real way, then, digging in our own backyard can give us 
a window on the early universe and the first steps of galaxy for
mation that is impossible to access by any other means. 

MORE TO EXPLORE

Tracing the Milky Way’s History. Cristina Chiappini in Sky & Telescope, Vol. 108,  
No. 4, pages 32–40; October 2004.

 Sloan Digital Sky Survey:   www.sdss.org
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Chronic pain affects more people in the U.S. and  
incurs greater costs than cancer, heart disease and 
diabetes combined. 

Opiates and other existing drugs do a poor job of re 
lieving much chronic pain and can have serious risks. 
Discovery of molecular pathways specific to pain 

has revealed new targets for drug development. 
Substances found in animal venom are among those 
being tested as nextgeneration painkillers. 

Burning. Aching. Shooting. Whatever form it takes, 
chronic pain can defy treatment. New insights into  
the causes are leading to fresh ideas for combating it 

By Stephani Sutherland

M E D I C I N E 
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stop at the grocery store, not Burger King,” Jama Bond instructed her husband on his cell 
phone as he made an ice-cube run one night in 2012. “Their ice cubes melt too fast.” Bond, then 
38 and nearly nine months pregnant, needed bags of ice to keep the water cold in the tub at her 
feet, which were red, swollen and painful. She had learned to cover them with trash bags so the 
ice water would not damage her skin. A few months before, Bond had been a healthy young 
woman with an office job at a company that installs solar panels, living a more or less normal 
life. Now she barely left the comfort of the water bath, except to shower, “which was torture.”

Bond, who lives in Santa Rosa, Calif., was suffering from a con-
dition called erythromelalgia (EM)—Greek for “red limb pain”—in 
which the hands or feet develop severe burning pain, becoming 
exquisitely sensitive to even mildly warm temperatures or light 
pressure. For most patients, like Bond, the condition arises with-
out explanation (it has no known link to pregnancy). Although 
EM is rare, striking only about 13 in a million people, chronic pain 
in its myriad forms is astonishingly common and often has mysti-
fying origins.

An estimated 100 million people in the U.S. struggle with it, 
most often in the form of back pain, headaches or arthritis. All 
told, chronic pain affects more Americans than diabetes, can-
cer and heart disease combined and costs more, too: as much 
as $635 billion a year in medical care and lost labor, according 
to a 2012 analysis. The toll in suffering is incalculable. People 
coping with the misery face an increased risk of disability, de -
pression, mood and sleep disorders, drug and alcohol addic-
tion, and suicide. Linda Porter, a pain policy adviser at the 
Na tional Institute of Neurological Disorders and Stroke and di -
rector of the National Institutes of Health’s Pain Policy Office in 
Bethesda, Md., calls chronic pain “a huge public health problem 
that is not adequately recognized nor addressed.” 

Pain exists for a reason: it provides us with a built-in warn-

ing against bodily damage, compelling us to yank a hand from a 
hot stove before it is badly burned or to stop walking on a leg 
that is broken. But sometimes it persists long after the threat is 
gone. Although chronic pain can arise inexplicably, in general it 
can be divided into two categories: inflammatory—such as that 
caused by osteoarthritis, for example—and neuropathic, which 
usually stems from nerve damage caused by injury, disease or 
another insult. 

Chronic pain is notoriously hard to treat, and the neuropathic 
type is particularly challenging, in part because common anti-
inflammatory medications such as ibuprofen and naproxen bare-
ly touch it. Morphine and other opiates are the gold standard for 
severe short-term pain. But they come with side effects that range 
from the mundane, such as constipation and drowsiness, to a 
life-threatening suppression of breathing. People who use them 
over long periods gradually develop tolerance to these drugs and 
need ever higher doses, raising the risks. Addiction and abuse are 
also serious issues with opiates: more Americans now die from 
an overdose of these prescription painkillers than from overdos-
es of cocaine and heroin combined. Other drugs currently used 
to treat chronic pain include some originally prescribed to treat 
seizures and depression, and these, too, have limitations. Despite 
the possible risks to her unborn baby, Bond received a cocktail of 

 MAKE SURE YOU

Stephani Sutherland is a neuroscientist and 
science writer based in southern California.
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Clues to Dampening Pain 
Pain signals generated  by heat or other stimuli travel from 
nerve endings in the skin or other sites to structures called 
dorsal root ganglia, near the spinal cord, and then on to the 

spinal cord and brain. Genetic mutations or damage to 
nerves can, however, alter the behavior of key molecules 

along the route, including ion channels, in ways that 
cause pain to become chronic. Hoping to ease the 

suffering, researchers are now targeting those 
 critical molecules in a variety of ways. 

T R E AT M E N T  P R O S P E C T S

Hyperactive Channels
Embedded in the membranes of nerve endings 
that detect painful stimuli are molecules called 
ion channels that open and close a central pore in 
response to the stimuli. A channel called TRPV1, 
for example, detects heat. When it opens, positive
ly charged ions (mainly sodium) rush in, boosting 
the membrane voltage. In response, voltagesen
sitive sodium channels (NaVs) open and trigger  
a pain signal to the spinal cord. Abnormalities  
in NAVs or TRPV1 can cause exces sive signaling. 
Agents under study may decrease channel activity 
and thus halt the extra signaling.

Crossed Wires
Some nerves that detect sensory inputs 
specialize in transmitting pain; others convey 
touch. Cross talk between the two pathways  
is regulated by cells in the spinal cord called 
interneurons (blue�). This regulation is often disrupted 
in people with chronic pain, who then experience 
allodynia—pain from an innocuous stimulus such as  
a gentle touch. Research shows that this condition can 
arise after a nerve is injured, when immune cells known 
as microglia release chemical signals that cause spinal 
cord neurons to lose a molecule essential to normal 
signaling. Drug developers are working on ways to fix 
this short circuit and relieve allodynia. 

TRPV1 

NaV channel

1   TRPV1 opens in response 
to heat, letting in posi tive  ly 
charged ions 

2   Resulting shift in mem brane 
voltage opens voltage-gated 
sodium channels 

3   Flow of ions triggers 
pain signal that zips  
to the spinal cord

Interneuron
Microglial cell

To brain
touch
centers

To brain
pain
centers

Signaling  
between touch and 
pain neurons

Sensory input

Dorsal 
root ganglion
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opiates, anticonvulsants and antidepressants to help her sleep 
and to lower her dangerously high stress level. 

Safer, more effective medications have eluded the best efforts 
of science, but that is beginning to change. Recent discoveries 
have opened several promising new avenues for drug develop-
ment. “Researchers are making a lot of progress now by focus-
ing in on pain’s molecular signaling pathways,” Porter says. 
“There is hope.”

RELAY RACE
To undersTand These new efforTs to control chronic pain, it is 
useful to know how pain arises. Pain begins as a stimulus 
detected by specialized nerve cells called nociceptors, which 
spread their feelers across the surfaces of the body, inside and 
out. Stimuli that could damage the body—very high or low 
temperature, mechanical force or a whole host of chemical 
threats—activate these nerve endings. Then the endings send 
signals zipping toward the nociceptors’ cell bodies, which sit 
in structures known as dorsal root ganglia located just out-
side the spinal cord. From there the nociceptors relay the 
threat to neurons in the spinal cord. These, in turn, trigger 
the brain’s extensive pain network, including areas involved 
in thought and emotion (which explains why placebos and 
distractions can sometimes ease pain). 

Like all nerve signals, pain messages speed from one end of a 
neuron to the other via an electrical event called an action poten-
tial, created by the flow of ions—charged atoms of sodium and 
potassium—across a cell membrane. These ions move through 
tiny pores in the membrane called ion channels, made of proteins 
that change shape into an open or closed configuration. At noci-
ceptors’ endings, specialized ion channels detect possible threats, 
such as heat or chemicals spilling out from nearby damaged cells. 
When these channels open, positive ions flood the cell, subtly 
changing the balance of voltage across the membrane. This shift, 
in turn, triggers other ion channels that are sensitive to specific 
voltages. When enough of these voltage-gated ion channels open, 
the resulting ion flow sparks an action potential that races along 
the entire length of the neuron—much like a stadium crowd 
doing the wave. The action potential culminates in the release of 
a neurotransmitter in the spinal cord, a chemical message that 
relays information to a neighboring neuron. 

Much of what has been learned about pain in the past 20 
years centers on ion channels: how they detect signals such as 
heat and tissue damage; which of them are required for pain 
signaling, as opposed to playing supporting roles; and, perhaps 
the most pressing question, which channels could be targeted 
to safely silence unwanted pain signals. 

Researchers and pharmaceutical companies have long under-
stood that blocking sodium channels at nerve endings eases 
pain—the short-acting local anesthetics lidocaine and novocaine, 
for example, plug up sodium channels to numb not only pain but 
all sensation where they are applied. Nine voltage-gated sodium 
channels have been found in humans and other mammals, each 
opening in response to a slightly different voltage. Blocking all of 
them would have devastating effects because sodium channels 
occur in all nerve cells of the body and in other tissues, including 
in the brain and heart; indiscriminate blockade could interfere 
with the signals that give rise to heartbeat, breathing and move-
ment. For years scientists have therefore sought a holy grail: sodi-

um channels that are restricted to pain-sensing cells in the body. 
In the late 1990s investigators got closer to this target with 

the discovery of three voltage-gated sodium channels that ap -
pear only in the peripheral nerve network (as opposed to in the 
spinal cord and brain), which is where pain signals generally 
begin. Designated NaV1.7, NaV1.8 and NaV1.9, all three are most-
ly relegated to nociceptors and some other neurons in  volved in 
sensation. (“Na” stands for sodium, and “V” stands for voltage, 
with the number indicating their position in the family of nine 
known channels.) Once the genes encoding the channels were 
identified, researchers were able to manipulate the channels’ ac   -
tivity in laboratory animals. Over the next 10 years tests con-
firmed that, at least in mice, quieting sensory NaVs could allevi-
ate neuropathic pain. 

By 2000 NaV channels were seen as promising targets for 
drug development, but pharmaceutical companies needed evi-
dence beyond animal studies to justify a major investment. 
Those data came from four key papers tying NaV1.7 to pain in 
people. In 2004 a group working in Beijing found mutations in 
the gene for NaV1.7 in two Chinese families with an inherited 
form of erythromelalgia—the condition Bond developed sponta-
neously during pregnancy. In 2005 Stephen Waxman and Sulay-

man Dib-Hajj, both at the Yale School of Medicine and the Veter-
ans Affairs Connecticut Healthcare System, confirmed that these 
mutations led to NaV1.7 hyperactivity that could cause pain. Soon 
after, John Wood of University College London and his col-
leagues reported that another condition—paroxysmal extreme 
pain disorder, which causes pain in the rectum, eyes and jaw—
also arose from an overactive mu  tant NaV1.7 channel. Critically, 
Geoff Woods and James Cox, both then at the University of Cam-
bridge, showed in 2006 that mutations in NaV1.7 that wiped out 
its function also eliminated any sensation of pain, creating a rare 
and dangerous condition that often leads to death from unfelt 
in  juries. Together these findings in unusual genetic conditions 
confirmed the importance of NaV1.7 in human pain sensation. 

Waxman explores rare genetic diseases because, he says, 
they can be useful as “pointers to pathological pathways that 

 “Researchers are  
making a lot of  
progress now by  
focusing in on  
pain’s molecular  
signaling pathways,”  
NIH’s Linda Porter 
says. “There is hope.”
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may be more common.” In 2012, together with collaborators in 
the Netherlands, he made that leap to a more common condi-
tion. Small-fiber polyneuropathy is a broad label used to 
describe damage to pain-sensing nerves in the periphery, often 
the hands or feet. About half of patients diagnosed with the 
condition have an identifiable source of nerve damage, such as 
diabetes, but in the other half the cause of pain remains a mys-
tery. Waxman and his Dutch collaborators examined DNA from 
patients with unexplained cases and found mutations in the 
genes for NaV1.7 in close to 30 percent of them, mutations in 
NaV1.8 in 9 percent and mutations in NaV1.9 in another 3 per-
cent. Waxman’s group has also found that people with chronic 
pain from nerve injury have an increased number of NaV1.7 
channels in the nerves that are damaged. 

Those findings were enough for drug companies to pursue 
the sensory-specific sodium channels in earnest. Pfizer has 
been developing drugs aimed at NaV1.7 and NaV1.8 for several 
years, and although it is too early to say when a new painkiller 
might be available, several are now being tested in patients, re -
ports Neil Castle of Neusentis, Pfizer’s pain and sensory disor-
ders research unit in Durham, N.C. Unlike older drugs such as 
lidocaine, these newer molecules are not targeted to the main 
pore of the sodium channel, which is nearly identical from one 
channel subtype to the next. Instead they act on a region of the 
channel that senses voltage and differs from one channel to the 
next, giving them more specificity and, presumably, making them 
safer. In 2013 Castle’s group reported discovery of a chemical that 
selectively hits the NaV1.7 voltage sensor. Such molecules, Castle 
says, “have very high selectivity, so they do not affect heart or mus-
cle function”—at least not in early testing. 

Meanwhile a team at Duke Univer-
sity is also taking aim at the NaV1.7 volt-
age sensor but is doing so with an anti-
body—a molecule that de  rives from the 
im  mune system. According to a study 
published in June, the antibody re -
lieves both in  flam matory and neuro-
pathic pain in mice, and it alleviates 
itching, making the ap  proach a possi-
ble three-fer in the realm of relief. Re -
searchers ex  ploring the ability of cer-
tain components in venoms to act on 
NaV1.7 are having some luck as well 
[�see box on next page].

HEATING UP
sodium channels are not the only tar-
gets painted with a bull’s-eye. Another 
ion channel called the transient recep-
tor potential channel V1 (TRPV1) is 
fa mously activated by hot tempera-
tures and by capsaicin—the chemical 
that gives chili peppers their burn—
and it is largely restricted to pain-sens-
ing cells. Ever since David Julius and 
his colleagues at the University of Cali-
fornia, San Francisco, discovered the 
gene for TRPV1 in 1997, scientists have 
been hot on the trail of molecules that 

could silence pain signals by closing this channel. 
“TRPV1 has been such a promising and yet such an elusive tar-

get for so long,” the nih’s Porter says. Early blockers that shut it 
down had unmanageable side effects, such as bodily overheating 
and insensitivity to heat that could cause burns. The channel, 
which also senses acid, spider toxins and substances that pro-
mote inflammation, has more recently emerged as a complex 
integrator of sensory signals. “The best drug would not perturb 
the channel’s core heat-sensing ability,” Julius says. It would 
merely calm an overactive channel.

Julius’s team took a step forward in December 2013, when it 
published the first high-resolution pictures of the TRPV1 struc-
ture in various states. That information should help research-
ers to figure out a way to block the channel only when it takes 
on a shape that gives rise to pain. 

PAIN, MISINTERPRETED
mosT people wiTh neuropathic pain experience its three hall-
marks: hypersensitivity to painful stimuli; spontaneous pain 
that strikes out of nowhere; and allodynia, which makes a harm-
less touch feel painful. (Allodynia caused the pelting water of a 
shower to feel like torture to Bond.) Whereas research on ion 
channels has helped explain hypersensitivity, another line of 
investigation has clarified how allodynia arises. Normally pain 
signals and signals for nonpainful touch travel along separate 
pathways from nerves in the skin to the spinal cord and up to 
the brain, but in the case of allodynia, signals get crossed in the 
spinal cord: touch-sensing neurons activate the pain pathway. 

How things go wrong has been worked out mainly by investi-
gators in Japan and by two groups in Canada, one led by Yves De 

Why Me? 
A variety of factors explain why some people are  

more vulnerable to chronic pain than others
Take 10 people who suffer the same back 
injury in a car accident: three of them will 
have the misfortune to end up with chron-
ic pain as a result. Or take 10 people with 
diabetes: about half will develop nerve 
damage, or neuropathy, but the injury will 
cause ongoing pain in only three of them. 
What factors make some people vulnera-
ble and others resilient? The question has 
not yet been fully answered, but research 
points to three main influences that seem 
to work in concert:

Hardwiring: Genes help to determine an 
individual’s pain sensitivity and tolerance, 
and some tip the scales toward unusual 
susceptibility to chronic pain. One of the 
biggest genetic factors is gender; women 
are far more likely than men to develop 
chronic pain over the course of a lifetime.

Experience: Stress, trauma and abuse—
both physical and emotional—can raise 
the risk. Studies suggest that these 
experiences can cause long-term 
changes in gene activity, turning genes 
on or off in ways that affect pain pathways. 
In addition, the risk for chronic pain rises 
with age, not just because of wear and 
tear but probably also because the body’s 
ability to repair injuries—including nerve 
damage—declines as we get older.

Personality: Certain personality traits 
skew risk. Pessimists, worrywarts and 
catastrophizers (such as Saturday Night 
Live character Debbie Downer) are  
more likely to suffer. Brain circuitry 
involved in motivation and reward also 
seems to influence pain vulnerability.  
 —S.S.

F I N D I N G S 
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When Glenn King milks centipedes, he is not going after nutrition. 
He is milking their poison, and it is no simple task. “We tie them 
down with elastic bands, bring a pair of electrical forceps up to 
their pincers, apply a voltage, and they expel the venom,” says 
King, a biochemist at the University of Queensland in Australia.

The microliters of fluid could hold the keys to a new set of pain-
relieving drugs. Venoms are natural storehouses of nerve-numbing 
molecules, and with 400 different types of venom in his laboratory, 
King is at the forefront of efforts to identify analgesics in the stings 
of centipedes, spiders, snails and other poisonous beasts. 

Large pharmaceutical companies have been struggling to syn-
thesize alternatives to addictive painkillers such as morphine but 
have had trouble making molecules that home in on the specific 
nerves they need to target. Venoms, however, have naturally 
evolved to contain molecules with this kind of specificity. In labora-
tory animals these molecules numb nerves without harming the 
rest of the body. The targets that many researchers are aiming at 
are called voltage-gated sodium ion channels, which are common 
in pain-sensing nerve cells. Plugging one particular type of chan-
nel, known as NaV1.7, keeps the cell from passing a pain message to 
other parts of the body, as discussed in the accompanying article.

Certain venom components have just the right shape and 
chemical activity to latch onto a part of the channel called a volt-
age sensor, and that action shuts the channel. Last year King 
identified a venom molecule called m-SLPTX-Ssm6a that ap -
peared to be one of the most selective inhibitors of NaV1.7 ever 
seen. He found it in the venom of the Chinese red-headed centi-
pede (Scolopendra subspinipes mutilans), which can grow up to  
20 centimeters long and has a pair of vicious, pincerlike claws.  
“If they nail you, it’ll hurt,” King says. The molecule, however,  
had quite the opposite effect in injured mice: in experiments,  
it blocked pain better than morphine. But it had no unwanted 
effects on blood pressure, heart rate or motor function, indicating 
that it was not depressing the central nervous system, as an opi-
ate such as morphine would. 

King’s team produced a synthetic version to see if the molecule 
could be manufactured as a drug. But to the researchers’ dismay, 
this version did not work as well. King suspects that the original 
preparation they had made of m-SLPTX-Ssm6a actually contained 
traces of another active component. He is working on a further 
round of centipede milking to search for the mystery ingredient.

Snake venom is also a source of selective channel blockers. 
Anne Baron, a pharmacologist at the Institute of Molecular and 
Cellular Pharmacology in France, has isolated two painkilling mol-
ecules from the venom of the black mamba. “We are nearly ready 
for a clinical trial,” Baron says. “We have done a lot of animal tests 

Taking the Sting  
Out of Pain 

Venom molecules could provide  
alternatives to addictive opiate drugs

By Mark Peplow 

in rodents to assess toxicity.” The mambalgins, as the molecules 
are called, plug a particular set of acid-sensing ion channels in 
peripheral nerve cells that, like sodium channels, help the cells 
send pain signals. Fortuitously, the mambalgins have no effect on 
most other ion channels, which may explain why mice injected 
with the substances had no apparent side effects. 

Accurate nerve cell targeting is not the only goal of venom 
research, says David Craik, a biochemist at Queensland. If venom 
molecules are to be swallowed as pain pills, they need to resist deg-
radation by the digestive system. In 2004 the U.S. Food and Drug 
Administration approved a painkilling drug called ziconotide that is 
based on a molecule isolated from the venomous cone snail Conus 
victoriae. But the drug could not withstand the rigors of the stom-
ach, so it must be pump-injected slowly into patients, a cumber-
some procedure. “Ziconotide hasn’t been a big seller,” Craik says.

Craik has started to reengineer painkillers derived from the 
cone snail toxins. His strategy is to turn the molecules, which are 
normally chains of amino acids, into rings. Circles are much more 
stable structures—enzymes in the body cannot snip off the ends. 
He spliced the ends together and gave oral doses of the rings to 
rats. The compound, dubbed cVc1.1, turned out to be 100 times 
more potent than gabapentin, a common treatment for nerve 
pain. And earlier this year at the American Chemical Society 
meeting in Dallas, Tex., he unveiled five more ring-shaped cono-
toxins that have also shown durability in early studies.

With tens of thousands of venomous species in the world, 
researchers think it is only a matter of time until they find a com-
pound that hits the right target, is rugged and can be easily pro-
duced in quantity. “We perhaps know 1 percent of the products 
that are in these venoms,” Baron says.

Mark Peplow is a science writer based in London.

PAINKILLER: The Chinese 
red-headed centipede’s toxic 
venom contains a component 
that can numb nerves without  
harming the rest of the body.

 See an animation of a promising drug target for pain at ScientificAmerican.com/dec2014/painSCIENTIFIC AMERICAN ONLINE  
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Koninck of the Quebec Mental Health University Institute and 
the other by Michael Salter of the Hospital for Sick Children in 
Toronto. In animal studies, they found that in response to nerve 
injury, microglia, the nervous system’s own Pac-Man–like im -
mune cells, release a signal that causes spinal cord neurons to 
reduce their complement of an ion-transporting molecule called 
KCC2 (“KC” stands for potassium chloride). The transporter 
works to maintain the delicate balance of chloride ions inside 
and outside cells. Under normal conditions, small nerve cells in 
the spinal cord called interneurons regulate communication 
between the pathways for painful and nonpainful sensations. 
They prevent ordinary touch from causing pain but allow a 

soothing stroke to temporarily ease it. When spinal cord neu-
rons lose KCC2, however, this communication goes awry, and a 
light touch can trigger pain. Researchers theorized that if KCC2 
levels could be restored, the improper signaling would stop. 

In November 2013 De Koninck and his colleagues reported 
discovery of a compound that bolsters chloride transport through 
KCC2. The drug restored the balance of chloride ions and electri-
cal function in neurons of the spinal cord. Moreover, it alleviated 
signs of neuropathic pain in rats. The KCC2 enhancer was safe 
and free of side effects in the animals, even at high doses. 

Although the work so far has been conducted only in ani-
mals, certain aspects of the KCC2 transporter make it an excep-
tionally good target for human therapies. Unlike other drugs 
that inhibit ion channels wholesale, this transport-enhancing 
agent would, for instance, affect only cells with the defect, De 
Koninck says. Cells with functional KCC2 would keep working 
as usual, and the drug would not overly boost their activity. Ex -
periments indicate that rather than changing how KCC2 be -
haves, the drug shepherds more of the transporters to the cell’s 
surface. A fuller understanding of how that traffic control works 
will be crucial to developing safe, effective painkillers. 

PERSONALIZED PAIN TREATMENT
The fuTure of medicine, most researchers believe, is personalized, 
meaning that an individual’s genes and specific drug sensitivities 

will determine the best course of treatment and the surest way to 
prevent disease. In the field of chronic pain management, that 
future is only just coming into view. “We would love to be able to 
tell what, specifically, has gone wrong in each patient. Then we 
could say, ‘Oh, you get this drug, whereas you get that other 
drug,’ ” says David Bennett, a neurologist at the University of 
Oxford. But treatment at even the best comprehensive pain-man-
agement centers tends to rely largely on trial and error. 

Now, however, patients with rare genetic mutations affecting 
the NaV channels are helping to show the way to personalized 
pain therapy. For example, most people who suffer the burning 
limb pain of erythromelalgia be  cause of an inherited NaV1.7 

mutation are not helped by carba mazepine, 
an antiseizure drug sometimes used to treat 
pain. One family with the condition, though, 
has a particular mutation (there are many 
types) that results in a good response to the 
drug. By studying the molecular structure 
and function of the family’s mutated chan-
nel, Waxman and Dib-Hajj were able to see 
how carbamazepine calmed the channel’s 
hyperactivity and then were able to accu-
rately predict that it would also be effective 
with a somewhat different mu  tation. These 
findings are exciting, Waxman says, because 
they suggest that basing therapy on a per-
son’s genetic makeup “is not un  realistic” for 
patients with inherited erythromelalgia and 
those who are suffering from more common 
pain conditions. 

As for Jama Bond, her symptoms abrupt-
ly halted just before she delivered a healthy 
baby boy a few weeks early. Unexpectedly, 
steroid injections meant to help the infant’s 

lungs mature worked like a charm for his mother. “I woke up in 
the middle of the night,” she re  calls, “and my feet did not hurt—
which had not happened in over six months.” No one could 
explain why. The symptoms did return but never with the same 
severity she had endured during pregnancy. “If I am on my feet 
for a long time, it has a direct result: I will be in pain,” Bond 
says. “I am managing it, and I am drug-free, so that’s amazing. I 
would love to be cured.” And pain researchers would love to 
bring relief to Bond and the many millions like her. 

MORE TO EXPLORE
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The future of medicine, 
most researchers believe,  
is personalized. For chronic 
pain, that future is only  
just coming into view. 
Treatment at even the  
best centers tends to rely  
largely on trial and error. 
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WIND-WHIPPED lake 
waves froze this lighthouse  
in Michigan during a harsh 
winter storm.
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F rom November 2013 through JaNuary 2014, the Jet stream took oN a remarkably extreme aNd persisteNt 
shape over North America and Europe. This global river of eastward-flowing winds high in the atmo-
sphere dipped farther south than usual across the eastern U.S., allowing the notorious “polar vortex” of 
frigid air swirling over the Arctic to plunge southward, putting the eastern two thirds of the country into 
a deep freeze. Ice cover on the Great Lakes reached its second-greatest extent on record, and two crip-
pling snow-and-ice storms shut down Atlanta for multiple days.

At the same time, a stubborn ridge of high pressure hunkered 
down over California, creating the warmest winter on record 
there. Although the balminess may sound nice, the resulting 
drought became the worst since record keeping began in the 
late 1800s, causing billions of dollars in agricultural losses. 

The jet stream’s contortions also pummeled Europe, where a 
succession of intense storms led to additional billions of dollars 
of damage. In England and Wales the winter was the wettest 
since at least 1766. Much of the rest of Europe basked in excep-
tional warmth: Norway suffered unprecedented January wild-
fires, and Winter Olympics officials in Sochi, Russia, struggled 
with melting ski slopes. In May nearly one third of the entire 
country of Bosnia was flooded by a massive, swirling rainstorm.

Ordinarily the jet stream resembles a band of air blowing 
across the middle latitudes. As we see on television weather 
forecasts, it often has mild bends from north to south and back 
to north again, looking somewhat like a sine wave on an oscil-
loscope. The bends are called planetary or Rossby waves and 
typically progress across the U.S. in three to five days. They 
deliver much of the day-to-day weather we experience.

During the 2013–2014 winter, however, the waves became am  -
plified with gigantic, steep sides, resembling an erratic elec-
trocardiogram printout. This configuration of winds also moved 
across the earth much more slowly than usual, at times stopping 
in place for weeks and bringing remarkably long periods of un -
common weather. A May study led by Shih-Yu (Simon) Wang of 
Utah State University found the jet stream pattern over North 
America during that time was the most extreme ever recorded.

Was the radical jet stream an anomaly? Apparently not, be -
cause it seems to be happening more and more. In 2010 Russia 

baked through its most oppressive heat wave in written history, 
one that killed more than 55,000 people. At the same time, in -
tense rains deluged Pakistan, its most expensive natural disaster 
on record. In 2011 Oklahoma endured the hottest summer any 
American state has ever had. U.S. drought conditions in 2012 
were the most extensive since the 1930s.

The bends in the jet stream during those particular events 
shared a common feature, according to an April 2013 paper by 
scientists at the Potsdam Institute for Climate Impact Research 
in Germany, led by Vladimir Petoukhov. The usually eastward-
moving waves “ground to a halt and were greatly amplified,” 
two of the authors wrote in a blog post about their research. In 
some cases, the bends remained stuck for days or even months 
at a time. The scientists also showed that the extreme configu-
rations were twice as common during summers from 2001 to 
2012 as they were during summers of the prior 22 years.

As Bob Dylan sang, “You don’t need a weatherman to know 
which way the wind blows.” Something is clearly up with the jet 
stream, and it is not hard to see the probable reason why. The 
base state of our climate has changed dramatically over the past 
150 years, and that change is starting to alter the jet stream’s 
behavior. Atmospheric levels of heat-trapping carbon dioxide, 
for example, have increased more than 40 percent, primarily 
because of the burning of coal, oil and natural gas. The extent of 
summer sea ice in the Arctic is down nearly 50 percent since 
1900, affecting heat flow in the atmosphere and ocean. Solar 
energy reflecting off the earth’s surface has changed significantly 
be  cause we have modified more than half of the planet’s land-
scape with crops, pastures and cities. Massive clouds of sunlight-
re  flecting and sunlight-absorbing soot and pollution belch forth 

I N  B R I E F

Severe weather outbreaks have oc
curred in the past four years when the jet 
stream has become contorted into ex 
treme positions.

Extended bouts of outlandish weather 
have taken place when the jet stream 
has become stalled in these shapes for 
long periods.

Some scientists assert that the lead
ing cause of a weird jet stream is the 
loss of Arctic sea ice, although other ex 
perts disagree.

Either way a more extreme jet stream 
will mean greater droughts, floods, heat 
waves and deep freezes in many parts 
of the world.

Jeff Masters is director of meteorology at the Weather 
Underground, which he co-founded in 1995, and specializes  
in severe weather forecasting. He also writes WunderBlog,  
one of the most popular weather blogs on the Internet.
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from power plants, vehicles, buildings and industries. A huge 
ozone hole disrupts upper-level winds over the Antarctic. 

Humans have kicked the climate system hard, and physics 
demands that the earth’s fundamental weather patterns change 
as a result. Indeed, Wang and his colleagues concluded that the 
jet stream’s configuration most likely could not have grown so 
strange without the influence of human-caused global warming.

The danger is that climate is not linear. A modest level of glob-
al warming can suddenly create a step change to a new regime 
with wildly different weather. Climate scientists are in  tensely 
de  bating whether climate as a whole and the jet stream in par-
ticular have crossed a tipping point into a new long-term state. 
They are also debating a controversial theory put forth by the 
Potsdam researchers and others that says that the changes in 
the jet stream stem largely from events occurring in the fastest-
warming portion of the planet—the Arctic.

If indeed the jet stream is entering a new state, that bodes ill 
for civilization. An August paper published in Nature Climate 
Change by James Screen of the University of Exeter in England 
and Ian Simmonds of the University of Melbourne in Australia 
went so far as to pinpoint the potential effects. (Scientific Ameri-
can is part of Nature Publishing Group.) If jet stream waves “are 
amplified in response to anthropogenic [human-caused] climate 
change, as has been proposed,” they wrote, “our results suggest 

that this would preferentially increase the probabilities of heat 
waves in western North America and central Asia, cold waves in 
eastern North America, droughts in central North America, 
Europe and central Asia, and wet extremes in western Asia.”

This new normal would mean more terrible summer droughts 
for midwesterners. Winters featuring strings of snowstorms like 
the 2010 “snowmageddon” that closed Washington, D.C., would 
blast eastern U.S. residents more often. And people worldwide 
would see food prices go up, a consequence of intense and persis-
tent droughts in central North America, Europe and Central Asia.

NATURAL VARIATIONS
Climate ChaNge would revise the jet stream indirectly by act  ing 
on big forces in the atmosphere that ultimately shape it. The 
ever present river of wind, nine to 14 kilometers high, circles 
the globe in both hemispheres and acts as a guide along which 
precipitation-bearing low-pressure systems ride. The jet stream 
typically has two branches: a polar jet that acts as the boundary 
between cold air near the poles and warm air closer to the equa-
tor and a less vigorous subtropical jet that lies closer to the equa-
tor. Henceforth, when I discuss the jet stream, I mean the dom-
inant polar jet. 

That jet’s latitude rises and falls a bit with the seasons: it is 
typically over the central U.S. in winter and near the U.S.-Cana-

HIGH-ALTITUDE CLOUDS, as seen from the Space Shuttle, gather along the jet stream over eastern Canada. North is toward  
the bottom of the image, where Cape Breton Island is visible (�center�). The jet’s speed can top 300 kilometers per hour.

© 2014 Scientific American
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A Radical Jet Stream Delivers Extreme Weather 
Two jets of high-altitude wind blow around the earth in each hemisphere. When bends in the polar jet become magnified 
(�left-hand page), abnormally warm or cold air can wallop large regions of a continent. The bends can also get stuck that  
way for weeks, causing droughts, floods, heat waves and deep freezes. Two leading theories can explain the big bends 
(�right-hand page), one driven by climate change and one linked to either climate change or natural variability. 

Waviness Brings Heat Waves and Deep Freezes 
When mild bends in the polar jet stream become amplified (�wavy blue arrow), 
huge warm-air masses can surge much farther north than usual, and cold-air 
masses—such as the winter polar vortex—can plunge far to the south. The bends 
typically progress across the U.S. in three to five days, delivering our daily weather. 

Jet Streams Form 
Because the equator gets more solar energy than the poles, hot air rises there,  
hits the stratosphere and spreads toward the poles. The earth’s spin deflects the 
air into three major, interlocking atmospheric circulation cells in each hemisphere. 
Jet streams arise along the cell boundaries to equalize pressure differences. 

H OW  I T  WO R K S 

Long-Term Ramifications
If the polar jet stream has crossed a tipping 
point to a new state in which big bends 
become common, the U.S. may see more 
heat waves in the west, cold waves in the 
east and drought in the central states.
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Why Waviness Changes: Two Possibilities 

Atmospheric Oscillations 
Natural phenomena in the atmosphere can alter the jet stream’s path. Two prime 
suspects are the El Niño/Southern Oscillation and the Arctic Oscillation. 

El Niño/Southern Oscillation
This cycle in tropical atmospheric pressure has two phases: 
El Niño brings warmer Pacific Ocean water eastward, moving 
the jet stream south; La Niña brings cooler water, moving  
the jet north. Recent, large differences in the phases, linked  
to a wavy jet, may be natural or driven by climate change.

Arctic Oscillation
Week-to-week changes in sea-level 
pressure between the Arctic and  
midlatitudes cause this phenomenon; 
factors not fully understood shift it 
between positive and negative phases. 

Arctic Amplification
The Arctic is warming up two to three times as fast as the midlatitudes. Disap   pearing 
sea ice (�below) is a major reason: more exposed water absorbs extra solar heat in 
summer and reradiates it in winter, raising air temperature in the polar cell faster 
than the rise in the Ferrell cell (�right�). The declining difference between cells makes 
a negative Arctic Oscillation and wavy jet stream (�above right�) more likely. 

1 

2 

Less Ice, Weaker Winds 
From 1979 to 2012 the minimum area 
of Arctic sea ice dropped 40 percent, 
and autumn winds high over North 
America slowed 10 percent (�graphs�). 
Slower winds are associated with big, 
problematic bends in the jet stream. 

Pos�it�ive phas�e is� linked 
t�o a large pres�s�ure 
difference, which helps 
t�he jet� s�t�ream t�ake  
a straighter path,  
and t�o a s�t�rong polar  
vortex, which keeps 
cold air north 

Negat�ive phas�e is� linked 
t�o a s�mall pres�s�ure 
difference, which 
weakens� t�he jet� s�t�ream 
s�o big bends� are more 
likely, and weakens the 
polar vortex, allowing 
cold air to drift south 
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dian border in summer. The flow, however, is chaotic, and large 
Rossby waves are always present. In the Northern Hemisphere, 
when the jet stream bulges northward as a ridge of high pressure, 
warm air flows up from south to north. Where the jet loops to the 
south as a trough of low pressure, cold air spills southward.

The jet stream is created by three major interlocking cells of 
circulating air over each hemisphere [see box on two preceding 
pages]. Al  though the cells help to shape the jet stream, other 
forces in the sky can contort it further. The atmosphere actual-
ly resonates because of energy from the sun, the shape and 
location of the continents and ocean currents, the presence of 
mountain ranges, and the amount of heat-trapping greenhouse 
gases and re  flective dust in the air. Just as a guitar resonates 
differently when various strings are plucked, as these factors 
change, the atmosphere resonates with multiple tones, called 
teleconnection patterns. These natural resonances can reshape 
the jet stream, complicating the determination of whether its 
recent behavior is a sign of a permanent change.

In the Northern Hemisphere, the two most important tele-
connection patterns are the El Niño/Southern Oscillation and 
the Arctic Oscillation. The El Niño/Southern Oscillation is a 

three- to eight-year cycle in tropical atmospheric pressures. It 
drives warmer than average ocean waters toward the eastern 
Pacific during an El Niño event and cooler than average waters 
during the opposite phase, La Niña. The jet stream typically dips 
farther to the south over the eastern Pacific during El Niño but 
bulges to the north there during La Niña. The Arctic Oscillation 
is caused by week-to-week fluctuations in sea-level pressure 
between the Arctic and the midlatitudes. If this pressure differ-
ence is small, the jet stream winds tend to weaken, allowing 
large-amplitude loops to form; in winter, a small pressure differ-
ence typically allows cold air to spill far to the south over the 
eastern U.S., western Europe and East Asia.

A REVELATION IN CALIFORNIA
the atmosphere’s teleCoNNeCtioN patterns are intertwined. They 
can cancel one another out or reinforce one another. Changing 
the base state of the atmosphere in which these patterns arise 
could alter them so that they cause jet stream weirdness. I thought 
about this possibility in 2011, when an extreme jet stream per-
sisted with a weak to moderate La Niña in place for only part of 
the year, which was odd. At the time, there were no published 
theories detailing how this situation might arise. But in Decem-
ber of that year at the American Geophysical Union meeting in 
San Francisco, the world’s largest gathering of climate scien-
tists, Rutgers University atmospheric scientist Jennifer Francis 
presented intriguing new findings related to the event. At one 
point, she said, “The question is not whether [Arctic] sea-ice loss 

is affecting the large-scale atmospheric circulation. . . , it’s, How 
can it not?” Francis pointed out that the Arctic is warming two to 
three times faster than the rest of the Northern Hemisphere—a 
phenomenon known as Arctic amplification—and that this phe-
nomenon could significantly disrupt the flow of the Northern 
Hemisphere jet stream.

The assertion makes perfect sense. One of the main causes of 
Arctic amplification in fall and winter is sea-ice loss. The Arctic 
Ocean has lost a stunning amount of its ice in recent years be -
cause of melting and unfavorable winds. In September 2012, 49 
percent of the ice cover went missing—an area 43 percent of the 
size of the contiguous U.S.—compared with the mean value from 
1979 to 2000. When sea ice melts, it exposes dark water, which 
ab    sorbs more solar energy than white ice. The ocean and atmo-
sphere then heat up, driving additional warming and more sea-
ice melt in a vicious cycle.

The exposed water releases its stored heat in fall and winter, 
resulting in a massive, months-long perturbation to the base state 
of the Arctic atmosphere. Unusual Arctic amplification in sum-
mertime has also been occurring as Arctic snow cover diminish-
es. Global warming has caused spring to arrive earlier by about 

three days per decade, melting the snow cov-
er and exposing dark soil sooner. The soil 
absorbs heat and dries out, jump-starting an 
early continental heating season. 

The Arctic amplification caused by sea-
ice loss and reduced springtime snow cover, 
along with other factors, has significantly 
de  creased the temperature difference be -
tween the Northern Hemisphere’s midlati-
tudes and the North Pole. This reduction 
can make a big difference to the jet stream; 

if the temperature difference decreases, less energy is transferred 
between two of the large atmospheric circulation cells, and the 
jet stream winds slow down. Francis and Stephen Vavrus of the 
University of Wisconsin–Madison have documented a roughly 
10 percent reduction in upper-level winds since 1979 in autumn 
over North America and the North Atlantic, in concert with a 
reduction in the temperature difference.

Slower flow allows the jet stream to make large, meandering 
loops, and Francis has documented a sizable increase in the 
am  plitude of the troughs and ridges in the polar jet since 2000, 
in summer and winter. The bigger kinks tend to allow warm air 
to flow much farther poleward than usual on one side of the jet 
stream, with cold air pushing far to the south on the other side. 
Such a pattern occurred during this past January’s cold air out-
break in the eastern U.S.—the much ballyhooed polar vortex in -
vasion—and simultaneous record warmth and drought in Cali-
fornia. Mathematical theory shows that a slower-flowing jet 
stream also causes the Rossby waves to progress eastward more 
slowly, allowing the abnormal weather in the high-amplitude 
loops to last longer in any particular location. These ridges and 
troughs might also be more prone to stalling in place complete-
ly and forming “blocks” that stop wave movement, the way that 
back eddies in a river create a dead spot with no flow.

DISAGREEMENT OVER THE ARCTIC’S ROLE
the researCh liNkiNg arCtiC amplification to jet stream crazi-
ness has stirred up a blizzard of turmoil in the climate science 

i F  the jet stream continues 
to get more wavy, harsh 
weather conditions will 
grow more intense, causing 
death and destruc tion.

Video about links between climate and weather can be seen at ScientificAmerican.com/dec2014/mastersSCIENTIFIC AMERICAN ONLINE  
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community. A September 2013 workshop on the subject at the 
University of Maryland, convened by the National Research 
Council, attracted more than 50 climate scientists who engaged 
in spirited debate. Although a large number of such experts 
agree that the jet stream seems to be changing, many of them 
question whether the relatively short period that Arctic ampli-
fication has been strong—about 15 years—is enough to link the 
two phenomena.

Some experts also question the hypothesis based on energy 
arguments. Because the high-volume flow of the jet stream con-
tains a lot of energy, a lot of energy should be needed to change 
it. The amount of heat energy that has been added to the Arc  tic 
through Arctic amplification is an order of magnitude less than 
the energy in natural El Niño/Southern Oscillation–driven 
changes to the jet stream that have been studied, observes Kev-
in E. Trenberth of the National Center for Atmospheric Re -
search. He co-authored a paper published online in August in 
 Nature Climate Change showing that the large energy changes 
that have occurred naturally in the tropical Pacific Ocean in re -
cent years because of a teleconnection pattern called the Pa cific 
Decadal Oscillation could have caused the unusually wavy jet 
stream we have observed. Yet the paper also concluded that the 
nature of the changes to the oscillation during the past 10 years 
could mean that natural variability itself is being altered by cli-
mate change.

Trenberth was one of five leading climate scientists who pub-
lished a critique of Francis’s research in the journal Science this 
past February. The research linking Arctic warming to ex  cessive 
jet stream waviness “deserves a fair hearing,” they wrote. But 
they concluded that they did not “view the theoretical argu-
ments underlying it as compelling.” 

Some scientists even question whether the amplitude of jet 
stream waves is increasing. In a 2013 paper, Screen and Sim-
monds measured jet stream bends using a different definition 
than Francis did and found few statistically significant changes 
in amplitude—although they did note a weak general tendency 
toward higher-amplitude waves. Yet critics have offered little 
else to explain the jet stream’s extremes. One idea published in 
August in the Proceedings of the National Academy of Sciences 
USA by Dim Coumou of Potsdam and his colleagues noted that 
the dwindling difference in temperature between the midlati-
tudes and the poles, alone, could be enough to amplify the jet 
stream and cause it to get stuck, at least in summer.

TOO LATE TO WAIT
although sCieNtists may not agree on an explanation yet, the 
weather data are eye-opening. Some of the most iconic and de -
structive weather events in U.S. history—the “supertornado” 
outbreak of 1974, the Dust Bowl heat and drought of 1936, and 
the great Mississippi River flood of 1927—were all matched or 
surpassed in 2011 and 2012 alone. Our recent jet stream behav-
ior could well mark a crossing of a threshold into a new, more 
threatening, higher-energy climate. 

As the planet continues to warm, hotter temperatures will 
drive more intense heat waves and droughts where high-pressure 
ridges ripple along the jet stream. Stronger storms with heavier 
downpours will occur where the jet bends toward the equator 
into troughs of low pressure, as increased evaporation from the 
oceans puts more moisture into the atmosphere. If the jet stream 

continues to exhibit slower-moving, higher-amplitude waves, 
these harsh weather conditions will grow even more intense and 
stay in place longer, multiplying their potential for death and 
destruction. If the theories presented by Francis and her col-
leagues are correct, there is no going back to our old climate 
unless we find a way of growing more Arctic sea ice. Given that 
the amount of heat-trapping carbon dioxide in the atmosphere 
continues to increase at about 0.5 percent a year, no scientists 
who study Arctic sea ice are expecting a long-term recovery.

Drought is the greatest threat because it affects the two 
things we need most to survive: water and food. If a high-ampli-
tude jet stream pattern with eccentric ridges of high pressure 
were to stay stuck for an entire summer over the grain-produc-
ing areas of Russia and the U.S., the precipitation that these 
crops rely on would not arrive. The resulting droughts could 
cause huge spikes in food prices, widespread famine and violent 
unrest. During the great Russian drought and heat wave of 2010, 
a massive and impenetrable ridge of high pressure settled over 
the country. That shunted the low-pressure systems that usually 
bring rain to Russian crops over to Pakistan, causing catastroph-
ic floods there. The drought and heat wave was Russia’s deadliest 
and most expensive natural disaster in history. It forced the 
country to cut off wheat exports, which drove up global grain 
prices and helped to foment the “Arab Spring” unrest that top-
pled multiple governments in 2011.

Clearly, the world cannot safely wait to act until scientists 
fully understand how and why the climate is changing. Accord-
ing to the Intergovernmental Panel on Climate Change, we must 
act swiftly, forcefully and globally to keep warming below the 
dangerous two degree Celsius threshold. Energy sources such as 
solar, wind and nuclear that emit low or zero levels of carbon 
dioxide, along with technologies that can capture and store car-
bon, must at least triple by 2050, and greenhouse gas emissions 
must fall by 40 to 70 percent, compared with 2010 levels. The 
shift might be surprisingly affordable, cutting global economic 
growth by only 0.06 percent a year, the panel has said. But if we 
wait until 2030, the necessary actions will be much more expen-
sive, and it may become impossible to avert the threshold. 

That is also the year that summertime Arctic sea ice will 
essentially disappear, according to several leading climate scien-
tists. If Arctic changes are truly to blame for wacky jet stream 
behavior, losing the remaining 50 percent of the Arctic sea-ice 
coverage between now and 2030 will bring even greater antics. If 
the Arctic is not involved, that is worrisome as well because it 
means jet stream changes are being triggered by an unknown 
mechanism, leaving us with no idea how the jet stream will re -
spond as climate change progresses. Thus, my forecast for the 
next 15 years: expect the unprecedented. 

MORE TO EXPLORE

Linkages between Arctic Warming and Mid-Latitude Weather Patterns: 
Summary of a Workshop. Katie Thomas et al. National Academies Press, 2014. 
   www.nap.edu/catalog.php?record_id=18727 

 Jeff Masters’s WunderBlog:   www.wunderground.com/blog/JeffMasters/show.html
 U.S. National Climate Assessment:   http://nca2014.globalchange.gov 

FROM OUR ARCHIVES

The Winters of Our Discontent. Charles H. Greene; December 2012.

sc i en t i f i camer i can .com/magaz ine/sa

© 2014 Scientific American



76 Scientific American, December 2014

AP
 P

H
O

TO

The king had been sitting in dark-
ness for more than 1,400 years. 
Half of his finely carved face was missing when the 
archaeologists found him, but his elaborate head-
dress and badges of rank were still whole. He stared, 
one-eyed, into the dim tunnel the visitors had exca-
vated inside one of the largest monuments in the 
ancient Maya city of Holmul, located in what is now 
northeastern Guatemala. Hieroglyphs near the fig-
ure spelled out his name: Och Chan Yopaat, or “Storm 
God Enters the Sky.”

The king is the central figure in a recently dis-
covered sculptural panel that is electrifying archae-
ologists who study the Maya civilization. Francisco 
Estrada-Belli of Boston University had been exca-
vating the monument—a rectangular pyramid with 
a flat top where ceremonies were performed—to 
glean insights into the politics at play during a par-
ticularly tumultuous period of Maya history. Inside 
the pyramid are the remnants of all the buildings 
from centuries past that had previously stood on the 
same spot before bigger temples were constructed 
on top of them. Estrada-Belli and his team were tun-
neling through the nested structures, in  vestigating 
what was left of those earlier monuments, when they 

A RC H A EO LO GY

Newly discovered Maya artwork 
illuminates an ancient clash

By Zach Zorich 

STUNNING FRIEZE uncovered in the ancient Maya 
city of Holmul in Guatemala is helping archaeologists 
piece together how Maya states functioned during  
a long-running war that defined this civilization’s  
history for more than 1,000 years. 

 THE  
 STORM  
 GOD’S  
 TALE 
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I N  B R I E F 

An excavation in the ancient Maya city of Holmul in 
Guatemala has revealed an elaborate frieze that is 
elucidating a critical chapter of Maya history.

The frieze is thought to show the founder of the dy-
nasty that ruled Holmul, which lay at the center of a 
major conflict between two superpowers.

Rich in symbols and inscriptions, the artwork holds 
long-sought clues to Maya governance during this 
important period. 

© 2014 Scientific American © 2014 Scientific American



hit the base of a staircase. In the summer of 2013 they followed 
the stairs up the front of a 30-foot-tall temple that had somehow 
escaped demolition. The magnificent frieze—an ex  panse of in -
tricately worked plaster 26 feet long by seven feet high—deco-
rated the top of the temple. 

The frieze is more than just an adornment, however. It is a 
historical document—one that is helping archaeologists under-
stand how Maya states functioned in a time of upheaval. At the 
time the frieze was made, around a.d.  590, Holmul lay at the 
center of a conflict that many scholars believe defined Maya his-
tory for more than 1,000 years: the war between the kingdoms 
of Tikal and Kaanul. Experts think the king depicted on the 
frieze was the founder of the dynasty that ruled Holmul during 
this pivotal time. If they are right, the discovery could help an -
swer long-standing questions about Maya governance.

 WRITTEN IN STUCCO
The reason for The long-running war has been lost to time, but 
many scholars think it had to do with access to wealth. The 
overlords of Tikal and Kaanul most likely fought to control the 
trade routes for goods such as obsidian for making tools and 
weapons, jade for making sacred objects, and cacao beans that 
were used both as currency and as the main ingredient in a 
chocolate beverage that was consumed during religious rituals. 
Holmul was probably just one city among dozens or hundreds 
that made up the web of trade partners that funneled the eco-
nomic prosperity of the region toward the capital city of which-
ever kingdom it was allied to at a given time. It is becoming an 
especially important city to archaeologists, however, because of 
the rich stores of information preserved in its ruins—both about 
the site itself and about the politics of the time.

Analysis of the temple and its spectacular frieze is still under 
way. But already Estrada-Belli and his colleagues have begun to 
unravel the story it tells of Holmul at a crucial time in the city’s 
history. One way Maya rulers used their vast accumulation of 
riches was to build monuments to please the gods and the spir-
its of important ancestors who made their prosperity possible 
and to ensure their continued benevolence. The Holmul temple 
ap   pears to have served exactly this purpose: glyphs on the sides 
of the structure identify it as a “royal lineage house”—a temple 
for worshipping the ancestors of the ruling family.

To decode the symbol-rich frieze itself, Estrada-Belli enlisted 
the help of Karl Taube, an expert in Maya iconography at the 
University of California, Riverside. The king at the center is 
seated atop a mythological mountain deity called Witz, Taube 
observes. Caves on mountainsides were passages to the under-
world and the source of wind and rain. On the frieze, the king 
sits above a cleft in the mountaintop, and two feathered ser-
pents representing the wind emerge from the corners of Witz’s 
mouth. “I think what they are labeling here is the king, juxta-
posed with a sacred place, possibly a place of origin,” Taube 
offers, noting that “the cleft is a place where ancestors emerge” 
from the underworld. The Maya believed that the part of the 
world that is underground and underwater was the home of the 
dead, as well as many sinister supernatural beings. Caves were 
passages between the underworld and the world of the living. 

Figures representing death and the night flank the king. Ac -
cording to Taube, they are jaguar gods of the underworld. Be -
cause jaguars are nocturnal predators, different Maya groups at -

tached a variety of meanings to them. Jaguars represent the sun 
at night, when it was believed that the sun traveled through the 
land of the dead. Interestingly, whereas kings in Maya artwork 
are usually shown making offerings to gods, this frieze depicts 
the jaguar gods making offerings to the king. Why this relation-
ship is re  versed is not apparent, except that it makes Och Chan 
Yopaat and, by extension, the ruling family seem important. 

A band of glyphs at the bottom of the frieze adds an intrigu-
ing wrinkle to this tale of self-glorification, however. According 
to Harvard University epigraphist Alexandre Tokovinine, who 
translated the ancient writing, it states that the temple was 
commissioned by the king of a larger and more powerful neigh-
boring city called Naranjo. The inscription identifies the king of 
Naranjo as the individual who restored the ruling dynasty of 
Holmul. But the inscription also states that the king of Naranjo 
was a vassal, or subordinate ruler, to the Kaanul overlord. Thus, 
as much as the images on the frieze glorify the Holmul king’s 
place in the cosmos, the glyphs reveal that Holmul was actually 
at the bottom of a three-tiered hierarchy. The king of Holmul 
was a vassal of Naranjo’s ruler, who was, in turn, a vassal of the 
Kaanul overlord. “It shows that Maya kingdoms were all linked,” 
Estrada-Belli says. “We didn’t know how Holmul fit into the 
grand scheme of Maya geopolitics until this inscription provid-
ed all that information.”

 WAR SPRINGS ETERNAL
The deTails of The frieze add to a growing body of evidence that 
contradicts the traditional view of the ancient Maya as peaceful 
people. Between 1995 and 2000 Simon Martin of the University 
of Pennsylvania and Nikolai Grube of the University of Bonn in 
Germany deciphered and mapped the power relationships re -
corded on monuments across the Maya realm—from southern 
Mexico to northern Honduras. Their work showed that warfare 
had been frequent and that each city had its place in a rigid 
hierarchy. Although the individual kings ap  peared to be inde-
pendent, all were subordinate to either the Tikal or Kaanul dy -
nasties. “These appear to be Maya superpowers that basically 
had a hegemonic rule over all of the other Maya kingdoms,” Estra-
da-Belli explains. 

“The question during [this time period] was, ‘Who’s going to 
be the major player?’” Martin remarks. Until the mid-500s, Tikal 
seemed to have the upper hand. A strong relationship with the 
powerful city-state of Teotihuacán in central Mexico seems to 
have helped Tikal expand its influence east across the Yucatán 
Peninsula and the Petén region of northern Guatemala. The city 
of Teotihuacán collapsed sometime around 550, and in 562 Tikal 
suffered a devastating military defeat, after which no major con-
struction took place inside that city for more than 130 years. Dur-
ing that time the Kaanul rulers began to expand their influence 
across the region. One of the cities the Kaanul dynasty brought 

Zach Zorich is a Colorado-based freelance 
writer and a contributing editor to Archaeology. 

 Read more about the Maya at �ScientificAmerican.com/dec2014/zorichSCIENTIFIC AMERICAN ONLINE  
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M E X I C O

G U A T E M A L A

HolmulTikal

Dzibanche
(Kaanul capital)

(Tikal capital)

Map by Michael Newhouse

under its control during 
this period was Holmul.

According to Estrada-
Belli, the fact that the Holmul 
dynasty had to be “put in order,” as 
the glyphs on the frieze say, suggests 
that Tikal had previously conquered Hol-
mul, probably sometime in the fifth century a.d., 
and had thrown its ruling family out of power. When the 
Kaanul kingdom reconquered the city, it restored the original 
ruling family to power. Tokovinine has a different interpreta-
tion. He suspects the rulers of Naranjo may have switched their 
allegiance from Tikal to Kaanul and brought Holmul with them. 
Either way, Holmul’s strategically important location between 
the Kaanul capital to the north and the city of Tikal to the west 
would have made it a valuable acquisition. 

Yet even though the Holmul king was subordinate to the 
Kaanul overlord, in some ways he may have been free to do his 
own thing. Unlike empires such as those of the Romans or Egyp-
tians, which directly governed their conquered territories, the 
Maya superpowers preferred to let local authorities continue to 
rule while exacting payment from them. Says Martin: “They were 
interested in establishing dominance relationships. They were 
almost certainly interested in gaining tribute, but they were not 
very interested in [establishing] garrisons or in expanding their 
own territory. In that sense, it is a very decentralized picture.” 

 SUPERPOWER OR EMPIRE?
The decenTralized naTure of Maya government lies at the center 
of a debate about whether the Tikal or Kaanul states were su -
perpowers or empires. According to Martin, the geographical 
areas they controlled were too small—the entire Maya region 
was only about the size of New Mexico—and the control they ex -
erted over subordinate kingdoms was too unstable to consider 
these Maya states to be on a par with the empires of Europe, 
Africa and Asia. Martin prefers to use the term “superpower” 
for the smaller and relatively unstable Maya states. Estrada-Belli 
disagrees. He believes that as monuments such as the Holmul 
frieze clarify the power relationships between cities, it is becom-
ing easier to say that the Maya had empires. “It’s time to shift 
the paradigm,” he insists. “The Maya look more like this culture 
that was at one time ruled by one king—for example, the Kaanul 
in this period. So they are very much like some of the great civi-
lizations of the old world.” 

Determining whether Kaanul and Tikal were superpowers 
or empires is an important part of understanding how these 
Maya states functioned, day to day—and why they so often went 
to war. Under both scenarios, Holmul would most likely have 
paid some kind of tribute to Naranjo, and, in turn, Naranjo 
would have paid tribute to the Kaanul lord. But what, if any-
thing, Holmul might have received in exchange is not clear 
from the archaeological evidence. 

“There’s going to be some sweetness,” Martin opines. He 
speculates that the elites of Holmul would have received exotic 
gifts and would have been invited to feast and perform ceremo-
nies at the Kaanul capital as a way to induce them to cooperate 
with Kaanul ambitions. 

David Freidel of Washington University in St. Louis takes a 
different view of the relationship. He thinks that the tribute the 

Kaanul rulers demanded from their subordinate kingdoms cre-
ated a largely one-sided economic relationship. “The flow of re -
sources, including trade goods and warriors to fight the unend-
ing wars, all went toward the capitals of the two superpowers,” 
he argues. “There’s no doubt that it was exploitative.” 

Freidel, who co-directs excavations at another Kaanul vassal 
city, believes that in many respects Maya states were similar to 
those in other parts of the world that made monuments to glorify 
their leaders—the pyramids of Egypt, for instance, or Rome’s tri-
umphal arches. “They loved the aesthetics of power,” he notes. 
“All civilizations have this. This frieze is a prime example of it, 
and they buried it because it was beautiful, and they wanted to 
kind of have it alive and remembered.” The Holmul frieze may 
have been buried to avoid angering the gods and ancestors it was 
meant to honor as a larger monument was built over the top of it. 
The rulers of Holmul could thus continue building grandiose 
new monuments while still, in a way, having the old ones. 

Freidel says that he accepts most of Martin and Grube’s in -
terpretations of the new frieze, but as archaeologists learn more 
about the history of Maya states, they look increasingly like 
empires. Resolution of the debate may come from continued 
excavation of Holmul’s buried temple, among other sites. Estra-
da-Belli plans to extend the tunnel around the rest of the build-
ing. He also intends to investigate two newly discovered rooms 
inside the temple and to continue uncovering the temple’s exte-
rior walls. As large as the frieze is, it covers only the top part of 
one side of the building. There could be far more artwork deco-
rating the rest of the monument that may provide greater 
insight into how Holmul fared during the shifting fortunes of 
the centuries-long battle between these ancient states. 

MORE TO EXPLORE

Remote Sensing and GIS Analysis of a Maya City and Its Landscape: Holmul, 
Guatemala. Francisco Estrada-Belli and Magaly Koch in Remote Sensing in 
Archaeology. Edited by James Wiseman and Farouk El-Baz. Springer, 2007. 

FROM OUR ARCHIVES

Maya Writing. David Stuart and Stephen D. Houston; August 1989.
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HOLMUL occupied  
a strategically important 
position between the capitals  
of the two Maya states of Tikal and Kaanul. 
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I M M U N O LO GY

Sophisticated mathematical tools suggest that  
the immune system has a blind spot when it comes  

to subtle mutations of the influenza virus   

By Adam J. Kucharski

I N  B R I E F

Infection with many kinds of disease-
causing viruses, such as measles, gives 
people lifelong immunity against ever 
developing the illnesses again. 

Flu viruses are different, however, be-
cause they tend to mutate, or change 
slightly from year to year, foiling the 
body’s immune defenses.

A few studies have suggested that the 
first flu strains to which individuals are 
exposed as children can limit their ability 
to fight other flu strains later in their life. 

Evidence to support this curious im-
mune reaction, dubbed “original anti-
genic sin,” has now been found in math-
ematical models as well.

I M M U N I T Y ’ S

I L L U
S I O N
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 When it comes to infectious diseases, children get a tough 
deal. Not only do they spend all day in a school-shaped mix-
ing pot of vi  ruses and bacteria, they do not yet have the rep-
ertoire of immune defenses their parents have spent a life-
time building—which means that for most infections, from 
chickenpox to measles, it pays to be an adult.

Influenza is a different story, however. Studies of the 2009 flu 
pandemic have shown that immunity against regular seasonal 
flu viruses tends to peak in young children, drop in middle-aged 
people and then rise again in the elderly. Adults might have had 
more exposure to the disease in the course of their lives, but—
aside from the eldest group—they somehow end up with a much 
weaker immune response.

This curious observation naturally leads biologists to wonder 
about the causes. Understanding influenza infection is far from 
straightforward, but we are starting to find some clues in mathe-
matical models that simulate the immune system. These models 
allow us to explore how past exposure to flu viruses might influ-
ence later immunological responses to new infections and how 
the level of protection could change with age. By bringing togeth-
er these mathematical techniques with observed data, we are be-
ginning to unravel the processes that shape immunity against in-
fluenza. In the process, the work provides new support for a 
quirky hypothesis—first proposed more than half a century ago 
and known as original antigenic sin—about why the body’s re-
sponse to this illness is biased toward viruses seen in childhood. 
Taking these insights into account is already helping us to under-
stand why some populations suffered so unexpectedly badly in 
past outbreaks and might eventually help us anticipate how dif-
ferent groups of people will react to future outbreaks, too. 

 A MODEL EPIDEMIC
to date, most mathematical models of immunity have not 
looked at the body’s reaction to the influenza virus, because the 
pathogen is so variable. Historically, models have instead fo-
cused on the response to viruses such as measles, which change 
so little over time that they trigger lifelong immunity. Once in-
dividuals recover from measles or are vaccinated against it, the 
immune system promptly recognizes the proteins on the surface 
of the virus, generates antibody molecules targeted against those 
proteins and homes in on them to neutralize any subsequent in-
terlopers. (Scientists call these surface proteins “antigens,” an ab-
breviation of antibody generator.) 

If people have a certain probability of getting infected with 
measles every year, one might expect immunity (measured by 

testing the potency of an individual’s antibodies in the blood) to 
gradually increase with advancing years—as has been observed in 
several laboratory studies across differing age groups. One way to 
test such an explanation is to use a mathematical model, which 
can show what patterns one might expect to see if a theory were 
true. Models are powerful tools because they allow us to examine 
the effects of biological processes that could be difficult or even 
unethical to reproduce in real experiments. For example, we can 
see how infection might influence immunity in a population 
without having to deliberately infect people. 

In the simplest epidemic model, a population is divided into 
three compartments: people who are susceptible to an infection, 
those who have become sick and those who have recovered from—
and are therefore immune to—the disease. During the 1980s epi-
demiologist Roy M. Anderson, zoologist Robert M. May and their 
colleagues used such models to examine the age distribution of 
immunity to a disease such as measles. Although a three-com-
partment model reproduced the general pattern, they found that 
real-world immunity increased at a faster rate in younger age 
groups than the model led them to expect. Perhaps the discrepan-
cy occurred because children had more contacts with others and 
thus more exposures than did those in older age groups? By up-
dating their model to include this variation, the researchers could 
test the prediction. Indeed, when they altered their calculations 
so that children were given a higher risk of infection, it was possi-
ble to re-create the observed changes in immunity with age.

Unfortunately, immunity against influenza is not so straight-
forward. Flu viruses have a high rate of mutation, which means 
their antigens can change appearance from year to year. As a re-
sult, the body can struggle to recognize a new strain. This vari-
ability is why flu vaccines need to be updated every few years; un-
like the measles virus, which looks the same every year, antigens 
from the flu virus change over time. 

When I first became aware of the unusual age distribution of 
flu immunity in the 2009 data, I wondered whether the high rate 
of mutation for flu virus—along with intense social contact be -
tween children—could explain the rise-dip-rise pattern across 
age groups. Be  cause people are exposed to lots of in  fections 
when they are young, they are likely to develop good, long-term 

Adam J. Kucharski is a research fellow in the 
department of infectious disease epidemiology at the 
London School of Hygiene and Tropical Medicine. 
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immunity against the bulk of viruses that circulated during their 
childhood. In the case of flu, children do develop antibodies 
against the antigens of specific influenza vi  ruses they meet, just 
as they do for measles. 

After leaving high school or college, however, folks meet fewer 
people on average and so will generally catch the flu less fre-
quently. This change in exposure means adults rely on the anti-
bodies they built up as children to protect them against any new 
assaults. Yet because flu viruses change over time, their “old” an-
tibodies would be less effective with advancing years at recogniz-
ing newer strains. Hence, one might expect levels of natural pro-
tection to drop in middle-aged adults—who, as a group, do not  
receive routine flu immunizations. And the subsequent rise in im    -
munity seen in elderly individuals might occur because they of-
ten receive flu shots, which keep their antibodies up-to-date. 

That was the theory, at least. The problem was how to test it. 
Because flu is so variable, it is much harder to build a mathemat-

ical model for it than for measles. Even if 
a person is immune to one strain, he or 
she might be only partially immune to an-
other and completely susceptible to a 
third. To study immunity, we therefore 
need to keep precise track of the combina-
tion of influenza strains to which people 
have been exposed and in what order the 
exposures occurred.

This is where it gets tricky because of 
the vast number of combinations of strains 
that people could have seen. If 20 different 
strains have circulated in the past, for ex-
ample, there would be 220 (or more than 
one million) possible histories of infection 
for any particular individual. For 30 
strains, there would be more than one bil-
lion combinations for each individual.

Along with Julia R. Gog, then my Ph.D. 
supervisor at the University of Cambridge, 
I set out to find a way around this moun-
tain of complexity. We realized that if indi-
viduals had a certain probability of becom-
ing exposed to flu every year, the probabili-
ties of coming into contact with any two 
strains should be independent of each oth-
er. (In other words, exposure to strain A 
should not affect the chances of being ex-
posed to strain B.) Thus, for fundamental 
mathematical reasons, we could recon-
struct the probability that a random indi-
vidual had been exposed to a certain com-
bination of infections simply by multiply-
ing the probabilities of exposure to each 
individual strain in the combination. This 
meant that instead of dealing with one mil-
lion probabilities for 20 different strains, 
we would have to deal with only 20.

When we ran the equations for the 
model, however, the results were not what 
we expected. The model stubbornly sug-
gested that if a person had previously 

been exposed to even a single strain, he or she was more likely to 
have seen another one. It was as if our model was saying that be-
ing hit by lightning made you more likely to have been exposed 
to flu—an obviously absurd conclusion.

The reason for this seemingly nonsensical result turned out 
to be simple: we had not accounted for a person’s age. Assuming 
infections occur at a fairly consistent rate, the longer a person is 
alive, the more likely it is that the individual will contract at least 
one infection. So if you pick a random individual—say, a female—
and learn she was previously exposed to flu (or was struck by 
lightning), you immediately know she is more likely to be older 
than younger. And because she is older, you know that she is 
more likely to have experienced some other misfortune—such as 
exposure to a second flu strain. 

As long as we dealt with each age group separately, however, 
the number of infections went back to being independent vari-
ables. Thus, for 20 strains, we no longer had one million things to 

First Impressions  
Last a Long Time

Most of the time when the human body conquers a virus, the immune system can 
provide lifelong protection against future infections with the same pathogen. Adults 
should therefore have stronger defenses than children and become sick less often. But 
that is not what happens with flu. Immunity grows throughout childhood, as expected, 
but then people become more vulnerable in middle age (curve). A possible explanation 
appears below: the immune system develops a kind of blind spot with flu, mistakenly 
expecting later infections of the highly changeable virus to resemble earlier ones. 
Because the body reserves its strongest responses for what are in fact outdated threats, 
it can fail to combat subsequent infections effectively. 
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Children are exposed to  
many germs as they grow 
up. Their body responds  
by churning out lots of 
different molecules called 
antibodies to prevent the 
return of future infections. 

At some point the immune 
system stops creating quite  
so many new antibodies. This 
molecular demobilization  
is not usually a problem—
unless a virus evolves into  
a slightly unrecognizable 
form, the way flu does. The 
previously powerful antibodies 
put up a less effective fight, 
allowing the virus a greater 
opportunity to grow. 

Eventually the flu virus 
changes so completely that 
the immune system treats 
it as a brand-new infection, 
which triggers a new set  
of antibodies. Vaccination 
programs in the elderly 
probably also help to 
increase protection. 

Strength of immune response to flu
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keep track of: we were back to having only 20. With a 
viable model in place, we started to build simulations 
of how the body’s immunity to influenza changed over 
time. The aim was to generate artificial data that we 
could test against real-life patterns. As well as having 
the virus mutate over the years, we assumed that each 
age group’s risk of infection depended on the number 
of social contacts reported in population surveys with-
in and between different age groups. 

Alas, even with these changes, our model—which 
assumed that the middle-age dip in immunity arose 
from fewer exposures—could not reproduce the mid-
life drop seen in the real world. The model was not 
completely incorrect: it showed that children devel-
oped a stronger immunity than adults. But whereas 
the actual drop off in antibody levels appears to start 
be   tween five and 10 years of age, in our model the de-
cline occurred between 15 and 20 years of age—after 
individuals would have left school (where there are 
lots of people and germs). 

 ORIGINAL SIN
While puzzling over the flu age pattern, I had talked to many peo-
ple about the wider problem of modeling immunity. In particular, 
I spoke with Andrea Graham, an evolutionary biologist at Prince-
ton University, who introduced me to the concept of original anti-
genic sin. Now that we had a model that could handle a large num-
ber of strains, I wondered if taking this hypothesis into account 
would help our model produce more realistic results. Because the 
idea was controversial, I also wondered if incorporating it might 
help indicate whether it was plausible or not.

Like the biblical concept, original antigenic sin is the story of 
the first encounter between a naive entity (the immune system) 
and a dangerous threat (a pathogen). In the immunological ver-
sion, the body is so marked by its first successful counterattack 
against an influenza virus that each subsequent infection will 
trigger these original antibodies again. The body makes these 
antibodies even when it encounters a slightly different set of an-
tigens on a pathogen, which would require a different set of anti-
bodies for the host to combat the infection efficiently. At the 
same time, the body fails to make a good supply of antibodies 
against the pathogen with the altered set of antigens, instead re-
lying on the immune response to viruses it has already seen. 

Virologist Thomas Francis, Jr., first came across the problem 
in 1947. Despite a large vaccination program in the previous year, 
students at the University of Michigan had fallen ill with a new, 
albeit related, influenza strain. When Francis compared immu-
nity against the vaccine strain with immunity against the new vi-
rus, he found that the students possessed antibodies that could 
target the vaccine strain effectively but not the virus with which 
they had been infected a year later.

Eventually Francis developed an explanation for his curious 
observation. He suggested that instead of developing antibodies 
to every new virus that it encountered, the immune system might 
reproduce the same reaction to similar viruses it had already 
seen. In other words, past strains and the order in which people 
get them could be very important in determining how well a per-
son could fight off subsequent outbreaks of the ever variable flu 
virus. Francis called the phenomenon “original antigenic sin”—

perhaps, as epidemiologist David Morens and his colleagues later 
suggested, “in religious reverence for the beauty of science or imp-
ish delight fueled by the martini breaks of which he was so fond.”

During the 1960s and 1970s researchers found further evi-
dence of original antigenic sin in humans and other animals. 
Since then, however, other studies have questioned its existence. 
In 2008 researchers at Emory University and their colleagues ex-
amined antibody levels in volunteers who had received flu shots 
and found that their immune system was effective at targeting the 
virus strain in the vaccine. The researchers’ concluded that origi-
nal antigenic sin “does not seem to be a common occurrence in 
normal, healthy adults receiving influenza vaccination.” The fol-
lowing year, however, another Emory-based group, led by immu-
nologist Joshy Jacob, found that full-scale infection in mice with a 
live flu virus—rather than an inactivated virus, as is typically pres-
ent in a vaccine—could hamper subsequent immune responses to 
other strains, suggesting anew that original antigenic sin may play 
a more important role during natural infections with flu. 

Jacob and his group proposed a biological explanation for 
original antigenic sin, hypothesizing that it could stem at root 
from how we generate so-called memory B cells. These cells form 
part of the immune response: during an infection they are pro-
grammed to recognize a specific threat and produce antibodies 
that finish it off. Some B cells persist in the body after a siege, 
ready to spew more antibodies should the same threat reappear. 
According to Jacob and his colleagues, infection with live influen-
za viruses could trigger existing memory cells to action rather 
than causing new B cells to be programmed. Suppose you were 
infected with flu last year and then catch a slightly different virus 
this year. Because memory B cells have already seen last year’s 
similar virus, they can get rid of it before the body has time to de-
velop new B cells that are specific to—and hence better at remem-
bering—this year’s strain. It is like the old military adage about 
generals always fighting the last war (especially if they won it). It 
seems the immune system depends more on shoring up past de-
fenses rather than generating new ones, especially if the old strat-
egy works reasonably well and more quickly. 

NEVER UNDERESTIMATE FLU: Temporary barracks had  
to be erected in the 1930s to deal with an overabundance of flu patients.
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During the final stages of my Ph.D., we adapted our new mod-
el to simulate original antigenic sin. This time the distinctive de-
cline in immunity showed up in our simulation right when it 
does in real life—after about age seven, when people are old 
enough to have seen at least one flu infection (instead of between 
ages 15  and 20). From that point onward, our model suggested, 
previous infections compromised the creation of effective anti-
bodies. (Because younger individuals in the countries we studied 
are not typically vaccinated, this effect is likely to come from nat-
ural infection with flu.) It is still not completely clear what causes 
the increase in immunity in the eldest group. It could be partly 
the result of increased vaccination in that age range or partly the 
fact that individuals have been alive so long that the antigens of 
any new flu strains to which they are exposed are so different 
that they can no longer be mistaken by the immune system for 
the viruses from childhood. At any rate, our findings suggested 
that original antigenic sin, rather than the number of social con-
tacts (and thus chances of exposure), was responsible for the cu-
rious age distribution of immunity in younger people.  

 BLIND SPOTS
having become convinced that original antigenic sin can shape 
the immune profile of an entire population, we wanted to inves-
tigate whether misguided immune responses could also affect 
the size of an outbreak. In simulations, we found that every now 
and then, the model generated large epidemics even if the new 
virus was not particularly different from the previous year’s 
strain. It seemed that original antigenic sin was leaving gaps in 
the immunity of certain age groups: although individuals had 
been exposed to strains that might have protected them, their 
immune systems had generated the “wrong” antibodies in re-
sponse to the new infection.

The best historical evidence supporting this idea came from 
1951, when influenza rippled across the English city of Liver-
pool in a wave that was quicker and deadlier there than the in-
famous “Spanish flu” pandemic of 1918. Even the two subse-
quent flu pandemics, in 1957 and 1968, would pale in compari-
son. Yet it is not clear what caused the outbreak to be so bad.

The most logical explanation was that the 1951 strain must 
have been very different from the strain circulating in 1950 and 
that, therefore, most people would not have had an effective im-
mune response when the virus hit them. But there is not much 
evidence that the 1951 strain was significantly different from the 
one that circulated the year before. What is more, the size of the 
epidemic in the U.K. and elsewhere varied depending on location. 
Some places, such as England (particularly Liverpool) and Wales, 
were hit hard, whereas others, such as the U.S., saw little change 
in mortality from previous years. More recently, the U.K. experi-
enced severe flu epidemics in 1990 and 2000, again without much 
evidence that the virus was particularly different in those years.

Yet our mathematical model could re-create conditions simi-
lar to the flu outbreaks of 1951, 1990 and 2000. When original an-
tigenic sin was assumed to occur, the order in which different flu 
strains caused illness in a particular age group could shape how 
well its members fought off future flu infections. In other words, 
when it comes to flu, each geographical location may have its own 
unique immune profile, subtly different from its neighbors, with 
its own unique “blind spots” in immunity. Severe outbreaks such 
as the one in Liverpool may therefore have been the caused by 

such blind spots, which other regions simply did not have, be-
cause they experienced a different original antigenic sin. 

 REFINING ORIGINAL ANTIGENIC SIN
research into influenza immunity has often focused on specific 
issues, namely the effectiveness of a particular vaccine or the 
size of an epidemic in a certain year. But these problems are ac-
tually just part of a much bigger question: How do we develop 
and maintain immunity to flu and other viruses that change 
their antigenic makeup over time—and can we use that infor-
mation to understand how flu spreads and evolves?

Projects such as the FluScape study in southern China are 
now starting to tackle the problem. A preliminary analysis pub-
lished in 2012 by Justin Lessler of the Johns Hopkins Bloomberg 
School of Public Health and his colleagues suggested that the 
concept of original antigenic sin might need to be refined. Rather 
than the immune response being dictated only by the first strain 
an individual encountered, the researchers found evidence that 
immunity follows a hierarchy. They suggested that the first strain 
someone was infected with gained the most “senior” position in 
the immune response, with the next strain generating a some-
what weaker response, followed by an even weaker response for 
the third strain. (Such a seniority hierarchy would apply only to 
highly variable viruses, such as flu viruses.) 

Because the FluScape study looked at blood samples taken in 
the present day, Lessler and his colleagues could not examine 
how antibody levels changed over time. In August 2013, however, 
researchers at the Icahn School of Medicine at Mount Sinai 
looked at a series of blood samples taken from 40 people over a 
20-year period. Their results support the idea of antigenic se-
niority: each new flu infection boosted antibody levels against 
previously seen strains. Individuals therefore had stronger im-
mune responses against viruses they came across earlier in life 
than against those encountered later.

Over the past couple of years I have been collaborating with 
the FluScape team to investigate patterns in the new data com-
ing out of China. One benefit of such work might be to help de-
termine who is susceptible to particular strains and how this vul-
nerability could influence the evolution of the disease. With new 
models and better data, we are gradually starting to find ways to 
tease out how individuals and populations build immunity to in-
fluenza. If the past is anything to go by, we are sure to encounter 
more surprises along the way. 

MORE TO EXPLORE

Original Antigenic Sin Responses to Influenza Viruses. Jin Hyang Kim et al.  
in Journal of Immunology, Vol. 183, No. 5, pages 3294–3301; September 1, 2009.

Evidence for Antigenic Seniority in Influenza A (H3N2) Antibody Responses  
in Southern China. Justin Lessler et al. in PLOS Pathogens, Vol. 8, No. 7,  
Article No. e1002802; July 19, 2012.

The Role of Social Contacts and Original Antigenic Sin in Shaping the Age 
Pattern of Immunity to Seasonal Influenza. Adam J. Kucharski and Julia R. Gog  
in PLOS Computational Biology, Vol. 8, No. 10, Article No. e1002741; October 25, 2012.

Neutralizing Antibodies against Previously Encountered Influenza Virus Strains 
Increase over Time: A Longitudinal Analysis. Matthew S. Miller et al. in  
 Science Translational Medicine, Vol. 5, No. 198, Article No. 198ra107; August 14, 2013.
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Flu Factories. Helen Branswell; January 2011. 
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STRANGER IN  
THEIR MIDST:   

Ant-mimicking spider 
lurks below a group of 
Asian weaver ants—the 

species that the spider has 
evolved to resemble.
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The Spider’s  
Charade

Some arachnids go to extraordinary lengths  
to mimic the appearance and behavior of ants

By Ximena Nelson

L I F E  SC I E N C E

I N  B R I E F

Mimicry is a phenomenon in which one 
species evolves to resemble another. 
Species that masquerade as ants are the 

most common kind of mimic. Yet they 
have been the least understood.
But recent studies have pulled back the 

curtain on ant impersonators—and in so 
doing have revealed that mimicry is far 
more complex than once was thought. 

It turns out that animals exploit mimicry 
for many reasons—and they pay a price 
for the advantages it affords.
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Unlike other jumping spiders, with their furry, round bodies, 
 Myrmarachne species have smooth, elongate bodies that give the 
appearance of having the three distinct parts—head, thorax and 
abdomen—of ants, despite having just two. To complete the cha-
rade, the spiders walk on their three rear pairs of legs and raise 
the fourth pair overhead, waving them around to simulate ant 
antennae. They even adopt ants’ characteristically fast, erratic, 
nonstop mode of locomotion in place of the stop-and-go move-
ments other jumping spiders make. It is an Oscar-worthy perfor-
mance and the secret of this group’s success: more than 200 spe-
cies of Myrm arachne thrive in the tropical forests of Africa, Asia, 
Australia and the Americas. This rich diversity makes ant mimic-
ry the most common form of mimicry. Yet it is the least known. 

New research is exposing the mind-boggling complexity of 
the ant mimics’ charade, however. Like the king snake and hov-
erfly, Myrmarachne species gain a survival advantage by looking 
like other species—in this case, lethal ant species, because preda-
tors of spiders steer clear of both the ants and their look-alikes. 
But, it turns out, the spiders pay for that advantage: to give a 
convincing performance, they must expose themselves to con-
siderable risk. The evolutionary forces that led to their fakery 
have left the ant-mimicking spiders living on the knife’s edge, 
walking a fine line between avoiding one enemy and falling prey 
to another. In revealing the unexpected perils of mimicry, studies 
of these remarkable arachnids show the phenomenon of mimic-
ry in a new light.

FAKING IT
My fascination with MiMicry began one day in 1995 in the office of 
my then supervisor, Robert R. Jackson, while discussing poten-
tial research topics for my master’s degree. Jackson, a spider ex -
pert at the University of Canterbury in New Zealand, had cement-
ed his reputation as a leading arachnologist through his work on 
 Portia,  a genus of jumping spiders renowned for their mammali-
anlike levels of clever behavior. Accordingly, he suggested that I 

work on a species of Portia. As an af -
terthought, he mentioned the antlike 
jumping spiders found in the tropics. I 
was instantly intrigued. Now, 20 years 
down the track, Jackson and I are col-
leagues who share a laboratory and 
have traveled throughout Africa, Aus-
tralia and Asia to research these re -
markable creatures. Throughout our 

journeys we have discovered many unusual consequences of mim-
icry that underscore just how much more complicated the busi-
ness of deception is than conventional wisdom would suggest. 

The standard view originated with English naturalist Henry 
Walter Bates, who in 1861 provided the first scientific theory to 
explain mimicry in nature, based on his observations of Ama-
zonian butterflies. Bates supposed that an edible species that 
resembled an unpalatable or downright toxic one would gain a 
survival advantage by tricking potential predators into leaving 
it alone. In Bates’s scenario, predators would learn from experi-
ence that eating the nasty species was a bad idea. After that 
unpleasant encounter, the predators would avoid the toxic spe-
cies and would then avoid the mimics, too—even though the 
mimics themselves were harmless. This “parasitic” charade, in 
which one species exploits another’s defenses, is now known as 
Batesian mimicry. 

But it turns out that mimicry does not work exclusively in 
the simple, straightforward manner Bates described—far from 
it. For one thing, some mimics use their resemblance to anoth-
er animal not to avoid getting eaten but to deceive their own 
prey and thus obtain a meal through dishonest signals—so-
called aggressive mimicry. And animals exploit mimicry for 
various other reasons. No group of organisms illustrates the 
complexities of the strategy, and the evolutionary forces that 
shaped them, better than ant-mimicking spiders do.

UPSIDES AND DOWNSIDES
to the uninitiated, ants might seem unworthy of imitation. But 
in the tropical rain forest, where their total biomass exceeds 
that of all vertebrate animals combined, ants are strong shapers 
of the environment and have great power over its inhabitants. 
As such, they are prime candidates for being imitated. 

 Myrmarachne spiders trade on the ants’ fearsome reputa-
tions: ants avidly defend their nests by biting or stinging intrud-
ers, and an individual can recruit an entire colony to its cause—

I
Mposters abound in the aniMal kingdoM. peruse any textbook 
description of mimicry—in which one species evolves to re -
semble another—and you will encounter various classic ex -
amples, such as the king snake, which copies the coral snake, 
or the hoverfly, which masquerades as a bee. Less familiar, 
but in many ways even more fascinating, are the mimics in a 
genus of jumping spider known as Myrm arachne, which look 

for all the world like ants.

Ximena Nelson is a lecturer in animal behavior at the 
University of Canterbury in Christchurch, New Zealand.  
Her research focuses on animal communication and  
cognition, particularly in jumping spiders and birds. 

  View more photographs of ant-mimicking spiders at ScientificAmerican.com/dec2014/nelsonSCIENTIFIC AMERICAN ONLINE  

© 2014 Scientific American



December 2014, ScientificAmerican.com 89

often with lethal consequences for the interloper. Predators are 
thus wise to avoid trying to eat any prey that look to be such 
ants. Yet for the spiders to trick predators into avoiding them, 
they must take some real risks. For instance, they need to live 
near the ants to avoid standing out to predators as being not ant-
like. Living in close quarters, which is unusual for spider species 
but common in ants, puts the spiders directly in harm’s way; if 
they are found to be fraudsters, odds are they will become lunch. 

Having to cohabit with their enemies is not the only price 
these ant-mimicking spiders pay. The dissemblers are so con-
vincing that predators that specialize in eating ants—including 
some other species of jumping spiders—attack them as prey. 
And competition between males for access to females has raised 
this predation risk. The choosy females have driven Myrm
arachne males to evolve enlarged mouthparts that can increase 
their body length by up to 50 percent. Exactly why the females 
prefer a big mouth is not known, although it may be an indica-
tor of health. At first glance, one would be forgiven for thinking 
that this enlargement would hurt the spiders’ chances of surviv-
ing by detracting from their antlike appearance. It does hurt 
them but not in that way. The trait makes them look like ants 
that are carrying something in their mouth. Because an ant’s 
mouthparts are very dangerous, ant-eating jumping spiders 
tend to preferentially target ants that are carrying objects in 
their jaw and that are thus unable to bite their predators. So 
although having a big mouth may help male Myrmarachne spi-
ders score with the ladies, it also has the unwelcome effect of 
making them more attractive to predators. 

The cunning mimics can actively defend themselves against 
some of these threats, exhibiting a surprising degree of behav-
ioral flexibility. For example, when an ant-eating jumping spider 
initiates stalking, the mimic makes a display toward the poten-
tial predator, raising its front legs from their normal antennae 
posture to a position vertically above the head and staring fixed-
ly at the other spider without moving. The display seems to 
communicate that it is a spider or at least that it is not an ant 
after all. Whatever the message, it effectively deters the preda-
tor. Similarly, when a pesky scientist (and presumably other 
potential predators) comes along and tries to catch a Myrm
arachne spider clinging to a plant, the mimic will abandon its 
antlike behavior, drop off the vegetation and hang out of sight 
on a thread of silk—the best of both worlds. 

One particularly Machiavellian species of ant mimic, Myrm
arachne melanotarsa, gets the best of both worlds in yet another 
way and upends the notion that parasitic and aggressive forms 
are separate phenomena that arise from distinct selective pres-
sures. The spider’s resemblance to ants is so terrifying to other, 
ordinary jumping spiders that in addition to avoiding predation, 
 M. melanotarsa  uses its antlike appearance to capture prey. It 
drives hapless jumping spider mothers out of their nests; then it 
penetrates the nest to raid the eggs or the brood of spiderlings. 
Ants have trouble raiding spider nests because their legs get 
caught in the spider silk, but spiders have adaptations that en -
able them to negotiate the sticky strands—and M. melanotarsa 
 takes full advantage of them. 

LEARNED OR INSTINCTIVE?
to fully tease out the forces that have caused mimicry to evolve 
and take the forms it does, researchers need to know the factors 

that cause predators to avoid imposters. Back in the 1800s, Bates 
thought that the predator must experience, in some way, the 
danger posed by a creature that another organism is mimicking 
before it grasps that it ought to steer clear of the real McCoy and 
anything that looks like it. But here again the ant-mimicking spi-
ders flout that conventional wisdom. The ordinary jumping spi-
ders that abstain from eating both ants and Myrmarachne do so 
from instinct, not as a result of learning through bad experienc-
es. In other words, the forces that shape evolution have baked 
that avoidance into the predators’ hard wiring.  

In hindsight, this avoidance instinct is not surprising: after 
all, if you die in an encounter with an ant, there is no room for 
learning. In some ways, it is easier to envision how hardwired 
avoidance could have evolved: predators that happen to dislike 
approaching ants are more likely to survive and reproduce, and 
their genes get passed on; ultimately instinctive ant aversion 
dominates the population, and those that lack the trait are quick-
ly weeded out by the ants themselves. 

A GLORIOUS MESS
the coMplexity my colleagues and I have discovered in the 
mimicry system of Myrmarachne serves as a cautionary tale: 
the tangled principles at work here almost certainly apply to 
other cases of mimicry. And we still have much to learn. Scien-
tists have tended to view mimicry in terms of its being an adap-
tation to selective pressure from a single predator using a sin-
gle sense: vision. (Because humans are so dependent on vision, 
this sense tends to be the one researchers focus on.) But we 
now know from Myrmarachne that multiple predators shape a 
mimic species: my own work has shown that ordinary jumping 
spiders and mantises are influential in this regard; birds, liz-
ards and frogs probably are, too. And studies of other creatures 
hint that mimicry can involve smell and sound, among other 
senses. For example, a palatable species of tiger moth mimics 
the acoustic signals of a noxious one to avoid predation by 
echolocating bats. And some butterfly species copy the chemi-
cal signals emitted by ants to enter their well-defended nests, 
where the butterflies deposit their eggs for safekeeping. 

Excitingly, scientists now have the technology to probe the 
sensory experiences of other species. High-frequency recording 
devices allow researchers to visualize noises above our own 
hearing threshold—including those emitted by tiger moths and 
bats; mass spectrometry lets them see the hydrocarbon profiles 
of ants and their mimics, providing a picture of their chemical 
interactions. Applying these techniques to the study of mimicry 
and other natural phenomena will no doubt expose more of the 
spectacular solutions and trade-offs that have evolved in the 
eternal arms race between predators and prey. 

MORE TO EXPLORE

Collective Batesian Mimicry of Ant Groups by Aggregating Spiders. Ximena J. 
Nelson and Robert R. Jackson in Animal Behaviour, Vol. 78, No. 1, pages 123–129;  
July 2009.

Specialized Exploitation of Ants (Hymenoptera: Formicidae) by Spiders (Araneae). 
 R. R. Jackson and X. J. Nelson in Myrmecological News, Vol. 17, pages 33–49; 2012.

FROM OUR ARCHIVES

A Web-Building Jumping Spider. Robert R. Jackson; September 1985.
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The Lost Elements: The Periodic Table’s Shadow Side 
by Marco Fontani, Mariagrazia Costa and Mary Virginia Orna.  
Oxford University Press, 2014 ($39.95)

The journey to the periodic table of elements we know today 
was not smooth. Chemists Fontani, Costa and Orna tell the 
story of the false starts and stray paths that led to the “dis
covery” of many elements that turned out not to be. Some, 
such as “didymium,” were later revealed to be composites of 
multiple elements; others, such as “brevium,” were isotopes, or 
variations, on other elements (in this case, protactinium). Many 
of these efforts, the authors show, were not wasted but rather 

helped to clarify the true nature of the elements we know now and the chemical 
laws they obey. “There are many more elemental ‘discoveries’ later shown to be 
false than there are entries in the present table,” they write. “Some of these were 
goodfaith errors, some were the result of personal wishful thinking, some were 
the fantasy children of pseudoscientists—and all have their fascinating stories.”

Spare Parts: Four Undocumented Teenagers,  
One Ugly Robot, and the Battle for the American Dream 
by Joshua Davis. FSG Originals,* 2014 ($25)

In 2004 an upstart band of undocumented MexicanAmerican 
teenagers beat wellfunded college teams to take the top prize 
in the Marine Advanced Technology Education remotely 
operated vehicle competition. The high school students sur
prised the judges with their creative engineering solutions and 
an “ugly” robot named Stinky that was built from scraps and 
cheap materials but nonetheless bested fancier entries from 
the likes of the Massachusetts Institute of Technology. Yet as 

 Wired contributing editor Davis shows, over the years that followed, the U.S. has by 
and large squandered the talent the students displayed. Laws prohibiting instate 
tuition rates for undocumented students made college unattainable to three out  
of the four. Only the fourth has a happier story. He was initially denied U.S. resi
dency even after graduating with special honors from Arizona State University. 
Ultimately, though, an Illinois senator intervened to allow him back in the country, 
where he has realized his lifelong dream of enrolling in the military. 

Digging for Richard III: The Search for the Lost King 
by Mike Pitts. Thames & Hudson, 2014 ($29.95)

One of the most surprising archaeological finds in recent 
history was the discovery of the skeleton of 15thcentury 
English king Richard III buried underneath a parking lot  
in Leicester in 2012. For centuries archaeologists thought  
the king’s remains had been lost, with his bones most likely 
having been scattered into the River Soar. Yet a small group 
of scholars pursued the hope of finding his grave, mounted 
an excavation, and uncovered the ruins of a friary church  

and the dead monarch, all within two weeks of breaking ground. Archaeologist 
and journalist Pitts recounts the exhilarating dig—in which the lead archae
ologist had promised to eat his hat if the skeleton actually turned up—and the 
revelations about Richard III that followed from the discovery. 

Recommended by Clara Moskowitz
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For more recommendations and an interview with author Joshua Davis and robotics team 
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Conspiracy 
Central
Who believes in conspiracy theories—  
and why

President Barack Obama has been a busy man while in office: he 
concocted a fake birth certificate to hide his true identity as a for-
eigner, created “death panels” to determine who would live and 
who would die under his health care plan, conspired to destroy 
religious liberty by mandating contraceptives for religious institu-
tions, blew up the Deepwater Horizon offshore drilling rig to gar-
ner support for his environmental agenda, masterminded Syr  ian 
gas attacks as a pretext to war, orchestrated the shooting of a tsa 
agent to strengthen that agency’s powers, ordered the Sandy Hook 
school massacre to push through gun-control legislation, and built 
concentration camps in which to place Americans who resist. 

Do people really believe such conspiracy theories? They do, 
and in disturbingly high numbers, according to recent empirical 
re  search collected by University of Miami political scientists Jo-
seph E. Uscinski and Joseph M. Parent and presented in their 2014 
book American Conspiracy Theories (Oxford University Press). 
About a third of Americans, for example, believe the “birther” 
conspiracy theory that Obama is a foreigner. About as many be -
lieve that 9/11 was an “inside job” by the Bush administration. 

The idea that such beliefs are held only by a bunch of nerdy 
white guys living in their parents’ basements is a myth. Surveys 
by Uscinski and Parent show that believers in conspiracies “cut 
across gender, age, race, income, political affiliation, educational 
level, and occupational status.” People on both the political left 
and right, for example, believe in conspiracies roughly equally, 
al  though each finds different cabals. Liberals are more likely to 
suspect that media sources and political parties are pawns of 

rich capitalists and corporations, whereas conserva-
tives tend to believe that academics and liberal 
elites control these same in  stitutions. GMO conspir-
acy theories are em  braced primarily by those on the 
left (who accuse, for example, Monsanto of conspir-
ing to destroy small farmers), whereas climate 
change conspiracy theories are endorsed primarily 
by those on the right (who inculpate, for ex  ample, 
academic climate scientists for manipulating data 
to destroy the American economy). 

Group identity is also a factor. African-Americans 
are more likely to believe that the cia planted crack 
cocaine in inner-city neighborhoods. White Ameri-
cans are more likely to believe that the government is 
conspiring to tax the rich to support welfare queens 

and turn the country into a so  cialist utopia. 
Encouragingly, Uscinski and Parent found that education 

makes a difference in reducing conspiratorial thinking: 42  per-
cent of those without a high school diploma are high in conspira-
torial predispositions, compared with 23 percent with postgrad-
uate degrees. Even so, that means more than one in five Ameri-
cans with postgraduate degrees show a high predisposition for 
conspiratorial belief. As an educator, I find this disturbing.

Other factors are at work in creating a conspiratorial mind. 
Uscinski and Parent note that in laboratory experiments “re -
searchers have found that inducing anxiety or loss of control trig-
gers re  spondents to see nonexistent patterns and evoke conspira-
torial explanations” and that in the real world “there is evidence 
that disasters (e.g., earthquakes) and other high-stress situations 
(e.g., job uncertainty) prompt people to concoct, em  brace, and re-
peat conspiracy theories.” 

A conspiracy theory, Uscinski and Parent explain, is defined by 
four characteristics: “(1) a group (2) acting in secret (3) to al  ter in -
stitutions, usurp power, hide truth, or gain utility (4) at the ex -
pense of the common good.” A content analysis of more than 
100,000 letters to the New York Times in 121 years turned up three 
pages’ worth of such conspirators, from Adolf Hitler and the Afri-
can Na  tional Congress to the World Health Organization and Zion-
ist villagers, catalogued into eight types: Left, Right, Communist, 
Capitalist, Government, Media, Foreign and Other (Freemasons, 
the AMA and even scientists). The common theme throughout is 
power—who has it and who wants it—and so the authors con-
clude their inquiry with an observation translated by Parent from 
Niccolò Machia velli’s The Prince (a conspiracy manual of sorts), 
for “the strong desire to rule, and the weak desire not to be ruled.”

To those who so conspire, recall the motto of revolutionaries 
everywhere: sic semper tyrannis—thus always to tyrants. 
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Anti Gravity by Steve Mirsky 

The ongoing search for fundamental farces

Illustration by Matt Collins
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 column since a typical tectonic plate was about  
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the Scientific American podcast Science Talk.

Keeping Up  
with the Times
I came, I saw, Icons
On September 5 the Web site Mashable published an article en 
titled “9 Cultural Icons Who Have Written for ‘The New York 
Times.’” The vanity piece was sponsored by and written by, you 
guessed it, the New York Times. The preamble to the list of nine 
iconic figures pointed out that “most people can name at least 
one Times writer.” Nah, but I don’t mean to be a pedant, so I’ll 
move on. The intro then announced, “But you may not be aware 
that some of the biggest names in literature, pop culture and pol
itics have earned a byline in the Times, too.” Then came the start
ing nine of the paper of record’s iconic byline earners. 

I read the list, which was “pretty good, pretty good,” as Times 
 contributor Larry David, who did not make the cut, might have 
called it. I then compiled a competing register of cultural icons 
who have contributed to Scientific American. Frankly, I think the 
 Times list could have been stronger—every U.S. president even
tually writes something for the paper—but we can only go up 
against the lineup that’s on the field. Play ball!

For the Times, batting first: John F. Kennedy. Undeniably a 
big name, but I counter with a man who in 1914 published a 
piece for us called “The Problem of Our Navy.” He was assistant 
secretary of that branch of the military at the time, but Franklin 
D. Roosevelt was eventually sworn in as president—and again, 
and another time, and once more in those innocent days before 
term limits. He was also the last president I can think of to use a 
cigarette holder, which should make him a beacon of style for 
every Brooklyn hipster whose porkpie hat fails to complete the 
soughtafter semiotic presentation. 

Up next for the inkstained wretches: Oprah Winfrey. Here 

the Times folks missed an opportunity 
to use only her first name to show just 

how iconic she is—no  body ever says, “O  p
rah? Which Oprah?” Oprah is part of our 
consciousness. Thus, Francis Crick, coau
thor of a 1992 Scientific American piece, 
“The Problem of Consciousness,” seems to 
be a good choice. It has not escaped our 
notice that he was also a codiscoverer of 
the structure of DNA. 

Batting third for the Times: Stephen 
King. This guy scares me. So I’ll send up 
Al Gore, corecipient of the 2007 Nobel 
Peace Prize, along with the Intergovern

mental Panel on Climate Change. That combination makes 
global warming deniers experience mental meltdowns.

Cleanup Times hitter: MaryKate Olsen, now a fashion de 
signer but once part of the popular TV sister duo the Olsen 
twins. I offer in response one of a set of brothers: Orville Wright, 
author of the 1914 Scientific American article “The Stability of 
Aeroplanes.” He is also the most famous Orville not associated 
with popcorn, if you don’t count the “popcorn chips” served on 
JetBlue flights.

Fifth for the Times: Oscar winner and humanitarian Angelina 
Jolie. For us: Nobel laureate and humanitarian Rita LeviMon
talcini, who worked in a home lab when driven out of academia 
by Mussolini. Jolie should play LeviMontalcini in a biopic. 

Sixth for them: Bono, world health advocate and rock star. 
For us: Bill Gates, world health advocate and nerd star. 

Up seventh for the Gray Lady: Kurt Vonnegut, sometimes re 
ferred to as a modern Mark Twain. For us: Mark Twain. He penned 
a short satirical item in 1870 about the difficulties of installing 
stoves, which begins, “We do not remember the exact date of the in   
vention of stoves, but it was some years ago,” and who can argue?

Batting eighth for the Times: Martin Luther King, Jr. Now 
there’s a cultural icon. My admittedly quirky counterpoint: Alex
ander Graham Bell’s assistant, Thomas A. Watson, who wrote a 
1913 article called “Pioneers in Telephone Engineering.” He was 
mentioned by name in the world’s first telephone call, when Bell 
famously said, “Mr. Watson, come here, I want you,” because he 
had forgotten his twostep verification password. 

And up ninth for the Times: William Howard Taft, the only 
man ever to be both president and chief justice. But we round 
out the Scientific American lineup with the author of the 1950 
article “On the Generalized Theory of Gravitation.” I’m talking, 
of course, about Albert Einstein, the only man ever to be Albert 
Einstein. I think we win. 
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December 
1964

Moon Rocks
“We expect that the 
study of lunar geology 
will help to answer 

some longstanding questions about the 
early evolution of the earth. The moon 
and the earth are essentially a two-
planet system, and the two bodies are 
probably closely related in origin. In this 
connection the moon is of special inter-
est because its surface has not been sub-
jected to the erosion by running water 
that has helped to shape the earth’s 
surface.—Eugene M. Shoemaker”

Asbestos—Is It a Problem?
“Dust consisting of fine fibers of asbestos, 
which are insoluble and virtually   
in  destructible, may become a public 
health problem in the near future.  
At a recent international conference  
on the biological effects of asbestos 
sponsored by the New York Academy  
of Sciences, participants pointed out  
on the one hand that workers exposed  
to asbestos dust are prone in later life  
to develop lung cancer, and on the  
other hand that the use of this family  
of fibrous silicate compounds has 
expanded enormously during the past 
few decades. A labora tory curiosity 
100 years ago, asbestos today is a major 
component of building materials.”

December 
1914

Naval Blockade
“Germany can support 
herself on her home 
resources for fully a 

year, and this capacity for self-support in 
the face of a universal embargo [a block-
ade by the British navy] has a very high 
military value. It is probably true that 
long before next August, if the war were 
to last as long as that, the people of 
Germany would be put to many shifts 
from their usual mode of living. They 
might, for in  stance, have to learn to eat a 

greater part of their annual production 
of some two billion bushels of potatoes 
which are now mostly used in the 
production of industrial alcohol.” 

Espionage in Arabia 
“A considerable amount of surveying 
and exploration has recently been done 
along the southern frontier of Palestine 
under the auspices of the Palestine 
Exploration Fund by parties headed by 
Capt. S. F. Newcombe, Royal Engi neers, 
and including two ar  chaeologists from 
the British Museum. Five parties surveyed 
and mapped the whole border region 
except a small area around Akaba 
[Aqaba], where the Turkish authorities 
refused the necessary permission.”
The survey, ostensibly of biblical sites, was 
actually a clandestine military operation to map 
parts of the Ottoman Empire. One of the “two 
archae ologists” was T. E. Lawrence, later known 
by the sobriquet “Lawrence of Arabia.” 

Motor-Driven Unicycle
“The idea of a single-wheeled vehicle  
is by no means new. The novelty in the 

motor car shown [see illustration�] lies not 
in the fact that it is a one-wheeled vehicle, 
but that it is stabilized by a gyroscope. 
The machine has not been built, but the 
design has been offered by one of the 
readers of the Scientific American as a 
suggestion to some enterprising inventor.”
A slide show on the developments in motor-
vehicle technology and industry from 1914 is at 
ScientificAmerican.com/dec2014/
motor-vehicles

 December 
1864

Vice Abides
“Dr. Alfred Taylor, 
commissioned by  
the Privy Council  
in England, has sent 

in a Report. Laudanum (tincture of 
opium) appears to be sold wholesale, 
single shops often supplying three or 
four hundred customers every Saturday 
night. Retail druggists often dispense 
200 lbs. in one year, and one man 

complained that his wife had 
consumed £100 in opium 
since he married. We are 
assured by a wholesale 
druggist that he could and 
did sell it in the eastern 
counties to the extent of some 
thousands of pounds weight 
in a year. This gentleman,  
an old and keen observer, 
declared that the demand had 
sprung up shortly after the 
intro duction of teetotalism.” 

Thank the Gods
“The Pekin�g Gazette contains 
a report from the Chinese 
government on the extinction 
of the [Taiping] rebellion, 
which ends with the following 
words: ‘It is, therefore, most 
needful that thanks be offered 
to the gods for their assis-
tance. Wherefore, the Board 
of Rites is directed to examine 
into the services rendered by 
the different gods, and to 
report to us.’ ”

MOTORIZED UNICYCLE: A design proposed  
by a Scientific American reader, 1914

SCIENTIFIC 
AMERICAN 
ONLINE 

 F�ind original articles and images in  
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The Big Surprise: Africa  
 A large, unanticipated rise in Africa’s 
future population accounts for almost 
the entire increase in the 2100 global  
pro  jection. Data from 2010 censuses 
and subsequent surveys show that 
African fertility rates remain higher 
than pre  dicted, and death rates from 
AIDS have eased, thanks to better 
treatment. The population of Asia 
(�above�) will be slightly higher; that  
of Latin America (�be�low�) will be lower.

Up, Up and Away
World population will hit nearly 11 billion by 2100
United Nations leaders have worried for decades about the pace of population growth. 
A few years ago leading calculations had global population peaking at nine billion by 
2070 and then easing to 8.4 billion by 2100. Currently it stands at 7.2 billion. Recently 
the U.N. revised these numbers steeply upward: the population is now expected to rise 
to 9.6 billion by 2050 and continue to 10.9 billion by 2100 (�small graph at left). What 
caused this drastic revision? Almost all the increase comes from Africa (�pink line 
at right). Earlier models “had anticipated that fertility rates in Africa would 
drop quickly, but they haven’t,” says Adrian Raftery, a statistician at 
the University of Washington, who assessed the revised esti-
mates. How the world will feed a few billion more people 

is the question of the day. —�Mark Fischetti

SCIENTIFIC AMERICAN ONLINE  
For data on ratios of workers to retir-
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