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One of the many wondrous things about our minds is how adaptable they are, shifting with 
our experiences and in response to the environment around us. Now Scientific American Mind, 
initially begun in 2004 as a print edition that was reproduced in PDF archives, has fully 
undergone a digital transformation. Oh, you can still turn the pages on your tablet or mobile 
phone, but they will no longer be made of ink and paper.

The new Scientific American Mind will still bring you 
insightful, sprightly stories from both researchers who 
are experts in their fields and award-winning science 
journalists. In this edition, for instance, Sue Johnson, a 
clinical psychologist and professor emeritus at the Uni-
versity of Ottawa, explains how couples can stay at-
tached in “Deciphering the Language of Love.” Learn how 
gut bacteria rule our appetites in a special report, including “How Gut Bacteria Tell Their 
Hosts What to Eat,” by Knvul Sheikh, and “Mind over Meal: Does Weight-Loss Surgery Rewire 
Gut-Brain Connections?” by Bret Stetka. There’s much more in this issue to explore as well.

As we hope you’ll agree, Scientific American Mind remains the essential guide to a lifetime’s 
journey to understand our innermost selves. We’d love to hear what you think, please email 
your feedback to sadigital@sciam.com.

Welcome to the New Scientific American Mind
FROM THE EDITOR

Mariette DiChristina
Editor in Chief
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 How Gut Bacteria Tell Their Hosts What to Eat
 By suppressing or increasing cravings, microbes help the brain decide what foods the body “needs”

NEWS
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Colored scanning electron micrograph 
(SEM) of Lactobacillus bacteria.
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Scientists have known for decades that 
what we eat can change the balance 
of microbes in our digestive tracts. 

Choosing between a BLT sandwich or a yo-
gurt parfait for lunch can increase the pop-
ulations of some types of bacteria and di-
minish others—and as their relative num-
bers change, they secrete different 
substances, activate different genes and 
absorb different nutrients.

And those food choices are probably a 
two-way street. Gut microbes have also 
been shown to influence diet and behavior 
as well as anxiety, depression, hyperten-
sion and a variety of other conditions. But 
exactly how these trillions of tiny guests—
collectively called the microbiome—influ-
ence our decisions on which foods to stuff 
into our mouths has been a mystery.

Now neuroscientists have found that 
specific types of gut flora help a host animal 
detect which nutrients are missing in food 
and then finely titrate how much of those 
nutrients the host really needs to eat. “What 
the bacteria do for appetite is kind of like 
optimizing how long a car can run without 
needing to add more petrol to the tank,” 
says senior author Carlos Ribeiro, who stud-
ies the eating behaviors of Drosophila mela-

nogaster, a type of fruit fly, at Champali-
maud Center for the Unknown in Lisbon. 

In a paper published recently in PLOS 
Biology, Ribeiro and his team demonstrated 
how the microbiome influences drosophi-
la’s nutritional decisions. First, they fed 
one group of flies a sucrose solution con-
taining all the necessary amino acids. An-
other group got a mix that had some of the 
amino acids needed to make protein but 
lacked essential amino acids that the host 
cannot synthesize by itself. For a third 
group of flies, the scientists removed es-
sential amino acids from the food one by 
one to determine which was being detected 
by the microbiome.  

After 72 hours on the various diets, flies 
in the all three groups were presented with 
a buffet offering their usual sugary solu-
tion alongside protein-rich yeast. The re-
searchers found that flies in the two groups 
whose diet lacked any single essential ami-
no acid got a strong craving for yeast to 
make up for the missing nutrients. But 
when scientists increased five different 
types of bacteria found in the flies’ diges-
tive tracts—Lactobacillus plantarum, L. bre-
vis, Acetobacter pomorum, Commensali-
bacter intestini and Enterococcus faecalis—

the flies completely lost the urge to eat 
more protein.

The researchers found that the flies’ 
amino acid levels were still low, indicating 
the bacteria were not simply replacing nu-
trients missing from the flies’ diet by pro-
ducing the amino acids themselves. Instead 
the microbes were functioning as little 
metabolic factories, transforming the food 
they got into new chemicals: metabolites 
that the researchers believe might be tell-
ing the host animal it could carry on with-
out the amino acids. As a result of this mi-
crobial trick, the flies were able to continue 
reproducing, for example—even though an 
amino acid deficiency usually hampers cell 
growth and regeneration and therefore re-
production, Ribeiro explains.

Two kinds of bacteria were particularly 
effective in influencing the appetites of 
flies this way: Acetobacter and Lactobacil-
lus. Increasing both was enough to sup-
press the flies’ protein cravings and in-
crease their appetite for sugar. These two 
bacteria also restored the flies’ reproduc-
tive abilities, indicating their bodies were 
carrying out normal functions that typical-
ly get restricted when there is a nutritional 
deficiency. “How the brain handles this 
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trade-off of nutritional information is very 
fascinating, and our study shows that the 
microbiome plays a key role in telling the 
animal what to do,” Ribeiro says.

Next the team removed an enzyme need-
ed to process the amino acid tyrosine in 
flies, making it necessary for the flies to get 
tyrosine via their food, just like other es-
sential amino acids. Surprisingly, they 
found that Acetobacter and Lactobacillus 
were unable to suppress the craving for ty-
rosine in the modified flies. “This shows 
that the gut microbiome has evolved to ti-
trate only the normal essential amino acid 
intake,” Ribeiro explains.

The research adds a new perspective on 
coevolution of microbes and their hosts. 
“The findings show there is a unique path-
way that has coevolved between animals 
and the resident bacteria in their gut, and 
there is a bottom-up communication about 
diet,” says Jane Foster, who is a neuroscien-
tist at McMaster University in Ontario and 
not associated with the study.

Although the research does not specify 
the exact mechanism of communication, 
Ribeiro thinks it could take different forms. 
Strong evidence from the study indicates 
that microbially derived metabolites carry 

information from the gut to the brain, tell-
ing the host whether it needs a particular 
kind of food. “One of the big evolutionary 
mysteries is why we lost the ability to pro-
duce essential amino acids,” he says. “May-
be these metabolites gave animals more 
leeway to be independent of these nutri-
ents and to deal without them sometimes.”

Microbes may have their own evolution-
ary reasons for communicating with the 
brain, he adds. For one thing, they feed on 
whatever the host animal eats. For another, 
they need host animals to be social so the 
guests can spread through the population. 
The data are limited to animal models so 
far, but Ribeiro believes that gut-brain com-
munication can provide fertile ground for 
developing treatments for humans in the 
future. “It’s an interesting therapeutic win-
dow that could be utilized to improve be-
haviors related to diet one day,” he says.

� —�Knvul Sheikh

@sciam
twitter.com/sciam

Follow us on Twitter



https://twitter.com/sciam
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 Cross-Cultural Evidence for the Genetics of Homosexuality
Mexico's third gender sheds light on the biological correlates of sexual orientation
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The reasons behind why people are 
gay, straight or bisexual have long 
been a source of public fascination. 

Indeed, research on the topic of sexual ori-
entation offers a powerful window into un-
derstanding human sexuality. The Archives 
of Sexual Behavior recently published a spe-
cial section devoted to research in this area, 
entitled “The Puzzle of Sexual Orienta-
tion.” One study, conducted by scientists at 
the University of Lethbridge in Alberta, of-
fers compelling, cross-cultural evidence 
that common genetic factors underlie 
same-sex, sexual preference in men.

Among the indigenous Zapotec people 
in southern Mexico, individuals who are bi-
ologically male and sexually attracted to 
men are known as muxes. They are recog-
nized as a third gender: Muxe nguiiu tend to 
be masculine in their appearance and be-
havior; muxe gunaa are feminine. In West-
ern cultures, they would be considered gay 
men and transgender women, respectively.

Several correlates of male androphilia—
sexual attraction of biological males to 
men—have been shown across different 
cultures, which is suggestive of a common 
biological foundation among them. For ex-
ample, the fraternal birth order effect—the 

phenomenon whereby male androphilia is 
predicted by having a higher number of bi-
ological older brothers—is evident in both 
Western and Samoan cultures.

Interestingly, in Western society, homo-
sexual men, compared with heterosexual 
men, tend to recall higher levels of separa-
tion anxiety—the distress resulting from 
being separated from major attachment 
figures, such as one’s primary caregiver or 
close family members. Research in Samoa 
has similarly demonstrated that third-gen-
der fa’afafine—individuals who are femi-
nine in appearance, biologically male and 
attracted to men—also recall greater child-
hood separation anxiety when compared 
with heterosexual Samoan men. Thus, if a 
similar pattern regarding separation anxi-
ety were to be found in a third, disparate 
culture—in the case of the state of Oaxaca 
in Mexico—it would add to the evidence 
that male androphilia has biological un-
derpinnings.

The recent study included 141 hetero-
sexual women, 135 heterosexual men, and 
178 muxes (61 muxe nguiiu and 117 muxe 
gunaa). Study participants were inter-
viewed using a questionnaire that asked 
about separation anxiety—more specifical-

ly, the distress and worry they experienced 
as a child in relation to being separated 
from a parental figure. Participants rated 
how true each question was for them when 
they were between the ages of six and 12.

Muxes showed elevated rates of child-
hood separation anxiety when compared 
with heterosexual men, similar to what has 
been seen in gay men in Canada and fa’afa-
fine in Samoa. There were also no differenc-
es in anxiety scores between women and 
muxe nguiiu or muxe gunaa, or between the 
two types of muxes.

When we consider possible explanations 
for these results, social mechanisms are 
unlikely because previous research has 
shown that anxiety is heritable and parent-
ing tends to be in response to children’s 
traits and behaviors, as opposed to the oth-
er way around. Biological mechanisms, 
however, offer a more compelling account. 
For instance, exposure to female-typical 
levels of sex steroid hormones in the pre-
natal environment are thought to “femi-
nize” regions of the male brain that are re-
lated to sexual orientation, thereby influ-
encing attachment and anxiety.

On top of these observations, studies in 
molecular genetics have shown that Xq28, 
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a region located at the tip of the X chromo-
some, is involved in both the expression of 
anxiety and male androphilia. This work 
suggests that common genetic factors may 
underlie the expression of both. Twin stud-
ies additionally point to genetic explana-
tions as the underlying force for same-sex 
partner preference in men and neuroticism, 
a personality trait that is comparable to 
anxiety.

The research points to childhood sepa-
ration anxiety as a culturally universal cor-
relate of androphilia in men. This has im-
portant implications for our understanding 
of children’s mental health conditions be-
cause subclinical levels of separation anxi-
ety, when intertwined with male andro-
philia, may represent a typical part of the 
developmental life course.

As it stands, sexual orientation research 
will continue to evoke widespread interest 
and controversy for the foreseeable future 
because it has the potential to be used—for 
better or worse—to uphold particular so-
ciopolitical agendas. The moral acceptabil-
ity of homosexuality has often hinged on 
the idea that same-sex desires are innate 
and immutable and therefore not a choice. 
This is clear when we think about how pre-

vious beliefs around homosexuality being 
learned were once used to justify now dis-
credited attempts to change these desires.

The cross-cultural similarities evinced 
by the Lethbridge study offer further evi-
dence that being gay is genetic, which is, in 
itself, an interesting finding. But we as a 
society should challenge the notion that 
sexual preferences must be nonvolitional 
to be socially acceptable or safe from scru-
tiny. The etiology of homosexuality, bio-
logical or otherwise, should have no bear-
ing on gay individuals’ right to equality.

� —�Debra W. Soh
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 Don't Forget: You, Too, Can Acquire a Super Memory
 Learning a memorization technique used by elite memory athletes leads to widespread changes in brain wiring
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Elite memory athletes are not so dif-
ferent from their peers in any other 
sport: They face off in intense com-

petitions where they execute seemingly su-
perhuman feats such as memorizing a string 
of 500 digits in five minutes. Most memory 
athletes credit their success to hours of 
memorization-technique practice. One lin-
gering question, though, is whether memo-
ry champs succeed by practice alone or are 
somehow gifted. Recent research suggests 
there may be hope for the rest of us. A study 
published in Neuron provides solid evidence 
that most people can successfully learn and 
apply the memorization techniques used by 
memory champions while triggering large-
scale brain changes in the process.

A team led by Martin Dresler of Radboud 
University in the Netherlands used a com-
bination of behavioral tests and brain scans 
to compare memory champions with the 
general population. It found that top mem-
ory athletes had a different pattern of brain 
connectivity than controls did but also that 
subjects who learned a common technique 
over a period of weeks, not years, greatly 
improved their memory skills and began to 
exhibit brain-connection patterns resem-
bling those of elite memorizers. 

Many of us learn new skills throughout 
our lives, and scientists have long won-
dered if, and how, our brain changes as a 
result. Previous research has linked some 
skills to specific changes. One well-known 
set of studies showed that London taxi driv-
ers developed more gray matter in their 
hippocampus (a brain area linked to mem-
ory) as they acquired the knowledge need-
ed to navigate the city’s haphazard maze of 
streets. Dresler and his colleagues, moti-
vated in part by co-author and professional 
memory trainer Boris Konrad, decided to 
focus on elite memory athletes who utilize 
techniques to compete at highly specific 
tasks such as memorizing decks of cards or 
lines of binary digits in minutes. They want-
ed to know whether these highly skilled 
practitioners exhibit noticeable brain 
changes and how those changes occur.

In the first part of the study the research-
ers matched 23 elite memory champions 
with control subjects based on age, gender 
and IQ. Both groups underwent a series of 
brain scans, including anatomical scans 
and functional MRI during a resting state—
one in which subjects were not doing any-
thing—and during a memory task. The re-
searchers found the memory champions 

did not differ from the controls in any par-
ticular brain region but rather had different 
patterns of brain connectivity during rest-
ing-state and task-based fMRI scans. To 
Dresler, these results suggested “there’s 
not a sort of general hardware difference in 
memory champions that allows them to 
reach these memory levels but that some-
thing subtler is going on,” which spurred 
the team to investigate further.

Next, the researchers took 51 subjects 
who had never previously engaged in mem-
ory training and divided them into an ex-
perimental group and two control groups. 
Experimental subjects underwent six weeks 
of intense memory training for half an hour 
each day using the centuries-old method of 
loci strategy still popular with memory 
champions: They learned how to map new 
information such as numbers or names 
onto familiar spatial locations such as those 
in their homes. The active control group 
trained for a working memory task called 
the n-back that does not train long-term 
memory. Meanwhile the passive control 
group received no training.

After training, the experimental sub-
jects improved significantly at memory 
tasks (whereas neither control group im-
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proved) yet did not exhibit any structural 
brain changes. Their brain-connection pat-
terns during resting-state and task-based 
fMRI scans, however, became more similar 
to those of memory champs, a change that 
correlated positively with memory im-
provements. “I think the interesting part is 
that not only can you boost memory in a 
similar way behaviorally in normal subjects 
compared with memory athletes,” Dresler 
says, “but on the brain level you see a re-
flection of that behavioral increase, and 
you drive the brains of naive subjects into 
the patterns of the best memorizers in the 
world.”

James McGaugh, a neurobiologist at the 
University of California, Irvine, who was 
not involved in the study, considers it to be 
in a similar vein as the research on London 
taxi cabs but highlights an important dif-
ference: rather than pinpointing a particu-
lar brain region, the study found an overall 
change in brain connections. “All our brains 
are malleable all the time, and this is just 
another piece of evidence of that,” he says. 
“If you learn something, and you learn it 
well, the brain changes.” For his U.C. Irvine 
colleague, Craig Stark, a professor of neu-
robiology and behavior who also was not 

part the research, it represents “a really in-
teresting contribution to the field.” Stark 
was particularly impressed by the study’s 
clever experimental design, which he ex-
pects to be adopted by researchers in other 
domains. He adds that the results align 
with the idea that our brain is highly plas-
tic and continuously changes and adapts. 
“This is showing that the act of going and 
learning something new is changing your 
brain and changing the way you process 
things, which will change the way you ac-
tually see the world,” he says.

� —�Catherine Caruso
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This Is Your Brain on Poverty
 Data visualizations highlight the surprising connections between income and brain structure

NEWS
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R ecently I listened to an excellent 
podcast series on poverty in the 
U.S. by WNYC called “Busted: 

America’s Poverty Myths.” One message 
that stuck with me is just how many factors 
the poor have working against them—fac-
tors that, if you’re not poor, are all too easy 
to deny, disregard or simply fail to notice. 
In an article entitled “Brain Trust” in the 
March 2017 issue of Scientific American, 
neuroscientist Kimberly G. Noble high-
lights one such invisible, yet very real, ele-
ment of poverty: its effect on brain devel-
opment in children.   

When we consider such a complex topic, 
any sort of data-driven approach can feel 
mired in confounding factors and variables. 
After all, it is not as if money itself has any 
impact on the structure or function of one’s 
brain; rather it is likely to be an amalgama-
tion of environmental and genetic influenc-
es accompanying poverty, which results in 
an overall trend of relatively low achieve-
ment among poor children. By definition, 
this is a multifaceted problem in which cor-
relation and causation seem virtually im-
possible to untangle. Nevertheless, Noble’s 
laboratory is tackling this challenge with the 
best scientific tools and methods available.  

First, it is essential to define the prob-
lem: In what specific ways does poverty 
impact brain function? To address this 
question, Noble recruited some 150 chil-
dren from various socioeconomic back-
grounds and used standard psychological 
testing methods to evaluate their abilities 
in several cognitive areas associated with 
particular parts of the brain. As outlined in 
the accompanying graphs, the relation-
ships are clear, especially in terms of lan-
guage skills.

Although the data represented are fairly 
convincing, they are also incomplete. To 
demonstrate the physical effects of poverty 
on the brain, we must examine the organ 
itself. To this end, Noble’s lab scanned the 
brains of about 1,100 children and adoles-
cents and found clear structural differences 
based on family income. Remarkably, their 
results showed that those children falling 
on the poorer end of the lowest income 
bracket suffer exponentially severe losses 
in brain development. 

Of all the social issues we face as a coun-
try, poverty often feels especially over-
whelming, and these kinds of research find-
ings can exacerbate that sense of intracta-
bility. But Noble’s experiment may provide 

support for one potential path forward. I 
encourage you to read the full article at 
www.scientificamerican.com/magazine/sa 
to learn more. 

� —�Amanda Montañez
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measures of the affected regions (referred to as the cortical surface 
area) by socioeconomic status.

SOURCE: “FAMILY INCOME, PARENTAL EDUCATION AND BRAIN STRUCTURE IN CHILDREN AND ADOLESCENTS,” BY KIMBERLY G. NOBLE ET AL., 
IN NATURE NEUROSCIENCE, VOL. 18; MAY 2015. CREDIT: TAMI TOLPA (BRAIN ILLUSTRATIONS) AND AMANDA MONTAÑEZ (GRAPH)
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The magenta line shows the relation (on a logarithmic scale) 
between family income and cortical surface area. For chil-
dren with family incomes under $50,000 (yellow area), 
cortical surface area is strongly related to income. For those 
with relatively high incomes, the effect is much weaker. 
Each blue dot represents a child or adolescent.
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The Genius of Pinheads: When Little Brains Rule​
 Bigger brains are not always better
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T he Samoan moss spider, the world’s 
smallest arachnid at a third of a 
millimeter, is nearly invisible to the 

human eye. The largest spider in the world 
is the goliath bird eater tarantula, which 
weighs 142 grams and is about the size of a 
dinner plate. For reference, that is about 
the same difference in scale between that 
same tarantula and a bottlenose dolphin.

And yet the bigger spider does not act in 
more complex ways than its tiny counter-
part. “Insects and spiders and the like—in 
terms of absolute size—have among the ti-
niest brains we’ve come across,” says Wil-
liam Wcislo, a scientist at the Smithsonian 
Tropical Research Institute in Panama City. 
“But their behavior, as far as we can see, is 
as sophisticated as things that have rela-
tively large brains. So then there’s the ques-
tion: How do they do that?”

No one would argue that a tarantula is 
as smart as a dolphin or that having a real-
ly big brain is not an excellent way to per-
form complicated tasks. But a growing 
number of scientists are asking whether it 
is the only way. Do you need a big brain to 
hunt elusive prey, design complicated 
structures or produce complex social dy-
namics?

For generations scientists have won-
dered how intelligent creatures developed 
large brains to perform complicated tasks. 
But Wcislo is part of a small community of 
scientists less interested in how brains have 
grown than how they have shrunk and yet 
shockingly still perform tasks as well as or 
better than similar species much larger in 
size. In other words, it is what scientists 
call brain miniaturization, not unlike the 
scaling down in size of the transistors in a 
computer chip. This research, in fact, may 
hold clues to innovative design strategies 
that engineers might incorporate in future 
generations of computers.

Scientists interested in brain miniatur-
ization often refer to something called 
Haller’s rule, proposed by German neuro-
scientist Bernhard Rensch and named for 
the 18th-century father of physiology, Al-
brecht von Haller. It holds that smaller 
creatures will have smaller brains but that 
the ratio of brain to body size will actually 
go up. And what is amazing is that few if 
any creatures on earth violate this rule. “It’s 
extremely general, and it’s been known for 
a long time. And there seem to be no good 
ideas as to why in the world it’s true,” says 
William Eberhard, a spider researcher and 

frequent collaborator with Wcislo, who also 
works at the Tropical Research Institute.

Imagine packing for a trip with a mas-
sive suitcase and then learning that the 
plane will accept only luggage half that 
size. The trip is the same, but the space just 
got tight, so you will have to be more effi-
cient, and your bag might be bursting at the 
seams. The same thing happens to some of 
Eberhard’s smaller spiders. “Their brains 
were not staying in the right parts of their 
body. In the tiny ones they were going into 
the legs, and the sternum was bulging out, 
and it was full of brain. Their bodies were 
being deformed by these brains,” he says.

The comparison of scale in this spider 
world boggles the mind. Take Eberhard’s 
favorite group of creatures, orb weaver spi-
ders. The largest he has worked with weighs 
around three grams, whereas the smallest 
weighs 0.005 milligram—roughly 600,000 
times as small as its cousin. For perspec-
tive, imagine a normal adult man standing 
next to a giant who stood 400 kilometers 
tall and weighed more than 300 blue whales. 
The giant’s brain alone would weigh 910,000 
kilograms.

So would such a giant be more intelli-
gent than a human? If the scaling princi-
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ples hold from the world of spiders, the an-
swer is no, as can be seen by looking closely 
at the webs they spin.

As a spider constructs a web, it must 
continually make decisions, finding the 
most efficient places to attach each thread. 
And although they are exceptional archi-
tects, they do make mistakes—and those 
mistakes are pretty consistent over time. 
So Eberhard used these web-making mis-
takes as a proxy for cognitive capacity. 
Knowing the incredible costs of having a 
tiny body and thus an outsize brain, he ex-
pected to see that cost reflected in their 
webs. The smaller spiders should make 
more mistakes.

Shockingly, they do not. In fact, species 
to species and even within the species, the 
number of mistakes was exactly the same. 
Then a student of Eberhard’s tested the lit-
tle critters, forcing them to build in a con-
strained environment—inside a piece of 
tubing about the diameter of a large air-ri-
fle BB. Again, the spiders made the same 
number of miscalculations, even as newly 
born nymphs. The same seems to be true 
for parasitic wasps, which span from the 
massive tarantula hawk to a fairy wasp that 

is smaller than a single-celled paramecium. 
The latter have truly minuscule brains but 
are equally as adept at locating and am-
bushing prey. “We haven’t yet found any 
behavioral costs of having a totally tiny 
brain,” Wcislo says.

How could such a tiny brain perform as 
well as a bigger one? Through vicious, cut-
throat evolutionary efficiency. Some tiny 
creatures actually have shrunken brain 
cells with dramatically shorter connecting 
axons, the wirelike extensions from neu-
rons. But even then, there is a lower lim-
it—a cell cannot get smaller than its nucle-

us (although some beetles may simply jet-
tison the nucleus altogether). And if axons 
get too short, they start interfering with 
one another like tangled electrical cabling.

So having a halfway-decent brain is a 
tough job for small invertebrates. What 
does this mean for us larger creatures? It 
turns out that Haller’s rule does not care if 
you are a spider, wasp, bird or even a hu-
man. As animals evolve to become smaller 
because of a change in climate or other se-
lective pressures, their brain demands an 
ever higher percentage of energy and real 
estate in their body.

How could such a tiny brain 
perform as well as a bigger one? 
Through vicious, cutthroat 
evolutionary efficiency.
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One species of salamander that, like in-
sects, can vary wildly in size has evolved a 
thinner skull to make room for its brain. 
And although it is not yet clear how all this 
applies to humans, we do know that human 
brains have shrunk over the past 10,000 
years. Perhaps rather than becoming less 
intelligent, our ancestors’ brains were just 
becoming more efficient.

Diego Ocampo, a biologist currently fin-
ishing his Ph.D. at the University of Miami, 
took a survey of more than 70 bird species 
and found that they perfectly follow Haller’s 
rule, with the smallest ones having propor-
tionally larger brains. But when he looked 
at individual groups, he noticed humming-
birds had their own supercharged version of 
the rule. Take two species of hummingbird. 
The violet sabrewing, a sizable bird at 12 
grams, is about 2.4 percent brain. Mean-
while the striped-throated hermit, which is 
a fifth the size, is 4.8 percent brain. Com-
pared with other creatures, these numbers 
are oddly low. Far bigger birds that he sam-
pled, such as thornbills, have a brain that 
takes up an ungainly 7 percent of their body.

It is as if the hummingbirds as a group 
have come up with a far more efficient type 
of brain than other birds—a slight bending 

of Haller’s rule. And if that was not enough, 
the hermit, far from being a simpleton, ac-
tually demonstrates the most complex be-
haviors. Whereas the sabrewing tends to sit 
and guard a single plant, the hermit mem-
orizes complex lines to follow through the 
forest to find food.

What if birds have unlocked some kind 
of ultraefficient brain design that allows 
them to do more with less? Certainly this 
would explain some of the stupendous abil-
ities observed in, say, African grey parrots, 
which can identify shapes and even count, 
as well as corvids, which have an equiva-
lent number of neurons to some primates 
and, it is suggested, may even be self-aware. 
Do not forget octopuses, which have very 
primitive brains and yet perform tasks that 
rival those of dogs.

Lars Chittka, who studies bee behavior 
and intelligence at Queen Mary University 
of London, flips these questions about ani-
mal smarts on their head. It is not that they 
require large brains to do complicated 
things, he says, it is that complicated be-
havior really does not require much brain-
power. “The task that requires a large brain 
hasn’t been discovered yet,” he says. “You 
can do a whole lot with very little brains.” 

Some wasps, he says, are able to recognize 
the faces of every other wasp in their com-
munities. But when he looks at their brain, 
there is nothing to explain such an impres-
sive ability. Chittka suggests facial recogni-
tion may have evolved from simpler abili-
ties, such as recognizing food sources. And 
given that bees have complex social inter-
actions, symbolic language and excellent 
spatial memory, there is not really much to 
separate their intelligence from that of, say, 
a rodent.

Still, it stretches credibility to compare 
two species from vastly different parts of 
the animal kingdom and even harder to un-
derstand how physiology corresponds to 
specific behaviors. But, Eberhard says, any 
animal that has been pushed “up against 
the wall of Haller’s rule” by evolving to a 
smaller size while maintaining complicat-
ed behaviors is bound to have come up with 
a few interesting ways to streamline its 
brain.

Wcislo compares large animals such as 
whales and perhaps humans, with the large 
Apple IIe computers that sat on so many 
desks in the 1980s and revolutionized per-
sonal computing. They were powerful tools, 
but there was lots of wasted space and ex-
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cess heat production. Now compare that 
with modern iPhones, and you see the pow-
er of miniaturization.

So maybe it is not surprising that Wcis-
lo’s work has attracted the attention of Sil-
icon Valley. His oldest and most devoted 
funder is Frank Levinson, a venture capi-
talist and founder of the fiber-optics giant 
Finisar. To explain why he started investing 
in bug research, Levinson describes the 
time he watched a pair of male butterflies 
near his home compete for a female’s at-
tention, ducking and weaving around a 
bush. “The best chip out of Intel can’t fly, 
can’t dance, can’t romance a woman, can’t 
dogfight,” he says. “I don’t know anything 
in silicon that could do anything remotely 
as complex as this.”

If tiny animals have learned to do more 
with less, what is stopping electronics from 
doing the same?

Levinson says electronics companies to-
day are obsessed with artificial intelli-
gence—how to make machines more hu-
manlike—at the same time that the in-
crease in computing speeds seem to be 
slowing down for the first time since the 
1970s. So, Levinson says, there is a huge 
need to both understand how intelligence 

works and make circuits smaller and more 
efficient. In other words, more insectlike.  

Insects provide plenty of examples of 
high-performing computational machines. 
Take Wcislo’s latest obsession, nocturnal 
sweat bees that live under a jungle canopy 
with 10 to 20 times less light than on a 
moonless night. It is so dark that the laws of 
physics say there are not enough photons 
to distinguish a visual signal from back-
ground noise. “How the hell do they see?” 
Wcislo says. “They should not be able to 
see.” It seems their tiny brain acts as a filter 
for the image, like night-vision goggles, ex-
tracting an image out of the surrounding 
darkness. He is also training ants to walk 
through mazes and then comparing their 
brain with those of other ants living less 
intellectually challenging lives. These are 
the kinds of questions that may suggest 
cutting-edge materials and designs to al-
low computers to shrink as fast as animal 
brains have.

At the end of the day, insect brains offer 
more than just incredible efficiency—they 
also offer simplicity. Investigations into ar-
tificial human intelligence are tricky, partly 
because the human brain is inordinately 
complex. But as these scientists are find-

ing, there is much you can do with a very 
small, efficient brain. Perhaps there is more 
programmers can learn from them as well.

“Silicon Valley is always looking for 
those new niches,” Levinson says. “One in-
teresting place to look is with [Wcislo] and 
the guys studying something as simple as 
ants and bees and spiders—and see what 
they can tell us about thought processes 
and learning.” �

� —�Erik Vance
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Your Brain Remembers Languages You Think You Forgot
Kids adopted in a new country have an advantage in learning their native tongue as adults, 
even if they have not heard it since birth
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New evidence suggests that the ear-
liest traces of a language can stay 
with us into adulthood, even if we 

no longer speak or understand the lan-
guage itself. And early exposure also seems 
to speed the process of relearning it later 
in life.

In the new study, recently published in 
Royal Society Open Science, Dutch adults 
were trained to listen for sound contrasts 
in Korean. Some participants reported no 
prior exposure to the language; others were 
born in Korea and adopted by Dutch fami-
lies before the age of six. All participants 
said they could not speak Korean, but the 
adoptees from Korea were better at distin-
guishing between the contrasts and more 
accurate in pronouncing Korean sounds.

“Language learning can be retained sub-
consciously, even if conscious memories of 
the language do not exist,” says Jiyoun 
Choi, postdoctoral fellow at Hanyang Uni-
versity in Seoul and lead author of the 
study. And it appears that just a brief peri-
od of early exposure benefits learning ef-
forts later; when Choi and her collabora-
tors compared the results of people adopt-
ed before they were six months old with 
results of others adopted after 17 months, 

there were no differences in their hearing 
or speaking abilities.

“It's exciting that these effects are seen 
even among adults who were exposed to 
Korean only up to six months of age—an 
age before which babbling emerges,” says 
Janet Werker, a professor of psychology at 
the University of British Columbia, who 
was not involved with the research. Re-
markably, what we learn before we can even 
speak stays with us for decades.

� —�Jane C. Hu

@scientific_american
instagram.com/scientific_american

Follow us on Instagram
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 Meditation's Calming Effects Pinpointed in the Brain
A new mouse study reveals a set of neurons that may point to physiological roots  
for the benefits of breathing control

NEWS
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D uring yoga pranayama exercises, 
people practice controlling the 
breath, or prana, to induce a state 

of calm and focus. Paying attention to 
breathing and slowing down respiration 
constitute a core component of many mind-
fulness practices. Research suggests the 
practice has multiple benefits—it induces 
an overall sense of well-being while reduc-
ing anxiety and improving sleep.

But what exactly is going on in the brain 
during meditation? Imaging studies of hu-
mans have shown that brain regions in-
volved in mind wandering, attention and 
emotion play a part in various stages of 
mindfulness practice. A new mouse study, 
published recently in Science, shows that 
neurons in the brain stem may also medi-
ate the link between breathing and induc-
ing a state of meditative calm.

The basis for the new study dates back 
to 1991, when a group of neuroscientists at 
the University of California, Los Angeles, 
discovered the pre-Bötzinger complex, an 
area containing neurons that fired rhyth-
mically in time with each breath. “Quite 
different from the cardiac pacemaker, the 
breathing pacemaker has a whole variety of 
different rhythms—for example, a yawn or 

a sigh or a gasp,” says study co-author Mark 
Krasnow, a biochemistry professor at Stan-
ford University. Rather than simply provid-
ing air to your lungs, these types of breaths 
are also associated with social and emo-
tional signals.

Recent evidence suggests that the 
pre-Bötzinger complex can control differ-
ent breathing behaviors. In a study pub-
lished last year in Nature, Krasnow and his 
colleagues reported on a subset of neurons 
within this brain region that is solely re-
sponsible for generating sighs. When the 
researchers stimulated these neurons in 
mice, they sighed continuously. But when 
the team removed those nerve cells, the an-
imals kept breathing, never sighing. Now 
the team has uncovered a separate group of 
neurons in this area that appear to have 
another specific function: regulating states 
of calm and arousal.

Krasnow’s team genetically engineered 
mice to remove a specific subset of neurons 
that contains two genes: cadherin 9 (Cdh9), 
a gene that is expressed in the pre-Bötzing-
er complex, and developing brain homeobox 
protein 1 (Dbx1), which prior studies had 
demonstrated are necessary for respira-
tion—without it, mice do not breathe.

When the team removed these Cdh9/
Dbx1 neurons from mice, the animals still 
breathed normally with one slight differ-
ence: breaths came more slowly than in 
normal mice. The rodents were also unusu-
ally calm—they spent less time exploring 
their surroundings and more time sitting 
still. “We were totally surprised,” says study 
co-author Kevin Yackle, a professor at the 
University of California, San Francisco, who 
conducted the study while he was a post-
doc at Stanford. “It certainly wasn’t some-
thing we expected to find.”

The researchers also discovered these 
neurons form connections with the locus 
coeruleus, another area in the brain stem 
involved in modulating arousal and emo-
tion. “[One] thing that’s interesting about 
this, and surprising, is that this small group 
of neurons is not involved in producing the 
inspiratory rhythm per se,” says Jeffrey 
Smith, a neuroscientist at the National In-
stitute of Neurological Disorders and 
Stroke, who was not involved in the study. 
Smith, along with one of the recent Science 
study’s co-authors, neurobiologist Jack 
Feldman of U.C.L.A., discovered the 
pre-Bötzinger complex. “It’s now becoming 
apparent that there’s a lot of structural and 
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functional complexity to the pre-Bötzinger 
complex itself that we hadn’t really antici-
pated.”

Evidence from human research also sug-
gests that meditation and respiration are 
closely connected. In another study, for ex-
ample, Antoine Lutz, a scientist who re-
searches the neurobiology of meditation at 
the French National Institute of Health and 
Medical Research, and his colleagues at the 
University of Wisconsin–Madison discov-
ered that long-term meditators develop 
slower breathing patterns than those who 
did not practice on a regular basis. The 
slower breathing in long-term practitioners 
may “activate this ascending pathway less,” 
says Lutz, who was not involved in the Sci-
ence study. “Maybe it’s a signature of a dif-
ferent level of stress.”

According to Lutz, the findings from the 
Science paper raise the possibility that “any 
form of practice—from yoga pranayama to 
meditation—that is actively manipulating 
respiration might be using this pathway to 
regulate some aspects of arousal.” He points 
out, however, that this pathway may not be 
as relevant for forms of meditation that do 
not involve directly controlling respiration. 
For example, in some types of mindfulness 

training, individuals simply observe their 
breath rather than control it.

“Breathing is about staying alive on one 
level, but it’s also connected to emotional 
life,” says Christopher Del Negro, a neuro-
physiologist at the College of William & 
Mary, who was not involved in the work. 
The studies showing that different neural 
populations in the pre-Bötzinger complex 
can also control sighing and regulate 
arousal “begin to break that next level of 
not just talking about breathing for physi-
ology but breathing for emotional well-be-
ing,” he adds.

Understanding how the brain controls 
breathing could also help develop new ther-
apeutic targets to treat conditions such as 
anxiety, panic disorders and arousal-related 
sleep disorders. “[Cardiologists] have ways 
of pharmacologically controlling the heart 
rhythm,” Yackle says. “But a similar type of 
pharmacological approach for breathing 
doesn’t exist, and I think it could be import-
ant in multiple fields of medicine.”

Before that happens, however, neurosci-
entists will first need to uncover how this 
brain region works in people. Researchers 
have found a pre-Bötzinger complex in hu-
mans, but its anatomy and physiology are 

much less understood. For now Krasnow, 
Yackle and their colleagues plan to investi-
gate the other populations of neurons in 
the breathing pacemaker of rodents to see 
what other functions they might find. The 
present study, though, holds promise of 
eventually furnishing at least a partial win-
dow on the physical underpinnings of an 
ancient practice. �

� —Diana Kwon
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By Bret Stetka

New evidence hints that bariatric 
surgery changes the dialogue 
between bowel and brain

Mind over Meal: 

SP
RI

NT
 G

ET
TY

 IM
AG

ES

Does Weight-Loss Surgery 
Rewire Gut-Brain Connections?
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For Teresa, the first plate of 
scrambled eggs was a transcen-
dent experience. The 41-year-
old Stanford University Medical 
Center nurse coordinator had 

completely lost her appetite in the days af-
ter her surgery. She ate, but only liquids 
and only at her surgeon’s request. Yet when 
her interest in eating returned, it was as 
though something about her relationship 
with food had fundamentally changed.

The eggs, Teresa’s first solid meal in four 
weeks, were a revelation: simple, soft and 
buttery. To her surprise, they constituted a 
completely satisfying meal. Gone was the 
desire for sweets and excessively salted sa-
vories. Her once beloved french fries and 
rich desserts no longer enticed her. Her de-
sire to eat was back, but for the first time in 
her life eating “right” came easy.

Teresa had undergone a sleeve gastrec-
tomy, one of a variety of procedures—
known as bariatric surgeries—that manip-

ulate the stomach and intestines to pro-
mote weight loss. Yet more than shedding 
pounds, which she did, it was the complete 
change in cravings that Teresa considers 
the most surprising result of her 2012 op-
eration.

She had struggled with her weight since 
childhood. Years of hormone therapy while 
trying to get pregnant did not help, nor did 
pregnancy itself. “Before I knew it, I was 270 
pounds,” Teresa recalls. “And I just couldn’t 
get the extra weight off despite trying ev-
erything: every diet, lots of exercise.” The 
surplus pounds also made it hard to man-
age a toddler. “I couldn’t keep up with my 
son,” she says.

A sleeve gastrectomy can shrink the 
stomach from the size of a football to that 
of a banana, roughly 15 percent of its origi-
nal size. One year later—after months of 
eating healthier and eating less—Teresa 
was down to 150 pounds. “That was actual-
ly even low for me,” she says, “but the sur-
gery really changed how I ate.”

Since the 1960s, when these techniques 
were introduced, doctors have considered 
bariatric surgery primarily a mechanical 
fix. A smaller stomach, the reasoning went, 
simply cannot hold and process as much 

Bret Stetka is a writer based in New York City and an editorial 
director at Medscape (a subsidiary of WebMD). His work has  
appeared in Wired, NPR and the Atlantic. He graduated from the 
University of Virginia School of Medicine in 2005.

The Skinny on Surgery
•   �Doctors have long suspected that bariatric  

surgeries help patients lose weight by reducing 
the size of the stomach—but new work 
suggests other mechanisms are involved.

•   �After the procedure, brain areas involved in 
communicating with the gut become hyper- 
active compared with their earlier activity.  

•   �In addition, these interventions change the 
microbial populations living within digestive 
systems in ways that could further adjust sig-
naling along the gut-brain axis and contribute 
to new, healthier eating habits. 

IN BRIEF
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food. Patients get full faster, eat less and 
therefore lose weight.

This idea is in part true. But now scien-
tists know that it is not nearly that simple. 
Teresa’s weight loss was in all likelihood 
caused by the drastic change in how her gut 

speaks to her brain, and vice versa. The pro-
cedure had indirectly spurred new neural 
connections, changing how she thought 
about and craved food.

Recent science has revealed that appe-
tite, metabolism and weight are regulated 

through a complex dialogue between bowel 
and brain—one in which mechanical influ-
ences, hormones, bile acids and even the 
microbes living in our gut all interact with 
labyrinthine neurocircuitry. Bariatric sur-
gery, scientists are discovering, engages 
and may change all these systems. In the 
process, it is helping researchers map how 
this complicated interplay manipulates our 
eating behaviors, cravings and frenzied 
search for calories during starvation. This 
work could also reveal new targets—includ-
ing microbes and possibly the brain itself—
that render the risky surgical procedure ob-
solete altogether.

Brain Meets Bowel
We have all felt the physical effects of the 
gut-brain communion: the gastric butter-
flies that come with love, the rumbles that 
arise before delivering a speech. These 
manifestations result from the brain sig-
naling to the gastrointestinal tract, both 
through hormones and neuronal signals.

Conversely, the gut can send signals back 
to the brain, too. In fact, coursing through 
our abdomen is the enteric nervous system, 
colloquially known as the second brain. This 
neural network helps to control food diges-
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tion and propulsion through the 30 feet of 
our gastrointestinal tract. It also communi-
cates directly with the brain through the 
vagus nerve, which connects the brain with 
many of our major organs.

Two primary gut-brain pathways regulate 
appetite. Both systems involve a small, cen-
tral brain region called the hypothalamus, a 
hotbed of hormone production that helps to 
monitor numerous bodily processes.

The first system comes into play during 
fasting. The stomach secretes the hormone 
ghrelin, which stimulates a region within 
the hypothalamus called the arcuate nu-
cleus. This structure then releases neuro-
peptide Y, a neurotransmitter that, in turn, 
revs up appetite centers in the cerebral cor-
tex, the outer folds of the brain, driving us 
to seek out food. In anticipation of meal-
time, our brain sends a signal to the stom-
ach via the vagus nerve, readying it for di-
gestion. “This can occur simply at the sight, 
smell or thought of food,” says Mayo Clinic 
gastroenterologist and obesity expert An-
dres Acosta Cardenas. “Our brain is prepar-
ing our body for a meal.”

The second gut-brain pathway suppress-
es our appetite. As we eat, several other hor-
mones, including leptin and insulin, are se-

creted from fat tissue, the pancreas and the 
gastrointestinal tract. Separately, these 
hormones play many roles in digestion and 
metabolism. Acting together, they signal to 
another area of the hypothalamus that we 
are getting full. Our brain tells us to stop 
eating. 

The appetite and satiety loop constantly 
hums along. Yet hunger pathways also in-
teract with brain regions such as the amyg-
dala, involved in emotion, and the hippo-
campus, the brain’s memory center. Hence, 
our “gut feelings” and “comfort foods” are 
driven more by moods than mealtimes and 
nostalgic recollections of Grandma’s rhu-
barb pie. As a result of higher thinking pro-
cesses, food now has context. Food is cul-
ture. As playwright George Bernard Shaw 
put it, “There is no sincerer love than the 
love of food.”

Then there is the hedonistic thrill of sit-
ting down to a meal. Eating also lights up 
our reward circuitry, pushing us to eat for 
pleasure independent of energy needs. It is 
this arm of the gut-brain axis that many 
scientists feel contributes to obesity.

Neuroimaging work confirms that, much 
like sex, drugs, gambling and other vices, 
food can cause a surge of dopamine release PE
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in the brain’s reward circuitry. This neu-
rotransmitter’s activity serves as a power-
ful motivator, one that can reinforce dining 
for its own sake rather than subsistence. 
Researchers have found that for rats, sweet-
ness surpasses even cocaine in its desir-
ability. In humans, psychiatrist Nora Vol-
kow, director of the National Institute on 
Drug Abuse, has confirmed what chocolate 
lovers everywhere already know: food’s ef-
fects on the reward system can override 
fullness and motivate us to keep eating. 
Such findings hint at a neurobiological 
overlap between addiction and overeating, 
although whether eating can be an outright 
addiction remains a controversial question.

The Surgical Solution
Thanks to the flow of messenger hormones 
and neurotransmitters, our mind and stom-
ach are in constant communication. Disrupt-
ing this conversation, as bariatric procedures 
must do, will therefore have consequences.

Research has shown that in the days and 
weeks after bariatric surgery, sugary, fatty 
and salty foods become less palatable (as 
Teresa discovered). One study, published in 
2010 by Louisiana State University neuro-
biologist Hans-Rudolf Berthoud, found 

that rats lost their preference for a high-fat 
diet following gastric bypass surgery. In the 
1990s multiple research teams had report-
ed that after such surgery, patients often 
lose the desire to consume sweet and salty 
foods. More recently, a 2012 study by a team 
at Brown University found that adult pa-
tients had significantly reduced cravings 
for sweets and fast food following bariatric 
surgery. Similar findings in adolescent sur-
gery patients also appeared in a 2015 study.

The alteration in cravings and taste may 
be caused by changes in the release and re-
ception of neurotransmitters throughout 
the gut-brain system. In 2016 Berthoud and 
his colleagues found that in the short 
term—around 10 days postprocedure—bar-
iatric surgery in mice caused additional 
meal-induced neural activity in brain re-
gions known to communicate with the gut 
compared with brain activity before the 
surgery. Specifically, the boost in activity 
was seen in a connection leading from 
stomach-sensing neurons in the brain stem 
to the lateral parabrachial nucleus, part of 
the brain’s reward system, as well as the 
amygdala.

An expert in this area is biochemist 
Richard Palmiter of the University of Wash-

ington. In a 2013 study published in Na-
ture, Palmiter’s group used complex genet-
ic and cell-stimulation techniques—in-
cluding optogenetics, a means of controlling 
living tissue using light—to activate or si-
lence specific neurons in the brain stem 
parabrachial nucleus pathway in mice. He 
found that engaging this circuit strongly 
reduced food intake. But deactivating it left 
the brain insensitive to the cocktail of hor-
mones that typically signaled satiety—such 
that mice would keep eating.

Palmiter’s work suggests that engage-
ment of the brain stem parabrachial path-
way helps us curb our appetite. Because it 
is this same pathway that becomes unusu-
ally active postsurgery, it is probable that 
the hyperactivation Berthoud discovered is 
part of the gut-brain’s effort to assess sat-
isfaction postsurgery. As he puts it, “the 
brain must relearn how to be satisfied with 
smaller portions.”

In other words, bariatric surgery is cer-
tainly a mechanical change: with less space, 
the body needs to adjust. Still, there is 
clearly more to the story. After the proce-
dure, more undigested food may reach the 
intestine, and, Berthoud speculates, it 
would then trigger a hormonal response 
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that alerts the brain to reduce food intake. 
In the process, it would alter the brain’s ac-
tivity in response to eating. If he is correct, 
the surgery’s success—at least in the short 
term—may have as much to do with its ef-
fects on the gut-brain axis as it does on the 
size of a person’s stomach.

The Microbial Mind
There is another player in the complex com-
munications of mind and gut that might 
explain bariatric surgery’s effects. Experts 
have implicated the microbiota—the tril-
lions of single-celled organisms bustling 
about our digestive system—in countless 
disorders, including many that affect the 
brain. Our co-denizens and their genome, 
the “microbiome,” are thought to contrib-
ute to autism, multiple sclerosis, depres-
sion and schizophrenia by communicating 
with the brain either indirectly via hor-
mones and the immune system or directly 
through the vagus nerve.

Research by gastroenterologist Lee Ka-
plan, director of the Massachusetts Gener-
al Hospital Weight Center, suggests that 
the microbiota may play a role in obesity. 
In a study published in 2013 in Science 
Translational Medicine, Kaplan and his col-

leagues transferred the gut microbiota from 
mice that had undergone gastric bypass 
surgery to those that had not. Whereas the 
surgery group lost nearly 30 percent of their 
body weight, the transplanted mice lost a 
still significant 5 percent of their body 
weight. (Meanwhile a control group that 
did not have surgery experienced no signif-
icant weight change.) The fact that rodents 
could lose weight without surgery, simply 
by receiving microbes from their postoper-
ative fellows, suggests that these microbial 
populations may be at least partly respon-
sible for the effectiveness of bariatric pro-
cedures.

A similar study, published in 2015 by bi-
ologist Fredrik Bäckhed of the University of 
Gothenburg in Sweden, found that two 
types of bariatric surgery—the Roux-en-Y 
gastric bypass and vertical banded gastro-
plasty—resulted in enduring changes in the 
human gut microbiota. These changes could 
be explained by multiple factors, including 
altered dietary patterns after surgery; acid-
ity levels in the gastrointestinal tract; and 
the fact that the bypass procedure causes 
undigested food and bile (the swamp-green 
digestive fluid secreted by the liver) to enter 
the gut farther down the intestines.

As part of the same research, Bäckhed 
and his colleagues fed mice microbiota 
samples from obese human patients who 
either had or had not undergone surgery. 
All the rodents gained varying degrees of 
body fat, but mice colonized with postsur-
gical microbiota samples gained 43 per-
cent less.

How might changes in our gut’s flora al-
ter their interactions with the gut-brain 
axis and affect weight? Although the an-
swer is still unclear, there are a few promis-
ing leads.

Specific gut microbial populations can 
trigger hormonal and neuronal signaling 
to the brain such that they influence the 
development of neural circuits involved in 
motor control and anxiety. Bäckhed sus-
pects gut flora after bariatric surgery could 
have a comparable effect on brain regions 
associated with cravings and appetite.

The neurotransmitter serotonin could 
play a special role as well. About 90 percent 
of our body’s serotonin is produced in the 
gut, and in 2015 researchers at the California 
Institute of Technology reported that at least 
some of that production relies on microbes. 
Change the microbes; change the serotonin 
production. And that could make quite a dif-
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ference because, as numerous studies have 
confirmed, stimulating the brain’s serotonin 
receptors can significantly reduce weight 
gain in rodents and humans.

Treating the Gut-Brain Axis
It is a welcome turn of fate that bariatric 
surgery is illuminating new directions in 
treating obesity—which affects more than 
600 million people worldwide. Some of 
these avenues could render surgery obso-
lete or at least reserved for the most ex-
treme cases. Thus, at the forefront of bat-
tling excess weight may be hijacking the 
gut-brain axis.

In 2015, for example, the U.S. Food and 
Drug Administration approved a device that 
stimulates the vagus nerve to quell food 
cravings. A surgeon implants the device, 
made up of an electrical pulse generator and 
electrodes, in the abdomen so that it can de-
liver electric current to the vagus nerve. Al-
though precisely how it works is unknown, 
the study leading to its approval found that 
patients treated for one year with this tool 
lost 8.5 percent more of their excess weight 
than those without the device.

That approach offers some patients a 
less invasive alternative to bariatric sur-

gery, but for the moment, vagus nerve stim-
ulators are not as effective as many other 
obesity therapies. Meanwhile a number of 
intrepid neurosurgeons are investigating 
the use of a technique called deep-brain 
stimulation. Approved for use in Parkin-
son’s disease and obsessive-compulsive 
disorder, the procedure involves stimulat-
ing specific brain regions using implanted 
electrodes. Although this research is in its 
infancy, numerous brain regions involved 

in appetite control are being explored as 
possible targets.

The Mayo Clinic’s Acosta Cardenas be-
lieves that in the future the best approach 
to treating obesity will be highly personal-
ized. “Obesity is a disease of the gut-brain 
axis,” he says, “but I think we need to iden-
tify which part of the axis is abnormal in 
each patient to personalize treatment. I’m 
trying to identify which patients have a 
problem with the microbiome, or hor-

PU
RE

ST
OC

K G
ET

TY
 IM

AG
ES

33

http://www.gettyimages.com/license/57577614


mones, or emotional eating so we can max-
imize response to treatment.”

In 2015 Acosta Cardenas and his col-
leagues looked at numerous factors poten-
tially related to obesity in more than 500 
normal-weight, overweight and obese pa-
tients. Among the factors were how quickly 
the study subjects got full, how quickly 
their stomachs emptied, hormone levels in 
response to eating and psychological traits. 
Acosta Cardenas’s findings support the idea 
that there are clear subclasses of obesity 
and that the cause and ideal treatment of 
obesity is most likely unique to each pa-
tient. For example, 14 percent of the obese 
individuals in his study have a behavioral 
or emotional component that would steer 
his treatment recommendation away from 
surgery and medication and toward behav-
ioral therapy. He can also foresee a future 
in which he might prescribe a probiotic or 
antibiotic for obesity patients with an ab-
normal microbiota.

At the moment there is no telling with 
certainty which perturbations of the gut-
brain axis caused Teresa’s weight gain. But 
it is clear that she has benefited from sur-
gery, maintaining her desired weight of 160 
pounds for more than four years to date. 

Her feet do not hurt anymore. She has more 
energy. She can keep up with her son. And 
although she admits certain cravings have 
crept back during the years, they are not as 
intense as they once were and are far more 
manageable.

“Before my surgery I had no self-con-
trol. I couldn’t hold back,” Teresa recalls. 
“Now if french fries show up at the dinner 
table, I may have a few, but I don’t have to 
deprive myself. I just don’t have the drive 
to eat that way anymore. I will inevitably 
take half of my meal home.” � M
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By Sue Johnson

Attachment science is 
helping couples master 
communication and 
connection—and getting 
through conflict

Deciphering the Language of Love
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M uch of the anguish and 
the elation in our lives 
begins with a glance, a 
kiss and then—a life-
long struggle to make 

sense of the verb to love. Patients have faith 
that their doctor can set a broken bone or 
offer pills to adjust their blood pressure. 
But poets, philosophers and psychologists 
alike have long seen love as intangible and 
nebulous, beyond our abilities to define. As 
one young man with whom I worked said, 
“I don’t think anyone has ever had any real 
idea about this love thing, and you don’t ei-
ther.” Love is a many-splendored, mysteri-
ous thing. How, people wonder, can I or 
anyone else proffer advice on enigmatic 
matters of the heart?

In my experience as a researcher and 
couples therapist, I have encountered 
many, many people trying to tackle that 
puzzle. Countless times I have heard: “I 
don’t know what went wrong with my rela-

tionship … and I have no idea how to put it 
right.”

In fact, there are real, research-backed 
ways to help people understand and 
strengthen love. For several decades now 
the science of attachment has stirred a qui-
et revolution. We know, for instance, that 
patterns of behavior learned in childhood 
form a template for our adult relationships. 
At a deeper level we can see the evolution-
ary and biological richness of love and af-
fection; our connections have measurable 
effects on our body and health. Perhaps 
most excitingly, we have studied ways to 
guide couples toward healthier relation-
ships. In a sense, attachment science, 
which once focused on the bonds between 
mother and child, has “grown up” and illu-
minated myriad powerful predictors for 
happy couples.

There is a need for that knowledge. In a 
Pew Research Center survey published in 
2012, for example, 84 percent of people 
saw marriage as a very important life goal—
and a Pew survey released in 2010 revealed 
that most people see love as the basis of 
marriage. The bulk of people seem to agree 
with Harvard Medical School psychiatrist 
Robert Waldinger, who studies happiness, 

Love Conquers All
•   �People display characteristic patterns of attach-

ment, often based on relationships with caregiv-
ers in childhood, that can shape friendships and 
romance throughout their life span.

•   �When someone is “securely attached,” he or she 
feels confident that a loved one is reliable, sup-
portive and responsive. 

•   �Many couples struggle when partners distance 
themselves emotionally from each other. Emo-
tionally focused therapy helps people bridge 
these gaps and communicate their needs and 
feelings.

IN BRIEF

Sue Johnson is an author, clinical psychologist, researcher, public 
speaker and developer of emotionally focused therapy. She is also a 
professor emeritus at the University of Ottawa. In 2016 she received 
the Order of Canada, a civilian honor.
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that the single best recipe for a good life, 
health and joy is a loving relationship. As a 
corollary to these beliefs, today relation-
ship troubles are a top reason people seek 
help from mental health professionals like 
myself.

Over the years the science of attachment 
has advanced to the point where it gives us 
a concrete map to the practice of love, to 
optimizing adult relationships—even very 
challenging romantic ones. In my own 
work, I have developed and tested a thera-
peutic approach that can guide couples to-
ward stronger, more supportive relation-
ships. The latest research confirms and also 
challenges some of our cherished beliefs 
about the nature of love. Most important, it 
does indeed have much to tell us about how 
to actively shape our romantic relation-
ships for the better.

A Mother’s Love
Consider the bond between parent and 
child. For much of the 20th century we dis-
missed children’s need for safe connection 
such that parents routinely dropped their 
sick children off at the hospital to be cared 
for by strangers without considering wheth-
er this might be traumatizing. Mental 

health professionals espoused theories that 
saw unhappy families as victims of too much 
closeness and not enough separation. Sep-
arating parent and child was deemed nec-
essary to build strength. 

The flaws in this thinking began to ap-
pear half a century ago thanks to a series of 
experiments by psychologists John Bowlby 
and Mary Ainsworth. In an effort to crack 
the code of human bonding, they observed 
interactions between mothers and their in-

fants, then watched how behaviors changed 
when the two were separated in an unfa-
miliar environment.

These “strange situation” experiments 
revealed that some infant-mother exchang-
es predictably led to calm and positive be-
haviors in the child, whereas others did not. 
As revealed in Bowlby’s 1969 book Attach-
ment and Loss, such scenarios can illumi-
nate patterns in the way children behave 
that relate to their connection to their 
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mother. Ainsworth later identified three 
basic “styles” of attachment that could ex-
plain these patterns.

Separation, broadly, causes distress. But 
for some children, the nature of their bond 
with their mother is such that when they are 
left alone, they do not panic. Instead they 
are curious and can explore a new environ-
ment without fear. Parents in these rela-
tionships communicated their love and care 
clearly, and children were comforted by their 
mother’s attentions. Ainsworth called this 
form of attachment “secure.” Secure chil-
dren display emotional balance, confidence, 
and an ability to explore and learn. Their 
sense that their parents provided a safe ha-
ven, led to strong children who could con-
nect openly with others as they matured.

But other infants displayed a distinctly 
different set of behaviors. “Insecure, anx-
iously attached” children were over-
whelmed by the pain and uncertainty of 
separation. Their parents, when present in 
the experiments, tended to be less accessi-
ble, responsive and engaged. The chil-
dren’s emotional responses were intense. 
They flipped from anger to panic when 
calling out to their parent, and when com-
forted by a mother, they clung to her, as 

though unwilling to trust that everything 
was, in fact, okay.

Another group of insecurely attached 
children showed very little emotion when 
their mother left or returned. They focused 
instead on toys and objects. They did not 
ask for their parent nor did they respond to 
her comfort. They avoided closeness. Re-
search has since revealed that many of 
these “avoidant” children are just as upset 
as their anxious peers but are adept at shut-
ting down their responses, most probably 
as a consequence of unresponsive or even 
abusive parenting. They have no expecta-
tion of a safe connection.

By the 1980s researchers began to rec-
ognize that these patterns could inform 
adult relationships—including romantic 
ones. The responses associated with each 
attachment style become automatic as we 
grow up and can color the way we think and 
feel about ourselves in relation to others. 
For example, we may struggle to trust oth-
ers if we could not rely on our parents—and 
a lack of early attention may leave some 
people unsure whether they are even enti-
tled to another person’s care.

Like muscle memory, these patterns kick 
in when we are vulnerable in romantic re-

lationships. Secure partners tend to have 
better relationships and better mental 
health in general. They expect to be re-
sponded to and loved. Anxiously attached 
partners are vigilant for rejection and tend 
to pursue their partner with intense emo-
tional demands. Avoidant individuals turn 
away from their partners, especially when 
they or their lover becomes vulnerable; 
they dismiss their own and their lover’s at-
tachment needs.  

Indeed, a longitudinal study, published 
in 2007 by University of Minnesota psy-
chologists, confirmed the longevity of these 
patterns. The team worked with 78 young 
adults who had been studied from infancy. 
In the study, people who had exhibited se-
cure attachment as one-year-olds were 
more socially competent in elementary 
school than people who had lacked secure 
attachment. That competence in turn pre-
dicted better friendships as teenagers—and 
stronger social connections at age 16 linked 
to better romantic relationships when the 
participants were between 20 and 23 years 
old. Meanwhile other research has made it 
clear that people exposed to violence and 
other severe relationship dysfunction in 
early life not only may develop insecure at-
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tachment but are more vulnerable to men-
tal illness and becoming caught in repeat 
scenarios of abuse as adults.

Entrenched anxious and avoidant styles 
tend to seed disconnection and relation-
ship distress, which makes it harder for the 
other partner to stay attuned and respon-
sive. But there is hope. The latest wave of 

research, of which I have been a part, has 
investigated ways to modify these patterns 
and how doing so can truly change some-
one’s life.

Better Together
I began studying attachment science in the 
1980s. At that time, I was seeing couples in 

therapy, and as I became aware of their 
powerful fears, needs and dilemmas, I be-
gan urgently seeking for a way to under-
stand their struggles. Building on the 
emerging understanding of adult attach-
ment, my colleagues and I developed emo-
tionally focused therapy (EFT) as a short-
term therapy grounded in that science. 

To understand how EFT works, we first 
need to consider a central tenet of attach-
ment research. Namely, the love we feel 
from another person has an enormous ef-
fect on us, both physically and emotionally. 
Several studies have confirmed that con-
clusion in recent years.

One pivotal experiment, published in 
2006 by James A. Coan, a neuroscientist at 
the University of Virginia School of Medi-
cine, placed 16 married women in a mag-
netic resonance imaging machine and sub-
jected them to the threat of electric shock 
during three different situations: they held 
their husband’s hand, they held the hand 
of a male stranger or they lay alone in the 
machine. In each case, a large X appeared 
on a screen in front of the woman’s eyes to 
warn her that a shock might be coming. 
The shock was delivered only 20 percent of 
the time.TA
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Coan found that holding a mate’s hand 
significantly reduced the activation of neu-
ral systems in the brain associated with 
emotional and behavioral threat respons-
es—such as the right anterior insula, supe-
rior frontal gyrus and hypothalamus. This 
act also lessened the amount of pain re-
ported as a result of that shock. Being alone 
or holding a stranger’s hand, however, of-
fered no significant benefit. Furthermore, 
people who had more supportive marriag-
es, as measured with a questionnaire, 
seemed to experience the most relief.

Coan’s finding is one of various studies 
that have found that a loved one’s presence 
can modulate neurophysiological respons-
es, such as heart rate and the release of 
stress hormones. Intriguingly, a series of 
experiments, published in 2012, revealed 
that even just imagining an attachment fig-
ure can have profound effects. In this work, 
Emre Selçuk, a psychologist then at Cornell 
University, and his colleagues encouraged 
105 women to determine their attachment 
style using a questionnaire. These partici-
pants then wrote extensively about two 
vivid and upsetting personal memories. For 
each story, they created triggers of one to 
three words and practiced reliving the emo-

tions associated with those moments using 
just the trigger words. Selçuk next asked 
the women to trigger those memories while 
imagining that they were receiving comfort 
from either their mother or an acquain-
tance. Then the women rated their emo-
tional response in terms of how positively 
or how negatively they felt on a scale of 1 to 
7, where 1 was not at all, and 7 was extreme. 
Imagining one’s mother—but not an ac-
quaintance—helped people bounce back 
from the pain and sadness of their unhappy 
memory, provided they had secure attach-
ment styles. In a second version of this ex-
periment, Selçuk found this recovery also 
occurred when people looked at a photo-
graph of their mother as opposed to some-
one else’s mother. Both these studies make 
it clear that we can gain tremendous emo-
tional strength from simply thinking about 
our attachment figures.

In a third version of the study, Selçuk 
and his colleagues asked 30 couples to look 
at a picture of their romantic partner while 
recalling a difficult experience. As one 
might expect, securely attached individu-
als benefited more than others from this 
exercise. But in an interesting twist, the re-
searchers discovered that partners who re-

ported greater emotional recovery were 
also healthier, based on observations made 
one month later. For example, they had less 
pain and anxiety and were less likely to 
miss work for health reasons.

That finding was just a correlation, 
showing physical health and a strong rela-
tionship are connected—so it cannot prove 
that one factor caused the other. Neverthe-
less, the bulk of attachment research sug-
gests that healthy relationships support 
healthy lives. As Coan’s findings revealed, 
we feel more at ease in the presence of cer-
tain people. Therefore, cultivating those 
special relationships may help us weather 
life’s uncertainties, which would certainly 
make us healthier overall.

In that light, our relationships are part 
of our species’ survival code. Secure at-
tachment offers us a potent sense of safety 
and a way to maintain equilibrium in the 
presence of danger or threat. These bonds 
allow us to tolerate and cope with our hu-
man frailty. And when we view others as a 
trusted resource, this perspective funda-
mentally changes our perception of dan-
ger, disaster and pain. The old cliché about 
how love makes us stronger seems to be 
accurate.
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Helping Couples Connect
The most common problem that relation-
ships face is emotional disconnection. For 
example, conflict can cause one person to 
withdraw or stonewall the other. As a re-
sult, one partner creates emotional dis-
tance from the other. That disconnect trig-
gers the distress of separation—much like 
the strange situations—which, in turn, can 
cue a cascade of protest, clinging and pain 
in the person who feels abandoned. To 
make matters worse, these situations can 
be cyclical: emotional distance causes a 
partner to become enraged or desperate, 
driving the other farther away.

In the moment, these patterns can look 
like simple disagreements, often sparked 
by a perfectly banal problem. But attach-
ment theory suggests that these fights are 
also dilemmas of disconnection. The threat 
of emotional isolation can spark either re-
active anger (as when a partner declares, “I 
will make you respond to me”) or a numbed 
shutdown (as in, “I can never please, you so 
I will just zone out and block you”).

In my work, I have found that these melt-
downs are more about the pain of emotion-
al disconnection and misguided attempts 
to reconnect than the conflict per se or even 

differences in personality. This viewpoint 
challenges the notion that romantic love is 
something we simply fall into and out of. 
Instead attachment science suggests love 
is within our control—we just need to un-
derstand how attachment operates.

Thus, the first goal of EFT is to help part-
ners see how they are both caught in a re-
curring dance of emotional disconnection, 
triggering each other into aggressively de-
manding a response or freezing up and 
shutting down. As a result, they can begin 
to have a meta-perspective on love, to see 
how their vulnerabilities are wired into 
their brain as bonding mammals and to 
help each other out of these “demon dia-
logues” that leave them alone and helpless. 
The second goal is to help partners move, 
when needing contact or support, into pos-
itive experiences of secure connection. 
That is, we need to show them how to have 
bonding conversations, in which both part-
ners pinpoint and share specific attach-
ment fears and needs in ways that pull the 
other close. Partners in these potent bond-
ing conversations may openly share fears 
of rejection or loneliness and then ask for 
reassurance in a way that makes it easy for 
the other to respond. My colleagues and I 

have observed and then systematically cod-
ed these steps in conversation to rate the 
depth of emotional sharing and how part-
ners reach and respond to each other. Do-
ing so has allowed us to pinpoint trans-
forming moments where successful bond-
ing occurs as well as the moments where 
this process of attunement and responsive-
ness gets blocked.

As we noted in a 2013 review, our obser-
vations offer many hints as to when and how 
EFT helps couples to resolve their problems. 
Not everyone makes progress, but those peo-
ple who do share important commonalities. 
For example, we have found that EFT bene-
fits couples who take the time during thera-
py to delve into and explore their emotional 
experiences. They disclose more of their per-
spective. People who soften their tendency 
to lay blame also show improved relation-
ship satisfaction after therapy. The blend of 
intimacy, vulnerability and a more forgiving 
viewpoint seems to be a crucial mix.

This stage of the process also helps peo-
ple build up a trio of crucial relationship 
skills: accessibility, responsiveness and en-
gagement. Accessibility refers to our open-
ness and willingness to turn to and attend 
to one another. Responsiveness is the abil-
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ity to tune into and respond to a partner’s 
emotional signals. Engagement is the abil-
ity to stay close and attuned to another’s 
emotions and remain close. In clinical work, 
we see these qualities captured in the com-
mon question: “Are you there for me?” Fun-
damentally, when people know that the an-
swer to that query is a resounding yes, they 
are securely attached.

Breaking the Mold
EFT is now the gold standard in tested cou-
ple interventions. Though not the only ap-
proach for couples therapists, it is unique 
in its integration with attachment science. 
Some psychologists make use of behavioral 
techniques that aim to tackle symptoms of 
distress, such as mutual blaming, by teach-
ing skills such as active listening and ratio-
nal negotiation. But few approaches have 
as strong an evidence base as EFT. To date, 
researchers have validated it in numerous 
studies, with many different kinds of cou-
ples and relationship problems. Better still, 
the positive effects of this therapy appear 
to last across time.

In one of our most interesting findings 
yet, we discovered that EFT can measurably 
change someone’s attachment style. In LA
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2016 we published a study of 32 distressed 
couples who attended 20 sessions of EFT. 
At the start of this endeavor, all the partic-
ipants said that they were unhappy with 
their partner. Furthermore, they were 
chronically emotionally disconnected, 
meaning they could not safely confide or 
trust the other person to be there for them 
when needed. 

In addition to requesting the partici-
pants to rate themselves on questionnaires, 
we asked them to discuss a specific relation-
ship conflict at the beginning and end of 
therapy. Using that information, we deter-
mined their attachment style. Although they 
began with insecure attachment (either anx-
ious or avoidant), by the end of therapy part-
ners rated themselves and each other as se-
curely attached. They were emotionally ac-
cessible, responsive and engaged. They also 
felt that they could get their needs for con-
nection met from each other. A follow-up 
study, published in this year, found that two 
years later, these couples still saw their bond 
as secure and loving.

These studies reveal that the patterns of 
bonding we learn in early childhood are not 
immutable. We can change them for the 
better. Moreover, this process is clearly 

worthwhile. Our research also suggests that 
because EFT improves the quality of roman-
tic relationships, it can not only decrease 
distress caused by conflicts the couple has 
with each other, it also can build up each 
partner’s resilience to stress. For example, 
in a 2013 paper we asked 24 couples to par-
ticipate in brain imaging and made use of 
the same methods as Coan’s hand-holding 
experiment. We found that before therapy, 
holding a husband’s hand did not buffer 
women against the dread or pain of an elec-
tric shock—but after therapy, it did.

Other teams have confirmed that im-
provements EFT brings to relationship qual-
ity can bolster well-being more broadly. In a 
2017 pilot study conducted at the Baltimore 
VA Medical Center, researchers assigned 15 
couples, in which one partner was a military 
veteran who suffered from post-traumatic 
stress disorder, up to 36 weeks of EFT. They 
found that both partners showed better psy-
chological health after therapy and that vet-
erans reported significantly fewer symp-
toms of their disorder.

EFT gives people the skills to sculpt and 
keep love. It demonstrates how the new sci-
ence of attachment can serve as a guide to 
relationship repair and stability. Although 

love will always be magical, we can now de-
fine the outlines of this emotional bond 
and know it for what it is. That knowledge 
is remarkable in itself and part of the great 
mosaic of findings that science offers us to 
pursue not just longer but also healthier, 
happier and more fulfilling lives. Our best 
relationships, after all, buoy us up amid dif-
ficult times. As Mozart is said to have ob-
served, “Love guards the heart from the 
abyss.” That statement is more than just 
poetic. � M

MORE TO EXPLORE
Love Sense: The Revolutionary New Science of Romantic  
Relationships. Sue Johnson. Little, Brown, 2013.
Soothing the Threatened Brain: Leveraging Contact Comfort with 
Emotionally Focused Therapy. Susan M. Johnson et al. in PLOS ONE, 
Vol. 8, No. 11, Article No. e79314; November 20, 2013.
Two-Year Follow-up Outcomes in Emotionally Focused Couple 
Therapy: An Investigation of Relationship Satisfaction and  
Attachment Trajectories. Stephanie A. Wiebe et al. in Journal of  
Marital and Family Therapy, Vol. 43, No. 2, pages 227–244;  
April 2017.
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Get Attached. Amir Levine and Rachel S. F. Heller;  
January/February 2011.
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Listen 
between 
the Cries

by Janosch Deeg

Researchers try to 
decipher the hidden 
messages in babies' 
wailing
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Babies scream for attention—
and to get what they want. 
But, in some cases, their vo-
calizations may point to med-
ical problems.

Is your baby hungry, sleepy or in pain? A 
mobile phone app claims to know the an-
swer. The program can tell users why a child 
younger than six months is crying, accord-
ing to its developers from the Yun-Lin 
branch of the National Taiwan University 
Hospital. To do so, the “Baby Cries Transla-
tor” analyzes the frequencies of the baby’s 
wails, looking for small acoustic fluctua-
tions. It then compares the recorded pat-
tern with a database and determines the 
likely reason for the outburst. The program 
asks the parents for feedback. It thereby 
learns to better guess what the baby wants 
and gauges how well it is doing: the app 
claims to correctly pinpoint why a newborn 
cries 92 percent of the time—a high success 
rate that reportedly drops as the child grows 

older. A Spanish company offers a compa-
rable product: its “Cry Translator” runs on 
smartphones (there is also a baby monitor) 
and takes only a few seconds to suggest 
what might be bugging the kid. Simultane-
ously, it advises its users on how to soothe 
their little one.

Of course, no algorithm will be able to 
substitute for good parental instincts. But 
cry analysis could support the child’s care-
givers—or possibly their doctors: in past 
decades researchers have found that infant 
squeals contain a treasure trove of infor-
mation. Instead of focusing on the wants of 
the baby, as the app developers do, scien-
tists have been trying to tease out informa-
tion about potential health issues from 
baby cries. In infants’ vocalizations, they 
have searched for signs of neurological 
damage and genetic defects. This diagnos-
tic approach has an obvious advantage: the 
toddler might be spared more uncomfort-
able or even dangerous examinations.

French pediatrician Jérôme Lejeune pio-
neered this research in the 1960s. He dis-
covered that some babies’ high-pitched 
screams—almost catlike in sound—signal 
that these children are suffering from a ge-
netic defect similar to Down syndrome. Le-

Janosch Deeg is a physicist and science journalist based in Heidel-
berg. His physics background, particularly in frequency analysis, 
helped him understand the technical details of the cry analysis.

Baby Code
IN BRIEF

•   �Before they can speak, babies signal their 
wants and needs with cries.

•   �Several brain regions help coordinate the 
vocalizations by sending signals to the larynx, 
vocal cords and chest.

•   �Scientists have found clues to neurological 
disease in the frequency spectrum of infant 
screams.
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jeune aptly named the disease cri du chat, 
which translates as “cat cry.” The epony-
mous shrill squeals are caused by a malfor-
mation of the infant’s larynx. Affected chil-
dren show various other symptoms, includ-
ing growth defects, muscular dystrophy 
and a small, elongated head with a round 
face. To diagnose the disease, doctors al-
ways confirm their suspicions with a genet-
ic test. Still, the distinct cries are a first, 
clear indication of the condition.

The larynx has a central role in almost 
all human sound production. Part of the 
breathing apparatus, it separates the throat 
from the windpipe. Together with the so-
called vocal folds (also called vocal cords), 
it creates vocalization and speech. Any ut-
terance starts here, with a tightening of the 
muscles around the vocal cords. When air 
is expelled from the lungs, the taut vocal 
cords begin to vibrate, which lets off a 
sound. Depending on the tautness of the 
vocal cords, the pitch rises—a cry of a 
healthy newborn produces 250 to 450 os-
cillations a second.

A child’s scream is unique in many ways. 
Its basic pitch is determined by the interac-
tion of the vocal cords with the larynx. To-
gether they create a “dominant frequency,” 

which forms the base of an individual’s vo-
calizations. Yet a voice is not static—it can 
be modulated to some degree. Properties 
such as volume, rhythm and overlaid tones 
produce variation within the vocal spec-
trum. These features are created predomi-
nantly by areas below the larynx, including 
the diaphragm, lungs and chest. The upper 
vocal tract mostly takes on the fine-tuning: 
it amplifies some frequencies but leaves 
others unaltered or suppresses them. The 
complex interplay creates the entire spec-
trum of human vocalization.

The impulse to cry originates in the 
brain in the limbic system and hypothala-
mus. From here neuronal signals spread to 
other brain regions, such as the brain stem 
and the cerebellum, which coordinate the 
formation of sounds. Signals are then sent 
to the muscles of the vocal cord, larynx, 
chest and stomach via a highway of nerves 
that runs through the spinal cord. The dif-
ferent components work like an orchestra: 
all parts contribute to the final makeup of 
the vocalization. If one or several of the 
contributors botch their part, the tune is 
off. Certain kinds of brain damage interfere 
with this complex interplay, and in this 
way, they may alter a baby’s cry. 

Determining which parts are out of tune 
often needs more than an attentive listen-
er. Scientists use technical aids that break a 
sound into its components and pick up on 
even the smallest abnormalities (irregular-
ities). In 2013 doctors and engineers at 
Brown University announced they had de-
veloped a frequency analyzer that could 
screen an infant’s voice recordings for 80 
different acoustic properties. According to 
the researchers, each of them may hint at 
potential health problems.

Their analysis is a two-step process: Ini-
tially, the software cuts the recorded cry 
into 12.5-millisecond snippets and scans 
them for sound frequency, volume and 
voicing (indicating the degree of involve-
ment of the vocal cords). In the second step, 
the researchers use the gathered insights 
to categorize longer sections of the record-
ing into “continued vocalization,” “silence” 
and “single scream.” Finally, the software 
analyzes different characteristics such as 
pauses in-between the cries, average pitch 
and change in tonality over time. Stephen 
Sheinkopf, a pediatrician at the Women 
and Infants Hospital of Rhode Island and 
one of the scientists involved in the devel-
opment of the tool, envisions that this 
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analysis could help diagnose autism at an 
early age. “It has long been known that [au-
tistics] produce unusual sounds,” he ex-
plains. Moreover, the spectrum of disorders 
that could manifest in babies’ cries may be 
large. Trauma and brain damage, for exam-
ple, are rare birth complications that are 
tricky to diagnose. “Cry analysis may en-
able doctors to identify children suffering 
from these conditions earlier,” Sheinkopf 
believes. They could then monitor the in-
fant carefully and respond quickly should 
sudden problems arise.

Infants’ cries are like “a window to their 
brain,” says Barry Lester, a psychiatrist at 
Brown and primary investigator of the 
acoustic analyzer study. He had started to 
investigate the hidden messages in babies’ 

TELLING PATTERNS
Spectrograms (visual representations of frequency 
spectrums) sometimes reveal health problems 
in an infant at first sight. The top pattern was  
recorded from a healthy newborn; the middle  
and the lower spectrograms were from a baby 
with microcephaly and one with oxygen 
deprivation, respectively.

FROM "ACOUSTIC MEASURES OF THE CRY CHARACTERISTICS OF HEALTHY NEWBORNS AND NEWBORNS WITH PATHOLOGIES," BY YASMINA KHEDDACHE AND CHAKIB TADJ, 
IN JOURNAL OF BIOMEDICAL SCIENCE AND ENGINEERING, VOL. 6; AUGUST 2013
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squeals in the 1970s. At that time instru-
ments were much less sophisticated than 
the tool he helped to develop in 2013, Les-
ter asserts. Researchers still had to work 
with simple spectrograms—graphic repre-
sentations of the spectrum of frequencies 
of the sounds. Technicians analyzed the 
graphs, a task that was mostly done by 
hand. Yet even with these limited means, 
several important discoveries were made: 
in the 1960s Vincent R. Fisichelli and Sam-
uel Karelitz of the Long Island Jewish Med-
ical Center deduced that specific irregular-
ities in the frequency analysis hinted at 
brain damage in newborns. The cries of 
these infants were too high-pitched, too 
short and featured double tones. Moreover, 
the babies showed a delayed response after 
being exposed to pain triggers.

Years later a team led by child care ex-
pert Katarina Michelsson of the University 
of Helsinki found another such link in in-
fants: unusually shrill sounds coupled with 
an irregular basal frequency point toward a 
higher risk of death by suffocation. She 
went on to uncover several other syndromes 
tied to changes in the screams. Among 
them were encephalitis, hydrocephalus and 
Krabbe’s disease—a genetic defect that 

leads to progressive nerve damage and 
sometimes triggers bouts of screaming in 
affected children. 

Sudden infant death syndrome (SIDS) 
has no known cause and displays no early 
symptoms. A group of researchers led by 
Lester and Michael J. Corwin of Boston Uni-
versity decided to screen babies’ cries for 
warning signs. In a large study in 1995, the 
team recorded cries of 20,000 healthy new-
borns and analyzed them for abnormalities 
using a computer-based method. In the 
course of the investigation, 12 infants died 
from SIDS. In their cries the researchers 
discovered certain traits that point toward 

a constriction of the upper vocal tract and a 
perturbation of the neuronal control of this 
area. Many children who did not die from 
SIDS, however, showed the same character-
istic pattern. Thus, although the method 
identified a risk group, it was not suitable 
for routine medical screening, because 
there were too many false positives.

In the 1970s researchers became inter-
ested in whether drug consumption during 
pregnancy could affect the offspring’s 
screams. A team led by George Blinick, at 
the time at the Mount Sinai School of Med-
icine, had discovered that children from 
opioid-addicted mothers wailed at higher 

Mother Tongue Affects the Sound of Cries
Babies do not only cry for attention—the wails also help them to learn how to talk. While they are screaming, 
they practice melodies that will later help them speak. A team led by biologist Kathleen Wermke of the Uni-
versity of Würzburg discovered that French newborns wailed differently than their German counterparts. 
While the French babies often produced ascending sound sequences, the Germans did the opposite. 

The scientists believe this is because of the differing patterns of emphasis in the two languages. The fetus 
already notices the speech melody in the womb and practices to reproduce it once born. The older the babies, 
the more they learn to vary and combine the building blocks that make up the language. At some point, this 
allows them to speak their first word and then sentence—and ultimately to become fluent in the language.
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pitches. Lester became interested in that 
observation two decades later and set out to 
investigate this relation in greater detail. 
The babies he and his team studied in the 
following years had been exposed to drugs 
such as marijuana, alcohol, opiates and co-
caine in their mother’s womb. The scientists 
observed various unnatural scream pat-
terns, such as extremely high-pitched cries 
and an excessive amount of short interrup-
tions. That, in combination with other ir-
regularities, clearly points to problems in 
the control of breathing and the vocal tract 
in these infants—changes that are probably 
caused by neuronal damage and develop-
mental defects of their nervous system.

Teasing out auditory effects of maternal 
drug consumption during pregnancy is still 
a hot topic in the cry analysis field. The 
technical means to study these phenome-
na have improved greatly since the 1970s. 
In 2014, using modern voice recording and 
analyzing equipment, a team led by Philip 
S. Zeskind of the University of South Caro-
lina found evidence for differential effects 
in infants whose mothers had consumed 
cocaine while pregnant. The main deter-
mining factor was gender: affected boys 
screamed at a higher pitch and their vocal-

izations sounded unnaturally coarse. Girls, 
on the other hand, cried at a lower volume 
with fewer repeats and longer pauses.

Stressful stimuli do not affect males 
and females in the same way—that much 
was known previously. Scientists had also 
already suspected that contact with co-
caine in the womb could have sex-specific 
effects on infants. They had found that 
girls displayed reduced responsiveness to 
their environment, whereas boys appeared 
chronically overstimulated. Only recently 
have Sheinkopf and Lester uncovered a 
factor that may help explain a differential 
response: in an article in June 2016 the re-
searchers reported that the screaming 
tone depends on the expression of a gene 
that contributes to shaping the body’s 
stress response. They thereby observed a 
link between the sound of the wails and 
the effects of the drug withdrawal on the 
unborn child.

Over the years a long list of scream traits 
has been analyzed. Aside from obvious 
characteristics such as duration, volume 
and interruptions, scientists have looked at 
tonic keynote, superimposed tones, vari-
ability and dysphonia (which includes 
hoarseness and roughness of the voice, for 

example). For every feature, they investi-
gated how it can deviate from the norm. A 
single disruption—for example, a fault in 
the regulation of the breathing apparatus 
or of the vocal cords—often causes an un-
usual pattern to emerge. These observa-
tions do not yet suffice to diagnose disease 
reliably enough. In many cases, a variety of 
health problems can affect the screams in a 
similar way. Conversely, different irregu-
larities in the cries are sometimes caused 
by the same dysfunction. Doctors can de-
tect traits that are out of the norm, but fur-
ther examinations are necessary to make 
conclusive diagnoses.

Clinics are currently not using the meth-
od because of these limitations. Sheinkopf 
believes that more validation studies could 
persuade them to embrace the technique. 
“Cry analysis might become an indepen-
dent diagnostic tool or part of a package 
that aims to estimate risk for diseases such 
as autism,” he hopes. Until then, it may be 
best to trust in parental instincts and listen 
for hidden messages in your infant’s cries. 
If your inherent translator fails, there is al-
ways trial and error: feed, cuddle, sing. An 
app would not recommend anything more 
sophisticated either.� M

 49



By Michael Balter

Schizophrenia's 
Unyielding Mysteries

Gene studies were supposed to reveal the 
disorder's roots. That didn't happen. Now 
scientists are broadening the search
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L ast year, when researchers in 
Cambridge, Mass., announced 
that they had found a gene 
strongly linked to a higher risk 
of schizophrenia, the news 

media reacted with over-zealous enthusi-
asm. A “landmark study,” declared both the 
New York Times and the Washington Post. 
“Ground-breaking,” trumpeted CNN. Even 
the Economist dropped its normal reserve: 
“Genetics throws open a window on a per-
plexing disorder.”

The hype was somewhat understand-
able. Historically, schizophrenia research 
has left a trail of disappointment. The bio-
logical basis of the illness, one of the most 
puzzling and complex mental disorders, 
has long been an enigma. The toll, howev-
er, has always been clear. In the U.S. alone, 
estimates place the total cost of caring for 
patients at more than $60 billion a year, a 
figure that includes both direct health care 
costs and indirect economic losses from 
unemployment and early death. Any break-

through in understanding the causes of the 
illness would be a major medical advance.

Since the advent of large-scale genetic 
studies just more than a decade ago, hopes 
have risen that new insights and therapies 
were on the way. They are much needed. 
Existing antipsychotic drugs dampen only 
the most overt symptoms, such as delu-
sions and hallucinations. They often cause 
serious side effects and do little or nothing 
for chronic symptoms such as social with-
drawal and cognitive deficits.

But genetic studies have yet to deliver on 
this promise. Gargantuan gene studies for 
schizophrenia, as well as depression and ob-
sessive-compulsive and bipolar disorders, 
have driven home the message that most 
likely no single gene will lead to new treat-
ments. The study behind last year's exuber-
ant headlines was no exception. If nothing 
else, though, that research provides an in-
side look at the immense difficulties in un-
derstanding the mental processes that veer 
off course in schizophrenia.

The 1 Percent
Scientists who study psychiatric disorders 
had solid reasons to think that genetic clues 
might help overcome the field's stagnation. 

Gene Hunt
•   �Massive genetic studies, it was hoped, would 

help discover the underlying causes of schizo-
phrenia, a pyschiatric disorder that produces a 
toll in the U.S. of $60 billion annually for patient 
care. Research toward achieving this goal began 
about 10 years ago.

•   �The findings have not lived up to their original 
expectations. Studies have made clear that no 
single gene will lead to new treatments and that 
the tangled genetic landscape of schizophrenia 
is at best a series of faint hints of what causes 
the illness.  

•   �The way forward will require that the field act on 
a mix of clues that suggest that early-life influ-
ences—such as childhood trauma and prenatal 
factors—exacerbate the impact of genes in 
elevating the risk of a diagnosis.

IN BRIEF

Michael Balter is a freelance journalist, whose articles have  
appeared in Audubon, National Geographic and Science, among 
other publications.
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Decades of family and twin research sug-
gest a strong genetic component to schizo-
phrenia risk—one underlined by the steady 
rate at which the disorder occurs. Its prev-
alence is estimated to be about 1 percent 
throughout the world, notwithstanding 
vast environmental and socioeconomic 
differences across societies. Geneticists 
also knew that the hunt would not be 
straightforward. Individual genes power-
ful enough to generate a high risk of 
schizophrenia were likely to be very rare 
in the overall population and thus relevant 
to only a small percentage of schizophre-
nia cases. More common genes, on the 
other hand, would have much smaller ef-
fects in triggering schizophrenia and thus 
be much harder to detect. To find them 
would require greater statistical power, 
which would mean working with big sam-
ple sizes—tens of thousands of cases and 
control subjects. Acknowledging the chal-
lenges at hand, scientists in 2007 launched 
the Psychiatric Genomics Consortium 
(PGC) to study schizophrenia and other 
mental disorders. At present, the PGC has 
more than 800 collaborators from 38 coun-
tries and samples from more than 900,000 
subjects. 

Michael O'Donovan, a psychiatric ge-
neticist at Cardiff University in Wales and 
chair of the PGC's schizophrenia working 
group, says a global approach was essential 
to assembling the “truly enormous sample 
sizes” needed to do the job in what is known 
as a genome-wide association study 
(GWAS). A big splash came in July 2014, 
when the group reported a GWAS involving 
about 37,000 schizophrenia cases and 
113,000 control subjects. The study identi-
fied 108 genes (genetic regions) linked to 
schizophrenia, including a number that 
code for brain-signaling systems, the main 
targets for current antipsychotic drugs. 
These correlations were a sign that re-
searchers might be on the right track.

The genetic region that showed the stron-
gest link to schizophrenia codes for proteins 
of the major histocompatibility complex 
(MHC), which is intimately involved in rec-
ognizing molecules alien to the body and 
alerting the immune system. That discovery 
led Steven McCarroll, a geneticist at the 
Broad Institute of Harvard University and 
the Massachusetts Institute of Technology, 
to think that the MHC region might be a 
good target for additional study. When Mc-
Carroll's team probed further, it turned up a 

variant of C4, an MHC gene, that elevated 
schizophrenia risk from about 1 to 1.27 per-
cent in the populations studied.

Although that is a relatively small in-
crease, the researchers suggested in their 
report in Nature that it could hint at how 
some cases of schizophrenia arise. The C4 
results were important for other reasons as 
well. Variations in human C4 consist not 
only of differences in the gene's DNA se-
quence but also of disparities in its length 
and how many copies of that gene an indi-
vidual has.

From previous studies, scientists sus-
pected that relatively rare copy number vari-
ations (CNVs) played important roles in 
schizophrenia—and they continue to debate 
whether key schizophrenia genes are likely 
to be uncommon variants that raise risk dra-
matically or common versions that increase 
risk only slightly. The new study provided 
strong confirmation of CNVs' tie to schizo-
phrenia. And when the team compared the 
brains of both living and deceased schizo-
phrenia patients with those of control sub-
jects, it found that markedly more of the C4 
protein was produced in the patients' brains, 
which was associated with the presence of 
additional copies of the gene.
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CREDIT: EMILY COOPER; SOURCE: “BIOLOGICAL INSIGHTS FROM 108 SCHIZOPHRENIA-ASSOCIATED GENETIC LOCI,” BY SCHIZOPHRENIA 
WORKING GROUP OF THE PSYCHIATRIC GENOMICS CONSORTIUM, IN NATURE, VOL. 511; JULY 24, 2014 (108 SNP DETAILS)

Research Dragnet Falls Short
When the first rough draft �of the Human Genome Project appeared in 2000, the research community thought it might herald 
an era of personalized medicine that would bring new therapies for a range of diseases, including psychiatric illnesses, such as 
schizophrenia. Large-scale studies that have identified variations in the makeup of genes that elevate the risk of schizophrenia 
have not yet provided solid leads for new treatments. 

BASICS 
The nucleus—the cell’s command center—houses 23 pairs of chromosomes, 
which consist of long, threadlike stretches of DNA. Building blocks of DNA, 
known as nucleotides, carry varying  genetic code “letters” that pair up with one 
another. A sequence of nucleotides that provides the instructions for the making  
of a protein is called a gene, variants of which are called alleles. 

SNPs: Certain variants (�pink�) in a  
sequence of DNA—single-nucleotide 
polymorphisms, or SNPs—contribute  
to disease risk or serve as signposts  
that indicate the presence of nearby 
alleles associated with an illness. 

Nucleotide

Nucleotide pair

Cell

Chromosome

Nucleus
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Gene
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Nearby gene variants 
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GWAS scans the entire genome for differences between the  
disease and control groups. It employs sophisticated statistical  
analyses to pick up even small increases in the number of  
specific genetic variants that might contribute to disease risk. 

SNPs more common in the disease group

SCHIZOPHRENIA GWAS  
A massive GWAS analysis published 
in 2014 identified 108 SNPs and 
other variants weakly correlated  
with schizophrenia from a study 
population of 37,000 schizophrenia 
cases and 113,000 controls. No 
single culprit emerged. But some of 
the variants helped to code proteins 
related to brain-signaling neuro
transmitters; others were involved 
with the immune system. Here are 
three genes that stood out in this 
study and one in 2016. 

C4: Helps with pruning synapses that 
are no longer needed. If this process 
is overactive, the immune-related 
protein may trim too many of these 
neural junctions, perhaps contributing 
to the dysfunction of schizophrenia. 

GRM3: Involved with neural signaling  
by the neurotransmitter glutamate, 
the gene has several SNPs associated 
with schizophrenia. It has also been 
tied to other psychiatric disorders.  

Control group  
(without disease  
of interest)

Case group  
(with disease  
of interest)

Each row shown here 
represents part of an 
individual’s genome

DRD2: Interacts with dopamine, 
a neurotransmitter implicated in 
schizophrenia. As a dopamine 
receptor, DRD2 is the primary  
target of antipsychotic drugs.  

CREDIT: EMILY COOPER; SOURCE: “BIOLOGICAL INSIGHTS FROM 108 SCHIZOPHRENIA-ASSOCIATED GENETIC LOCI,” BY SCHIZOPHRENIA 
WORKING GROUP OF THE PSYCHIATRIC GENOMICS CONSORTIUM, IN NATURE, VOL. 511; JULY 24, 2014 (108 SNP DETAILS)

HOW GENOME-WIDE ASSOCIATION STUDIES WORK 
Researchers mill through hundreds or thousands of SNPS or other genetic variants in the  
DNA of thousands of individuals to look for genetic variants that turn up more frequently in  
people with a certain illness. Such a genome-wide association study (GWAS) investigates  
complex diseases in which many genetic variants may contribute to a person’s risk.  
(Other genetic conditions may be caused by a mutation in a single gene.) 
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To look more closely at what C4 does at 
the molecular level, the researchers turned 
to mouse brains. Beth Stevens of the Broad 
Institute, who spearheaded this part of the 
study, found that the protein assisted in 
brain development by “pruning” neural 
connections, called synapses, when they 
are no longer needed. Synaptic pruning is a 
normal part of brain maturation. But if this 
process is overactive and pares back too 
many synapses, it could perhaps elucidate 
some of the features of schizophrenia. It 
might explain why affected patients tend 
to have thinner cerebral cortexes and fewer 
synapses. And schizophrenia, along with 
other forms of psychosis, is usually first di-
agnosed in people in their late teens or ear-
ly adulthood, when brain maturation reach-
es its final stages.

For some scientists, the finding was a 
vindication for GWAS as a relatively new 
way to hunt down disease-associated genes. 
GWAS has triggered an “amazingly positive 
and unprecedented explosion of new 
knowledge” about mental disorders, says 
Patrick Sullivan, a psychiatric geneticist at 
the University of North Carolina at Chapel 
Hill School of Medicine. As for the C4 study, 
David Goldstein, director of Columbia Uni-

versity's Institute for Genomic Medicine—
who has long been a skeptic of GWAS's po-
tential—says that by pointing the way to a 
possible biological pathway for schizophre-
nia, the new finding represents “the first 
time we have gotten what we wanted out of 
a GWAS.” Others, including some leading 
geneticists, are less certain, however. 
“GWAS will have no impact on resolving 
the biology of schizophrenia,” says Mary-
Claire King of the University of Washing-
ton, who in 1990 identified BRCA1 as a ma-
jor risk gene for breast cancer.

In scientific parlance, most cases of 
schizophrenia appear to be highly “poly-
genic”—hundreds or perhaps thousands of 
genes are involved. “GWAS shows that 
schizophrenia is so highly, radically poly-
genic that there may well be nothing to 
find, just a general unspecifiable genetic 
background,” says Eric Turkheimer, a be-
havioral geneticist at the University of Vir-
ginia.

Indeed, it might be argued that one of 
GWAS's most important contributions—
and the C4 study was no exception—has 
been to disabuse researchers of simplistic 
notions about psychiatric genetics. The 
new findings so far have dashed hopes that 

schizophrenia can be pinned on just one or 
even a few genetic mutations. The skepti-
cism stems from the realization that each 
of the 108 genetic locations linked to 
schizophrenia so far confers only a tiny risk 
for the disorder. And the few genes that 
confer a high risk—in the case of copy num-
ber variants and other rare mutations—ac-
count for only a small percentage of schizo-
phrenia cases. That makes it less likely that 
the new findings will lead to therapies any-
time soon. It also poses obstacles for neu-
roscientists and psychiatrists who hoped to 
find genetic clues for the underlying roots 
of the disorder. “It would have been way 
better if there were one single gene,” says 
Kenneth Kendler, a psychiatric researcher 
at the Virginia Commonwealth University's 
School of Medicine. “Then all of our re-
search could have gone into that area.”

In the case of C4, a recognition of these 
limitations has led to questions about just 
how relevant the gene will be to under-
standing schizophrenia or developing new 
therapies. Whereas about 27 percent of the 
nearly 29,000 schizophrenia patients in the 
study had the highest-risk C4 variant, 
roughly 22 percent of the 36,000 healthy 
control subjects also carry it, according to 
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McCarroll. “Even if the C4 story is right, it 
accounts for only a trivial amount of schizo-
phrenia,” says Kenneth Weiss, an evolu-
tionary geneticist at Pennsylvania State 
University. “How useful that will be is de-
batable.” And the study does not prove a 
direct relation between synaptic pruning 
and schizophrenia, McCarroll and others 
concede. Its importance seems to lie more 
in its potential to help pinpoint what kinds 
of biological pathways might be involved.

Still other problems beset GWAS. To 
procure huge samples, geneticists usually 
distinguish between cases and controls de-
pending on whether a person has received 
a formal schizophrenia diagnosis or not. 
But the criteria are very broad. In the U.S., 
the diagnostic rules are dictated by the 
American Psychiatric Association's Diag-
nostic and Statistical Manual of Mental Dis-
orders, whereas many psychiatrists in oth-
er countries rely on the World Health Or-
ganization's International Classification of 
Diseases. In the criteria set out in both vol-
umes, patients can have markedly differ-
ent symptoms, ranging from delusions to 
hallucinations to cognitive defects, and 
still be diagnosed with a case of schizo-
phrenia.

Hannelore Ehrenreich, a neuroscientist 
at the Max Planck Institute of Experimen-
tal Medicine in Göttingen, Germany, de-
scribes schizophrenia as “an umbrella di-
agnosis” rather than a distinct disease: 
“We are focusing on people who are on the 
extreme end of human experience, who are 
part of a continuum and not a separate cat-
egory.” William Carpenter, a psychiatrist 
at the University of Maryland School of 
Medicine and editor in chief of the flagship 
journal Schizophrenia Bulletin, does not go 
that far, but he acknowledges that schizo-
phrenia is a group of disorders or symp-
toms and not a distinct disease. “That 
makes it a weak target for gene discovery,” 
he says.

Goldstein, who thinks the C4 findings 
“are the best case we've got” for under-
standing how a schizophrenia risk gene 
might exert its effects, still calls for re-
searchers to express “a whole lot more hu-
mility” about GWAS results. “People work-
ing in the schizophrenia genetics field have 
greatly overinterpreted their results.”

Some of the strongest skepticism about 
the search for schizophrenia genes comes 
from psychiatrists, patient advocates and 
former patients themselves. The GWAS ap-

proach focuses on finding new drugs to 
lessen symptoms of the disorder. But pa-
tients often look askance at this goal. “This 
obsession with symptom reduction does 
not entirely correspond with the viewpoint 
of the patients,” says Jim van Os, a psychi-
atrist at the Maastricht University Medical 
Center in the Netherlands. Rather, van Os 
says, patients want to be able to live pro-
ductive lives and function in society—and 
doing so does not necessarily correspond 
with being more medicated.

Van Os and a growing number of patient 
advocates argue that the term “schizophre-
nia” itself is part of the problem because it 
stigmatizes and dehumanizes patients 
without adequately describing what is 
wrong with them. Jim Geekie, a clinical psy-
chologist who works at a National Health 
Service inpatient unit just outside London, 
says that “knowing somebody's diagnosis 
tells me next to nothing about them.”

Indeed, a number of countries and re-
gions in Asia, including Japan, South Korea, 
Hong Kong and Singapore, have eliminated 
the classification altogether. The Japanese 
term “mind-split disease,” used to describe 
a person with schizophrenia, has been 
changed to “integration disorder,” and a 
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similar term in Korean has been changed to 
“attunement disorder.”

For many researchers and advocates, the 
main problem with the nomenclature—and 
with the gene search itself—is the lingering 
implication that patients are suffering from 
a form of brain disease. “If there are genetic 
variations that mean some people are prone 
to having these experiences, then we need 
to make sure people's environments don't 
switch these things on,” says Jacqui Dillon, 
chair of the U.K.'s Hearing Voices Network. 
Dillon, who was told as a young woman that 
she had schizophrenia and still hears voices 
today, adds that understanding schizophre-
nia genetics “doesn't change what we need 
to do to keep people from going mad.”

A Deep Flaw
Some researchers insist that the search for 
genes is misguided because it largely ig-
nores the environmental context, as well as 
the personal and family circumstances, 
that contributes to schizophrenia risk. “The 
whole enterprise is deeply flawed,” says 
University of Liverpool psychologist Rich-
ard Bentall. This view is especially strong 
among clinicians, such as Bentall, who di-
rectly treat schizophrenia patients. They 

argue for increased funding for pragmatic, 
nonbiological approaches, ranging from 
family therapy to cognitive-behavioral 
therapy (CBT).

At times, questions also arise about the 
fundamental idea, derived largely from 
family and twin studies, that schizophrenia 
has a high “heritability.” This term is often 
assumed, even by many scientists, to mean 
that genetic factors play a major role. Yet 
the concept of heritability is complex and 
not a direct measure of how “genetic” a par-
ticular trait—such as a formal schizophre-
nia diagnosis—actually is [see "Heritability: 
Missing or Just Hiding?"].

In fact, environmental and social fac-
tors, some researchers insist, confer a great-
er schizophrenia risk than most genes iden-
tified so far. Epidemiological studies have 
shown that risk factors range from living in 
an urban environment or being an immi-
grant to experiencing poverty and emo-
tional and sexual abuse.

Just how such factors contribute to 
schizophrenia risk is not well understood, 
aside from speculations that they are sourc-
es of emotional stress. Recently, for exam-
ple, an Israeli team found that Holocaust 
survivors suffered higher rates of schizo-
phrenia. Another group found increased 
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risk among people who had lived through 
the violent “Troubles” in Northern Ireland.

There is growing evidence that progress 
can be made only if researchers consider a 
spectrum of risk factors. Whereas genetics 
may make some people more vulnerable to 
mental disorders, influences from family or 
a social circle may push a susceptible indi-
vidual across a threshold that results in a 
first psychotic episode. The key task is to 
figure out how genetic and environmental 
factors interact to produce schizophrenia.

Even diehard gene jockeys admit that 
environmental influences must be playing 
some kind of role. “Genes are not destiny,” 
McCarroll agrees. He points out that when 
one member of a pair of identical twins is 
diagnosed with schizophrenia, the other 
twin is affected by the disorder only about 
half of the time—a clear indication that 
nongenetic factors must be important.

Environmental Roots
Frustrations in the hunt for schizophrenia 
genes have forced the field to reassess how 
to move forward. Genetics is still consid-
ered important to understanding the bio-
logical underpinnings of the disorder and 
coming up with new drugs. But most re-

searchers and clinicians now agree that a 
broader strategy that supplements genom-
ic approaches is needed, one that builds on 
expertise gained from experts in sociology, 
psychotherapy and even prenatal health.

Over the past several years psycholo-
gists, psychiatrists, epidemiologists and 
social workers have accumulated a deeper 
understanding of the environmental and 
social factors underlying the disorder. Many 
new studies are now focusing on “child-
hood adversity,” an umbrella term that in-
cludes sexual, physical and emotional 
abuse, neglect, bullying, and the loss of one 
or more parents.

One of the most widely cited of these 
studies, a meta-analysis by van Os and his 
colleagues, published in 2012 in Schizo-
phrenia Bulletin, combined results from 
several studies to increase statistical power 
and found that patients suffering psychotic 
symptoms were nearly three times as likely 
to have been the victims of adversity, far 
greater than the risk of any gene identified 
so far in a GWAS. “We need a stronger focus 
on changing the environment so we can 
prevent schizophrenia,” says Roar Fosse, a 
neuroscientist at the Vestre Viken Hospital 
Trust in Norway. “We need to give children 

better childhoods and better chances to 
avoid extreme stress.”

And in a 2014 paper in the Lancet, Eh-
renreich and her colleagues demonstrated 
how studies that combine genetic and en-
vironmental data can provide new insights. 
The team reported on 750 male schizo-
phrenia patients in Germany for whom—
unusually—both GWAS and detailed envi-
ronmental and social risk data were avail-
able. The team looked at the age of 
schizophrenia onset in these patients, a key 
indicator of how well they are likely to do 
over the long run: the earlier the age of on-
set, the worse the eventual outcome. It 
found that environmental factors, includ-
ing early brain damage, childhood trauma, 
living in an urban environment, coming 
from an immigrant family, and especially 
cannabis use, were significantly associated 
with earlier onset. The average age of onset 
was nearly 10 years earlier for patients who 
had four or more environmental risk fac-
tors than for those who had none. On the 
other hand, so-called polygenic risk scores 
calculated from the GWAS data had no de-
tectable effect on age of onset.

Ehrenreich does not interpret these re-
sults to mean that genes are irrelevant. It is 
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more likely, she says, that “the genetic fac-
tors are so different from one individual to 
the next that each person has a different 
reason for having the disorder.” Other re-
searchers, meanwhile, are looking at how 
environmental stresses, at home or school 
or through exposure to certain chemicals, 
might turn genes off and on—a pursuit 
known as epigenetics.

Ehrenreich and others urge GWAS re-
searchers to begin incorporating environ-
mental data into their studies whenever 
possible so they can derive a statistical 
model of how genes and environment in-
teract to make people sick. “It is a shame 
that researchers neglect assessing environ-
mental information in some of the most 
expensive and technologically advanced 
genetic studies,” says Rudolf Uher, a psy-
chiatric researcher at Dalhousie University 
in Nova Scotia.

Unfortunately, combining epidemiology 
with genetics may be a tall order. “The cost 
of gathering environmental data is enor-
mous, and there is considerable disagree-
ment about how to define these environ-
mental variables,” Cardiff's O'Donovan 
comments. Even so, in 2010 the European 
Union funded a five-year pilot program to 

do just that, led by O'Donovan, van Os and 
others—and researchers have now begun 
analyzing the data generated.

The big question, of course, is whether 
the search for genes, even in the context of 
environmental influences, will eventually 
lead to new therapies. Most scientists agree 
that it will take many more years for this 
research to pay off in new drugs or other 
interventions. Genetics “has provided the 
first hard biological leads in understanding 
schizophrenia,” says Peter Visscher, a ge-
neticist at the University of Queensland in 
Brisbane, Australia. “It is too early to say 
whether these discoveries will lead to new 
therapies, but there is no reason why they 
could not.” Psychiatric researcher John Mc-
Grath, also at Queensland, agrees: “The 
science is hard, and the brain is hard to un-
derstand. But there is no need to throw our 
hands up in despair.”

Meanwhile, in parallel with the genetic 
studies, schizophrenia researchers are pur-
suing numerous other lines of inquiry. They 
have begun looking for biomarkers—tell-
tale molecules in blood or brain anomalies 
from neuroimaging that might help them 
identify people at high risk for the disorder. 
This could lead to earlier treatment, which 

numerous studies demonstrate can lead to 
a better long-term prognosis. Prompted by 
studies suggesting that the children of 
women who come down with infectious 
diseases during pregnancy might be at 
higher risk for schizophrenia—possibly be-
cause of immune responses harmful to the 
brain of the fetus—other teams are testing 
anti-inflammatory compounds to see if 
they might reduce symptoms.

A number of recent clinical trials, mean-
while, suggest that psychosocial therapies, 
especially CBT, can help lessen both symp-
toms and suffering in schizophrenia pa-
tients. While this research is controversial 
and the effects are only modest so far, ad-
vocates of such approaches are gaining 
traction in both Europe and the U.S. In the 
U.K., for example, CBT is now recommend-
ed by government health authorities for all 
first-episode cases of psychosis. “The im-
balance in funding between genetic and 
pharmacological research and psychoso-
cial research needs to be addressed and 
corrected,” says Brian Koehler, a neurosci-
entist at New York University who also 
treats schizophrenia patients in private 
practice. The intricacies of schizophrenia 
mean that comprehensive new treatments 
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Researchers have been looking for schizophrenia-related genes for at least 50 
years. What makes them think they will find them? The rationale is spelled out 
in the introduction to nearly every scientific paper on schizophrenia genetics: 
The disorder has a high heritability. This term is often interpreted as a measure 
of the relative role played by genes. Heritability is usually expressed as a per-
centage between 0 and 100 percent.

Scientists have estimated the heritability of schizophrenia using several ap-
proaches, including studies of twins. Most estimates hover around 80 percent. 
Many researchers argue that heritability estimates for schizophrenia can be 
very misleading, however. They question key suppositions, including the so-
called equal environment assumption (EEA), which considers both identical and 
fraternal twins to be subject to the same environmental influences.

“These basic assumptions are wrong,” says Roar Fosse, a neuroscientist at  
the Vestre Viken Hospital Trust in Norway, who led a recent critical assessment 
of the EEA. But twin researchers have mounted a vigorous defense of the  
approach. “I don't think it's likely that current heritability numbers are  
substantially overestimated,” says Kenneth Kendler, a psychiatrist at the  
Virginia Commonwealth University's School of Medicine.

Some researchers have an even more profound critique of heritability. They 
argue that the technical calculations of the term do not account for the relative 

role of genes and environment. Heritability, rather, measures only how much 
the variation of a trait in a particular population—whether height, IQ or being 
diagnosed with schizophrenia—reflects genetic differences in that group.

As an example of how misleading heritability estimates can be, Eric Turk-
heimer, a geneticist at the University of Virginia, points to the human trait of 
having two arms. Nearly everyone in a given population has two of them, and 
there is normally no difference in the number of arms between identical 
twins—who share nearly 100 percent of their DNA sequence—and fraternal 
twins, who are assumed to share 50 percent of their genes on average. Thus, 
when heritability for arm number is calculated using standard heritability 
equations, it comes out to 0. And yet we know that having two arms is almost 
entirely genetically determined.

Figuring out what heritability for schizophrenia actually means is key, research-
ers say, because even the most high-powered genetic studies have identified 
only about a third of the predicted genetic component. Will this so-called miss-
ing heritability eventually show up in more sophisticated studies—or will it turn 
out that genes are not playing as big a role as heritability estimates have long 
predicted? The jury is still out. � —M.B.

Heritability: Missing or Just Hiding?
A concept that seems obvious is not
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are still speculative. Researchers hope that 
one day brain imaging or other diagnostic 
tests may help spot a youngster at risk ei-
ther before or during adolescence. If so, 
new medications and psychological coun-
seling may be able to delay or prevent a first 
psychotic break. To achieve that goal, biol-
ogists and social scientists must continue 
to merge their expertise to piece together a 
composite profile of one of the most com-
plex of all psychiatric illnesses. � M
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By Anna von Hopffgarten

Lonely 
Space travel: How does the brain react to 
the isolation encountered in outer space?

but Never Alone
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Neuroscientist Stefan Schnei-
der of the German Sport 
University Cologne looks 
for answers in a research 
station in Antarctica. Inter-

view by Anna von Hopffgarten.

Hopffgarten: Humans are drawn ever 
farther into space, and flying to Mars 
may become possible in our lifetime. A 
trip to the Red Planet is now estimated 
to take about eight months each way, 
with a minimum stay of a year on the 
planet surface. What challenges would 
a mission like this pose for the psycho-
logical well-being of astronauts?
Schneider: A long spaceflight would impact 
a person in many ways. The astronauts 
would live in close quarters for a very long 
time—and a spacecraft really does not offer 
much room for retreat. That can be stress-
ful. Another issue is the monotony: there is 
little variation in the daily routine of an as-
tronaut, and the surroundings do not offer 
much diversion.

Your latest study focuses on specific 
effects of isolation on the human  
brain and psyche. How did you investi-
gate this?
We worked with volunteers among the staff 
of the Antarctic research station Concor-
dia, whom we monitored for a period of 
eight months spanning the Antarctic win-
ter. Of course, we would have loved to con-
duct experiments on a genuine space sta-
tion—but for practical reasons, that was 
never really an option. Sending several peo-
ple to outer space for months at a time 
would have been very expensive, and ob-
serving them in that environment is tricky 
from an experimenter’s point of view. 
Therefore, we decided to set our study in a 
so-called analogous environment—in our 
case, the Concordia station. This building 
complex is secured on the top of a plateau, 
1,000 miles from the South Pole. It looks 
like a giant soda can cut in half and is sur-
rounded by only ice and snow. In many 
ways, the conditions our volunteers faced 
here are similar to those on a space station. 
Concordia is situated in one of the coldest 
places on earth: temperatures during our 
experiment averaged about –65 degrees 
Celsius (–85 degrees Fahrenheit). Under 

Stefan Schneider was born in Cologne in 1972. 
He obtained a Ph.D. in exercise science from the 
German Sport University Cologne, where he now 
acts as vice president. He also holds a doctorate 
in theology from the University of Bonn. Addition-
ally, he holds an adjunct professorship at the Uni-
versity of the Sunshine Coast in Queensland, 
Australia. His academic interests revolve around 
the question of how the psyche and the brain re-
act to extreme conditions, as well as the impact of 
sports on mental health. Anna von Hopffgarten, a 
biologist and science writer, interviewed him for 
Gehirn & Geist.

Anna von Hopffgarten is an editor at the magazine  
Gehirn & Geist.
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The Antarctic Concordia station is situated in one of the coldest places on earth, 
320 miles (600 kilometers) from the nearest research facility. Minimum tempera-
tures drop as low as –112 degrees Fahrenheit (–80 degrees Celsius) in winter, which 
makes supplying the living quarters with heat and water extremely challenging. 
The red containers in the picture are the station’s power plant and its wastewater 
recycling plant.
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these climatic conditions, no vehicle could 
reach the station. The station’s inhabitants 
could go outside only for very short and 
only when weather permitted. They spent 
three of the eight months in the complete 
darkness of the polar night.

Who took part in your study?
Mostly they were scientists conducting re-
search in Antarctica, like glaciologists and 
astronomers, but some of the station’s sup-
port staff were among our volunteers, too—
including an electrician, a cook and a med-
ic. Of 14 Concordia crew members at the 
time, eight agreed to participate in our 
study.

What did their lives at the 
station look like?
The routine of a person was determined by 
their role—each had his or her own set of 
tasks. The scientists at the station ran ex-
periments for their respective studies, the 
cook prepared the meals for the entire crew, 
and so on. The commander of the station 
regularly tried to get everyone together for a 
shared breakfast, so no one would break 
away from the group. Just like at a Boy Scouts 
camp, that idea sometimes worked and 

sometimes it did not. And once breakfast 
was over, everyone went their separate ways 
for the rest of the day to work their jobs.

How did you study the effects of isola-
tion on the Concordia inhabitants?
Once every six weeks we asked our volun-
teers to fill in a questionnaire on their phys-
ical and psychological well-being. At this 
point we also measured their brain activity 
by EEG. Before the start of the study, we 
had prepared them to conduct the test pro-
cedure themselves because we could not 
physically be present and help them with 
the examination. In addition to the tests, 
four of our eight participants also took part 
in a sports program.

What kind of exercise 
did they do there?
The participants could use a small gym in 
the station, which is fitted with a treadmill 
and a few weights. Apart from that, the 
training consisted of exercises that use a 
person’s own body weight, such as push-
ups, pull-ups and rope skipping.

What are the results of your 
investigation?

The persistent isolation and the monoto-
nous surroundings had a negative effect on 
the reported mood of the participants. This 
was, however, only the case with people 
who did not take part in the sports pro-
gram. As early as six weeks after the start of 
the study, their well-being had already suf-
fered. With increased psychological pres-
sure, their motivation dropped, and they 
reported they felt less fit. Their levels stabi-
lized at this lower than usual level.

What about people who 
were physically active?
Their mood did not suffer but instead re-
mained constant for the whole test period.

How do you explain that?
We believe the positive impact of exercise 
is rooted in its effect on the prefrontal cor-
tex. From previous studies, we know that 
this part of the brain—which is responsible 
for cognition and emotion—is less active 
after physical activity. Stress and discom-
fort, on the other hand, cause activity in 
this brain region to spike. We now believe 
that during sport, cortical activity shifts to 
other areas. That gives the prefrontal cor-
tex the chance to “reset.” You could imag-
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ine it as a computer chip on overdrive. 
Physical activity reroutes the entire brain 
circuit so that this area can recover. Sports 
therefore quite literally reboot the brain.

The study participants also monitored 
their brain activity at the Antarctic  
station. What were the results?
We measured the so-called alpha and beta 
waves with EEG. High levels of alpha activ-
ity indicate that the brain is in a relaxed 
state—as soon as we close our eyes, alpha 
waves start creeping up in an EEG. Beta 
waves, on the other hand, signify a state of 
awakeness. After six weeks at the station, 
both kinds of brain waves increased slight-
ly in the nonsport group, whereas they 
dropped continuously in the sport group. 
At the end of the experiment, physically ac-
tive persons displayed roughly 40 percent 
less alpha and beta activity than their less 
active co-workers.

How do you interpret these findings?
Normally, higher alpha activity would go 
hand in hand with increased relaxation—
which would have implied that the inactive 
group was more relaxed than the sports 
group. Had this been the case, we would 

Through this wood door is 
the huge ice tunnel where 
glaciologists keep their 
samples. 
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also have seen simultaneous decreases in 
beta activity. Because both alpha and beta 
waves are high in our nonsport group, we 
believe it is more likely that this represents 
a general increase in cortical activity in our 
volunteers. The extreme conditions these 
people had lived in—the cold and dark Ant-
arctic winter, the lack of variation in scen-
ery and routine, and the limited interac-
tion with others—all that had left a mark 
on them. They were under psychological 
and physical stress, which may have caused 
their higher than usual cortical activity. 
Sports may have dampened this response 
in the second group. Still, caution is war-
ranted when interpreting these findings: 
the comparison of alpha versus beta waves 
paints a picture that is too simplistic to 
make definite statements. In follow-up ex-
aminations, I would try to capture more 
detail with a much more thorough EEG 
analysis.

The Concordia station contains a laboratory 
where scientists perform their experiments. 
The EEG exams of Schneider's isolation 
study were also conducted in this room.VE

RA
 A

BE
LN

67



How does your Antarctica experiment 
differ from the Mars500 trial, where six 
volunteers simulated a 520-day flight 
to Mars?
In contrast to the Mars500 study, our vol-
unteers were housed in a genuine research 
station where they had to fulfill an actual 
mission. Our glaciologists, for example, 
drilled holes into the ice to study its make-
up. They had to face very real situations 
and problems, in many respects much like 

the ones that astronauts handle in longer 
space missions. One factor our experiment 
could not simulate, though, was a ze-
ro-gravity environment.

Locked into a tiny complex with 13 
other people for several months—in 
that setting, it is hard to imagine lone-
liness would be a problem. Could your 
results come from the stress caused by 
the close proximity with this group?

In this environment, as in a real space mis-
sion, both states coexist: a sense of isola-
tion or loneliness and the lack of personal 
space with little possibility for privacy. 
They are two sides of the same coin, and 
therefore we cannot differentiate them or 
treat them as separate factors in our exper-
iments. One goes with the other.

Is it possible that the lack of personal 
space was an even bigger challenge 
than the isolation?
That surely is the case for some people—a 
lot depends on personality. You may re-
member the 2010 mining accident in Chile, 
where 33 people were stranded under-
ground for 69 days. One of the survivors 
later said what kept him sane was the pos-
sibility of hiding away in the network of 
tunnels—by himself. So despite being cut 
off from the outside world, the miners still 
had some options to retreat and spend 
some time alone. Astronauts also repeat-
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No supplies can be delivered to the station during 
the eight-month winter period—all provisions for 
that time are stored in shipping containers.
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edly say that spending time in solitude is 
one of the things they miss most in space.

On your space mission, you usually 
cannot choose your fellow astronauts. 
Do you have any advice for how 
to best cope with interpersonal 
conflicts should they arise?
A crew will be put together with social cri-
teria in mind. Before the mission starts, 
there are in-depth assessments of who gets 
along with whom and which people might 
antagonize one another. Additionally, as-
tronauts receive psychological training, 
where they learn how to best deal with—or 
straight out avoid—conflicts. Still, it is im-
portant that everyone makes up their mind 
about how they can best relieve stress. 
Sport is one option to do so.

How about daily life: Would you 
recommend a stressed person to 
exercise more?
For some, that surely would be good. Elder-
ly people in particular often slide into a vi-
cious circle that begins with retirement. At 
that point a person may lose a majority of 
their social circle as well as their main rea-
son to get up in the morning. Some react by 

withdrawing and staying at home most 
days—especially those who are not that fit 
later in life. That can gnaw away at their 
self-esteem. As a consequence, their physi-
cal health progressively recedes, and be-
cause of a lack of variation the brain is not 
fed enough sensory input—which, in turn, 
also leads to a decline in mental function. 
Those deficits draw up new hurdles that 
prevent a person from going outside and 
meeting new people. A regular workout 
may help counter that.

Those who may profit most from  
sports are lonely people. But some 
studies claim that, in general, they 
have trouble motivating themselves 
to exercise. Can you think of ways 
to solve this dilemma?
Deep down we all know that exercise is 
healthy. Still, that by itself does not seem 
to push everyone to exercise more. That is 
because part of our tendency to enjoy sports 
develops when we are young. If a child likes 
to move, they often come back to that in 
later life. So we should look for reference 
points from childhood: Which sports did I 
like as a child? Maybe I should give that an-
other go! One thing that surely won’t help 

is trying to convince someone to take up a 
specific activity without consideration for 
what the person may enjoy.

How do you cope with loneliness?
I actually enjoy every moment of solitude I 
get. That is why I like to jog in a forest, 
where I can find peace and quiet. � M
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Fascinating study suggests 
treating “psychache”

By Anne Skomorowsky

 How to Prevent 
Suicide with an  
 Opioid

OPINION
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T he idea that suicide is caused 
by psychological pain may 
seem self-evident, but rec-
ognizing this fact was once 
a departure for psychiatry. 

Depression and other psychiatric disor-
ders—which are often associated with sui-
cide—are diagnoses, and diagnoses are the 
coin of psychiatry’s realm. But psychologi-
cal pain is an experience, one that may not 
be connected to any diagnosis.

The late psychologist Edwin Shneidman, 
who founded the Los Angeles Suicide Pre-
vention Center in the 1950s, rejected the 
diagnosis-based medical model of suicidal 
behavior. He coined the phrase “psycholog-
ical autopsy,” a procedure he used most fa-
mously to establish Marilyn Monroe’s death 
as a probable suicide. The “autopsy” con-
sists of postmortem interviews with the 
family and friends of the deceased to es-
tablish his or her frame of mind and possi-
ble motives for suicide. The implication is 
that those who knew the victim intimately, 
not psychiatrists, are in the best position to 
understand the suicidal act. 

Although a review of psychological au-
topsy studies showed that more than 90 
percent of the suicides were associated 

with diagnosable mental disorders, Shneid-
man pointed out that no one has ever died 
of depression but rather of suicide. In an 
influential 1993 paper, “Suicide as Psy-
chache,” Shneidman proposed that “Sui-
cide is caused by psychache … hurt, anguish, 
soreness, aching psychological pain in the 
psyche, the mind.” He objected to what he 
felt were simplistic categories when it came 
to understanding suicide: “If ... feeling 
guilty or depressed or having a bad con-
science or an overwhelming unconscious 
rage makes one suicidal, it does so only be-
cause it is painful.”

In the nearly 25 years since “Suicide as 
Psychache” was published, research into 
suicide has focused on destigmatization 
and the treatment of mental disorders, on 
neurochemistry and the role of serotonin 
and serotonin reuptake inhibitors, and on 
risk factors, such as ready access to guns. 
Now the concept of mental pain is making 
a comeback in response to recent neurobi-
ological research, which suggests that pain 
is processed through the same structures 
and mechanisms in the brain regardless of 
whether it is physical or emotional. 

Could mental pain be treated like physi-
cal pain, and would a reduction in suicidal 

thoughts follow? A surprising new study by 
Yoram Yovell of the University of Haifa in Is-
rael and his colleagues addressed that ques-
tion in a randomized, placebo-controlled 
trial of very low doses of an opioid, bu-
prenorphine, in severely suicidal subjects. 

The authors looked to the concept of 
“separation distress” to justify the trial of 
buprenorphine. All young animals, includ-
ing humans, are distressed when separat-
ed from the attachment figures on whom 
their physical and emotional well-being 
depends. Very low doses of opioids have 
been known to ameliorate that distress 
since the 1970s. Yovell and his colleagues 
drew on attachment literature, which es-
tablished that endogenous opioids—the 
ones that occur naturally in our brains—
help us feel good when we are with loved 
ones. When we separate from loved ones, 
internal opioid levels drop, and we experi-
ence mental pain—the human version of 
separation distress. 

Neurobiological studies have suggested 
that separation distress overlaps with pain 

Anne Skomorowsky is a psychiatrist at the Icahn School of 
Medicine at Mount Sinai.
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circuitry in the brain in a general “neural 
alarm system” when an animal, or a per-
son, is under threat. A trial of opioid pain-
killers, which might quiet that neural alarm 
system, seemed reasonable.

It was also necessary. Currently there 
are no medications to quickly relieve sui-
cidal thoughts. Antidepressants can take a 
month or longer to ease depression, and 
many psychiatrists today believe, like 
Shneidman, that depression and suicidal 
ideation are separate conditions. Treating 
depression might not even address suicidal 
thinking. A medication that specifically 
targets suicidal ideation—quickly—could 
be lifesaving.

Buprenorphine, sold as Subutex in pure 
form and as Suboxone when combined with 
naloxone (which decreases its abuse po-
tential), is an unusual opioid in that it stim-
ulates some, but not all, of the brain’s opi-
oid receptors. It causes less euphoria than 
opioids such as hydrocodone, an active in-
gredient in Vicodin, and hydromorphone, 
the active ingredient in Dilaudid, but re-
lieves pain and withdrawal symptoms. In 
fact, it was developed as a treatment for 
opioid addiction. Because it is less pleasur-
able, it is less likely to be abused, and be-

cause it is weaker, patients are less likely to 
overdose. Individuals who do abuse bu-
prenorphine get high by crushing the tab-
lets and injecting a solution made from the 
powder. Yovell and his colleagues used a 
gelatin-based lozenge that dissolves under 
the tongue to make that impossible. 

The researchers recruited patients from 
four hospitals in Israel and assigned them 
to receive tiny doses of buprenorphine or 
placebo. At the outset, the subjects were 
quite ill; most of them had made suicide 
attempts in the past, and 57 percent met 
criteria for borderline personality disorder, 
which is characterized by chronic suicidal 
ideation and rejection sensitivity—mean-
ing that mild slights can cause one’s mood 
to plunge. The Beck Scale for Suicide Ide-
ation was used to rate how suicidal pa-
tients were before, during and after the in-
tervention. 

The authors found a significant drop in 
suicidal thinking in the buprenorphine 
group versus the placebo group. Buprenor-
phine had a positive effect on depression, 
but the impact on suicidal thinking was 
even greater. Further, patients who met cri-
teria for borderline personality disorder 
benefited even more than patients with de-

pression alone. For the investigators, this 
finding closed a loop: extreme distress over 
real or perceived abandonment is a hall-
mark of borderline personality disorder. In 
borderline patients, suicidal thoughts may 
emerge when their highly sensitive separa-
tion-distress systems are activated, with a 
drop in endogenous opioids and subse-
quent mental pain. The robust improve-
ments in suicidal ideation in borderline pa-
tients suggested that buprenorphine treats 
the psychache associated with abandon-
ment and rejection. 

The study could not prove that opioids 
treat mental pain—it was not designed to do 
so—but it did show that buprenorphine de-
creases suicidal ideation. Perhaps the study’s 
most important contribution is its implica-
tion that treatments that help us withstand 
mental pain may prevent suicide. 

Shneidman’s original paper noted that 
suicide occurs when psychache has become 
unbearable but that individuals vary in how 
much pain they can bear. It follows that one 
can intervene with suicidal patients in two 
ways—decreasing pain or increasing toler-
ance. Shneidman believed that psychache 
derives from “frustrated needs” and that 
the therapist’s task was to identify and at 
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least partially satisfy those needs. The suc-
cess of buprenorphine in decreasing sui-
cidal ideation suggests an alternative ap-
proach. Opioids do not remove painful 
stimuli—if we have surgery, for example, 
the wound is still there—but they allow us 
to tolerate the pain. 

Whether or not buprenorphine is ever 
developed as a treatment for suicidal ide-
ation may depend on our current national 
attitude toward opioid use and abuse. Opi-
oids, once marketed to physicians as the 
first and perhaps most humane response 
to complaints of pain, have been recast as 
a treatment best reserved for the terminal-
ly ill. Last year, in response to an epidemic 
of prescription opioid abuse, the U.S. Cen-
ters for Disease Control and Prevention 
took the unusual step of developing pre-
scribing guidelines for the management of 
chronic pain. Physicians may be unwilling 
to prescribe opioids for nonapproved indi-
cations. 

But Yovell and his colleagues’ study pro-
vides a rationale for thinking about opioids 
in a new way. More than that, it suggests 
that interventions that increase our capac-
ity to tolerate mental anguish may have a 
powerful role in suicide prevention. � MAL
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Opioids do not remove painful 
stimuli—if we have surgery, 
for example, the wound is still 
there—but they allow us to 
tolerate the pain. 
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A new theoretical tool called life 
history theory offers an answer

By Oliver Sng, Steven 
Neuberg, Michael Varnum, 
Douglas Kenrick 

Does Living in 
Crowded Places 
Drive People Crazy?

OPINION
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Y ou may be thinking: Yes, 
living under crowded con-
ditions surely drives peo-
ple crazy. And the reason 
may be traced back to some 

unfortunate rats. 
In the mid-20th century ethologist John 

Calhoun wanted to see how overcrowding 
would influence social behavior in rats.  
He placed rats in a confined space and al-
lowed them to multiply with relatively lit-
tle control. The results looked like scenes 
out of a horror movie: cannibalism, dead 
infants and complete social withdrawal, to 
name a few.

Calhoun’s rats captured public imagina-
tion and inspired a surge of research on the 
psychological effects of density in our own 
species. Some studies found that people 
living in crowded environments indeed 
showed a variety of social pathologies, just 
like Calhoun’s rats. But other studies did 
not. Reviews of the early research conclud-
ed that popular fears about overcrowding 
may be unfounded.

Now half a century has passed, and the 
world population has doubled. On the oth-
er hand, research on the psychological ef-
fects of density has all but disappeared. 

We revisited this old topic in a recent 
paper, this time with a tool called life histo-
ry theory. It is about how all animals allo-
cate their limited time and energy across 
life’s tasks, such as growing, mating and 
parenting. Aspects of the environment 
shape these allocation choices.

What does this have to do with density? 
One of life history theory’s earliest ideas 
was that environments of low density—
where there are few individuals around—
would favor organisms that adopt a “fast” 
life history strategy. This strategy focuses 
on quick reproduction and having many 
offspring but with little investment in each. 
Put simply, it is focused on the present and 
prioritizes “quantity over quality.”

A low-density environment favors a fast 
strategy because it is presumed to have 
abundant resources with little social com-
petition. Here fast reproduction would al-
low for full exploitation of the environ-
ment’s resources. Animals living in 
low-density environments also would not 
need to invest much in offspring, because it 
would be easy for those offspring to survive 
independently in such an environment.

But things get different when the envi-
ronment gets crowded and strong social 

competition for resources and territory ex-
ists. To successfully compete, individuals 
now need to spend more time and energy 
building their own abilities. This often 
leads to a delay in reproduction. In a dense 
environment, one’s offspring also face 
greater social competition. Hence, it may 
be more adaptive to focus time and energy 

Oliver Sng is a postdoctoral scholar in the department of psycholo-
gy at the University of Michigan. His work focuses on the influence of 
ecology on social behavior and on social stereotyping. He draws on 
ideas from behavioral ecology, life history theory and affordance 
management.

Steven Neuberg is foundation professor of psychology at Arizona 
State University. His research includes stereotyping, stigma and 
prejudice, the effects of ecology and fundamental motives on social 
cognition, and the effects of religion on intergroup conflict.

Michael Varnum is assistant professor of psychology at Arizona 
State. He studies how culture shapes fundamental psychological 
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evolutionary social cognition as well as links between evolutionary 
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on just a few offspring (to increase their 
abilities and competitiveness) instead of 
spreading resources over many offspring.

This approach is referred to as a “slow” 
life history strategy, and it prioritizes “quali-
ty over quantity.” A slow life history strategy 
also involves a psychology that plans for the 
future, given the need to build one’s abilities 
over time. Our question was therefore a sim-
ple one: Would higher densities also lead 
people to adopt a slower life history?

We examined this idea in a variety of 
ways. First, we gathered data on coun-
try-level population densities and on a va-
riety of psychological traits and behaviors 
related to life history. We did the same 
thing for the 50 U.S. states, where equiva-
lent data were available.

Indeed, we found that across countries 
and across U.S. states, individuals in re-
gions with denser populations showed 
traits that corresponded to the psychologi-
cal profile of a slower life history. They were 
more likely to plan for the future, preferred 
long-term, committed romantic relation-
ships, married later, had fewer children, 
and were more likely to invest in both their 
own and their children’s education. These 
relationships held when taking into ac-

count alternative factors, such as economic 
development and urbanization.

To see if there might be similar effects in 
short-term situations, we conducted experi-
ments in which we had both undergraduates 
and slightly older adults read an article that 
talked about increasing population growth 
in the U.S. After reading the article, partici-
pants reported both their romantic relation-
ship and family-size preferences. We found 
that the undergraduates who read the den-
sity article preferred having a few commit-
ted romantic relationships (instead of many 
casual ones). The older adults who read the 
same article preferred to have fewer chil-
dren and to invest more in each child (in-
stead of investing less in many children).

Thus, in experiments, individuals led to 
think about increasing population densities 
also seemed to shift toward a slower life his-
tory, characterized by quality over quantity. 

Many of us have intuitions about the ef-
fects of crowdedness. It is therefore useful 
to anticipate some questions. For instance, 
will higher densities always lead to a slow 
life history? No. In fact, when high densities 
are paired with unpredictable death or dis-
ease, life history theory predicts that a fast-
er life history will emerge. A second critical 

point to consider is the nature of social com-
petition. The assumption is that humans 
typically compete for resources by building 
skills and abilities (for example, through ed-
ucation). But this might not always be the 
case. In environments where competition is 
carried out by forms of lethal violence, we 
would once again expect higher densities to 
lead to a faster life history.

These are just some of the many unan-
swered questions about density. More im-
portant, our current work presents a new 
way of thinking about and understanding 
the psychological effects of population den-
sity. In addition, it elucidates how popula-
tion density might underlie psychological 
differences across societies and human 
groups in general. The hope is that our re-
search will generate renewed interest in the 
study of density’s psychological impact.

That said, perhaps a crowded life does 
drive people a little crazy—but not in the 
dystopian ways we expected from Cal-
houn’s rats. Instead it may make people ob-
sessed about planning for the future, get-
ting a good education, waiting for that per-
fect romantic partner and putting 
everything they have into that one child 
who is going to make them proud. � M
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They are a very particular form of 
deception that can build solidarity 
within groups

By Jeremy Adam Smith

 How the Science 
 of “Blue Lies”  
 May Explain 
Trump's Support

OPINION
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Donald Trump tells lies. 
His deceptions and mis-

leading statements are easy 
to unmask. In one exam-
ple—among hundreds of 

well-documented lies—FBI director James 
Comey told Congress in March that there is 
“no information that supports” Trump’s 
claim that President Barack Obama tapped 
his phone.

But Trump’s political path presents a par-
adox. Far from slowing his momentum, his 
deceit seemed only to strengthen his sup-
port through the primary and the national 
election. Now every time a lie is exposed, his 
support among Republicans does not seem 
to waver very much. In the wake of the Com-
ey revelations, his average approval rating 
mainly held at around 40 percent.

This has led many people to ask them-
selves: How does the former reality-TV 
star get away with it? How can he tell so 
many lies and still win support from many 
Americans?

Journalists and researchers have suggest-
ed many answers, from a hyperbiased, seg-
mented media to simple ignorance on the 
part of GOP voters. But there is another ex-
planation that no one seems to have enter-

tained. It is that Trump is telling “blue lies”—a 
psychologist’s term for falsehoods, told on 
behalf of a group, that can actually strength-
en bonds among the members of that group.

Children start to tell selfish lies at about 
age three, when they discover adults can-
not read their minds: I didn’t steal that toy. 
Daddy said I could. He hit me first. At around 
age seven, they begin to tell white lies mo-
tivated by feelings of empathy and com-

passion: That’s a good drawing. I love socks 
for Christmas. You’re funny.

Blue lies are a different category alto-
gether, simultaneously selfish and benefi-
cial to others—but only to those who be-
long to your group. As University of Toron-
to psychologist Kang Lee explains, blue lies 
fall in between generous white lies and self-
ish “black” ones. “You can tell a blue lie 
against another group,” he says, which 
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makes it simultaneously selfless and 
self-serving. “For example, you can lie 
about your team’s cheating in a game, 
which is antisocial but helps your team.”

In a 2008 study of seven, nine and 
11-year-old children, Lee and his colleagues 
found that children become more likely to 
endorse and tell blue lies as they grow old-
er. For example, given an opportunity to lie 
to an interviewer about rule breaking in the 
selection process of a school chess team, 
many were quite willing to do so, older kids 
more than younger ones. The children tell-
ing this lie did not stand to selfishly benefit; 
they were doing it on behalf of their school. 
This line of research finds that black lies 
drive people apart, white lies draw them to-
gether and blue lies pull some people to-
gether while driving others away.

Around the world, children grow up hear-
ing stories of heroes who engage in decep-
tion and violence on behalf of their in-groups. 
In Star Wars, for example, Princess Leia lies 
about the location of the Rebels’ “secret 

base.” In the Harry Potter novels (spoiler 
alert!), the entire life of double agent Severus 
Snape is a lie, albeit a blue one, in the service 
of something bigger than himself.

That explains why most Americans seem 
to accept that our intelligence agencies lie 
in the interests of national security, and we 
laud our spies as heroes. From this perspec-
tive, blue lies are weapons in intergroup 
conflict. As philosopher Sissela Bok once 
said, “Deceit and violence—these are the 
two forms of deliberate assault on human 
beings.” Lying and bloodshed are often 
framed as crimes when committed inside a 
group—but as virtues in a state of war.

This research—and these stories—high-
lights a difficult truth about our species: we 
are intensely social creatures, but we are 
prone to divide ourselves into competitive 
groups, largely for the purpose of allocating 
resources. People can be prosocial—com-
passionate, empathetic, generous, honest—
in their group and aggressively antisocial 
toward out-groups. When we divide people 
into groups, we open the door to competi-
tion, dehumanization, violence—and so-
cially sanctioned deceit.

“People condone lying against enemy na-
tions, and since many people now see those 

on the other side of American politics as en-
emies, they may feel that lies, when they rec-
ognize them, are appropriate means of war-
fare,” says George Edwards, a political scien-
tist at Texas A&M University and one of the 
country’s leading scholars of the presidency.

If we see Trump’s lies not as failures of 
character but rather as weapons of war, then 
we can come to see why his supporters 
might view him as an effective leader. From 
this perspective, lying is a feature, not a bug, 
of Trump’s campaign and presidency.

Research by Alexander George Theodor-
idis of the University of California, Merced, 
Arlie R. Hochschild of the University of Cal-
ifornia, Berkeley, Katherine J. Cramer of the 
University of Wisconsin–Madison, Maurice 
Schweitzer of the University of Pennsylva-
nia and others have found that this kind of 
lying seems to thrive in an atmosphere of 
anger, resentment and hyperpolarization. 
Party identification is so strong that criti-
cism of the party feels like a threat to the 
self, which triggers a host of defensive psy-
chological mechanisms.

For millions and millions of Americans, 
climate change is a hoax, Hillary Clinton 
ran a child sex ring out of a pizza parlor and 
immigrants cause crime. Whether they tru-

Jeremy Adam Smith is editor of Greater Good magazine  
and author or co-editor of four books, including The Compassionate 
Instinct and Are We Born Racist?
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ly believe those falsehoods or not is debat-
able—and possibly irrelevant. The research 
to date suggests that they see those lies as 
useful weapons in a tribal us-against-them 
competition that pits the “real America” 
against those who would destroy it.

It is in blue lies that the best and worst 
in humanity can come together. They re-
veal our loyalty, our ability to cooperate, 
and our capacity to care about the people 
around us and to trust them. At the same 
time, blue lies display our predisposition to 
hate and dehumanize outsiders and our 
tendency to delude ourselves.

This hints at the solution, which starts 
with the idea that we must appeal to the best 
in one another. While that may sound awful-
ly idealistic, the applications of that insight 
are very concrete. In a new paper in the jour-
nal Advances in Political Psychology, D. J.  
Flynn and Brendan Nyhan, both at Dart-
mouth College, along with Jason Reifler of 
the University of Exeter in England, summa-
rize everything science knows about “false 
and unsupported beliefs about politics.”

They recommend a cluster of prosaic 
techniques, such as presenting informa-
tion as imagery or graphics instead of text. 
The best combination appears to be graph-

ics with stories. But this approach runs up 
against another scientific insight, one that 
will be frustrating to those who would op-
pose Trump’s lies: who tells the story mat-
ters. Study after study shows that people 
are much more likely to be convinced of a 
fact when it “originates from ideologically 
sympathetic sources,” as the paper says—
and it helps a lot if those sources look and 
sound like them.

In short, it is white conservatives who 
must call out Trump’s lies if they are to be 
stopped.

What can the rest of us do in the mean-
time? We must make accuracy a goal, even 
when the facts do not fit our emotional re-
ality. We start by verifying information, 
seeking out different and competing sourc-
es, cultivating a diverse social network, 
sharing information with integrity—and 
admitting when we fail. That is easy. But 
the most important and difficult thing we 
can do right now, this line of research sug-
gests, is to put some critical distance be-
tween us and our groups—and so lessen the 
pressure to go along with the herd.

Donald Trump lies, yes, but that does 
not mean the rest of us, his supporters in-
cluded, need to follow his example. � M
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An influential subset of 
psychiatrists argue—absurdly—
that neuroscience has little 
clinical relevance

By Daniel Barron

Why Psychiatry 
Needs Neuroscience

OPINION

81

http://www.gettyimages.de/license/538465575


I n April, JAMA Psychiatry published 
a groundbreaking addition to its 
lineup: an educational review in-
tended to educate psychiatrists 
about neuroscience. A group of 

psychiatrists led by David Ross of Yale Uni-
versity described how and why post-trau-
matic stress disorder (PTSD) should be clin-
ically evaluated from a neuroscience frame-
work. The fact that this editorial was 
published in one of psychiatry’s leading 
journals is no small feat.

Psychiatry houses a large and powerful 
contingency that argues that neuroscience 
has little clinical relevance. The relevance 
of neuroscience to psychiatry was the sub-
ject of a recent op-ed debate in the New 
York Times: “There’s Such a Thing as Too 
Much Neuroscience” was rebutted by a let-
ter under the print headline “For More Neu-
roscience” (“More Neuroscience, Not Less” 
in the online version). This specific de-
bate—and the dense politics as a whole—

exists because competing frameworks are 
vying for competing funding, a conflict that 
predates Sigmund Freud’s departure from 
neurology.

That the relevance of neuroscience to 
psychiatry is still questioned is blatantly 
outlandish: What organ do psychiatrists 
treat if not the brain? And what frame-
work could possibly be more relevant than 
neuroscience to understanding brain dys-
function?

In the review, Ross and his colleagues 
tactfully presented their case for neurosci-
ence, describing the obvious choice for a 
clinical framework as one “perspective,” 
thus making a delicate intellectual curtsey 
while supporting their assertions with data.

The researchers discussed five “key neu-
roscience themes” (read: lines of evidence 
from burgeoning subfields) relevant to un-
derstanding and treating PTSD: fear condi-
tioning, dysregulated circuits, memory re-
consolidation, and epigenetic and genetic 
considerations. Each theme accounts for 
the diverse biological, psychological and 
social factors involved in PTSD—which is 
to say, these factors all have some effect on 
the brain’s mechanisms. Most important, 
Ross’s group described how a mechanistic 

approach allows clinicians to trace the spe-
cific causes of PTSD to specific treatments 
that can target those causes.

The delicate balancing act that Ross et 
al. performed reflects a conflict between 
competing clinical frameworks, which, in 
turn, boil down to two different worldviews: 
one is intuitive; the other is data-driven. 
How and why these perspectives clash is 
better felt than explained. Perhaps I may 
explain the way I once felt.

The first time I saw a Purkinje cell, I was 
a high school sophomore in AP Biology. My 
teacher, Mr. Francom, had just explained 
that the Purkinje cell is a brain neuron and 
that, from a central nub, its arms splay 
throughout the cerebellum, connecting 
with other neurons. Similar connections 
throughout the brain formed the hardware 
for mental phenomena—our abilities to 
move, think, love, remember, and so on. Ex-
periments and data were involved.

Following this teaser, Mr. Francom slid 
the Purkinje cell transparency onto the 
projector with a magician’s élan, revealing 
an eerie monstrosity: a fluorescent green 
cell. With its long, dendritic tentacles, it 
seemed less like something you’d find be-
tween your ears and more like The War of 

Daniel Barron is a resident psychiatrist at Yale University. As a 
member of Yale’s Neuroscience Research Training Program, he is 
helping to develop biomarkers for brain disease. Visit his Web site 
at www.danielsbarron.com
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the Worlds meets the Kraken.
I’m sure I blurted out, “That thing lets 

me think?”
The Purkinje cell was an uncomfortable 

disconnect from my intuition of what 
makes me me. Were my thoughts and feel-
ings and memories all some extension of a 
tentacled neuron?

There was a palpable threat to realizing 
that my mental behavior, the phenomenon 
of me, was produced by venomous-looking 
neural hardware—as if someone had pulled 
back the magician’s sleeve to reveal my 
own secret, destroying the beauty of my 
mental life.

Of course, that was just adolescent silli-
ness. The beauty of the brain remains that 
it actually works, that combinations of lip-
id membranes, saltwater and proteins actu-
ally do produce the love I feel toward my 
wife or my experience of a sunset while zip-
ping home on my Vespa. And yet it isn’t in-

It challenges our intuition to think that brain 
neurons like these are responsible for all our 
thoughts, emotions and mental disorders—but 
they are. NE
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tuitive at all that this neural hardware ex-
ists. Would you have assumed your thoughts 
came from a Purkinje cell?

Knowledge of the brain’s hardware is 
even more relevant when things go awry, 
especially to understand specific phenom-
ena that patients report as symptoms in 
mental illness. 

In a recent Molecular Psychiatry article, 
Michael Treadway and Chelsea Leonard, 
both at Emory University, discussed the dis-
tinction between a patient’s reported symp-
tom and that patient’s underlying neural 
hardware, which they referred to as the neu-
ral “substrate.” More than a scholastic exer-
cise, this distinction is a clinical tool that 
allows greater clinical precision because 
symptoms can have multiple causes.

Imagine it is 3 A.M., and a patient enters 
the emergency room reporting “chest pain.” 
The doctors will know that this a serious 
symptom with many causes and that to 
treat the patient, they must correctly diag-
nose and treat the underlying cause. They 
will immediately examine the patient and 
order an electrocardiogram to see if the 
heart’s electrical activity has changed, re-
vealing a heart attack. They will draw blood 
to look for evidence of heart damage or clot 

formation. They will order a chest x-ray to 
rule out pneumonia or a broken rib.

Anxiety is also a cause of chest pain. Af-
ter ruling out life-threatening causes, the 
doctors learn that while in the food court at 
a local mall, the patient broke out in a 
sweat, her vision blurred and her chest 
tightened. If she further reports that this 
happens every time she goes to a large pub-
lic space, the doctors might diagnose her 
with a panic attack produced by agorapho-
bia, a fear of open public spaces.

But consider if our patient recently im-
migrated from Syria and last year was shop-
ping with her family in a city marketplace 
when a car bomb exploded. PTSD now be-
comes the leading diagnosis.

And yet PTSD, agoraphobia and panic 
attacks are not causes. They are phenome-
na. Anxiety is a symptom, an anthropomor-
phism of the phenomenon produced by a 
network of millions, if not billions, of ten-
tacled neurons firing together.

Ross’s paper helps us understand that 
patients with PTSD have an overactive sym-
pathetic nervous system, which contributes 
to symptoms such as hyperarousal, hyper-
vigilance and accentuated startle response, 
symptoms that can spiral into a panic at-

tack. Further refining our scope to the over-
production of adrenaline in the hypotha-
lamic-pituitary-adrenal axis guides the cli-
nician to prescribe propranolol and prazosin. 
These medications block aspects of the ad-
renergic system, thus targeting specific 
mechanisms that alleviate PTSD symptoms.

Treadway and Leonard would view 
Ross’s system as substrate-centered, one 
wherein mental phenomena are followed 
to, and treated at, their root cause.

Treating a person by focusing on a sin-
gle receptor—in the case of prazosin, the 
alpha-1-adrenergic receptor subtype—is 
not a cold, dehumanizing abstraction. By 
looking beyond the phenomena of our in-
ner experience to the Purkinje cells hard at 
work, we can create a pragmatic, nuts-and-
bolts method of understanding and healing 
ourselves.

Plus, studies show that it works. � M
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