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Tech That Will 
Shape the World 

“The advocate of industry  and enter-
prise, and journal of mechanical and 
other improvements”: that mission visu-
ally underscored the logo of our very first 
issue, dated Thursday, August 28, 1845. In 
the latest installment of  Scientific Ameri-
can’ s delivery on that promise, we bring you 
this month’s cover story, “Top 10 Emerging 
Technologies of 2018,” a collaboration between 
 Scientific American  and the World Economic 
Forum’s Expert Network. 

What’s an “emerging” technology? It must be a 
potentially disruptive solution that is poised to 
change the world. It must be drawing increasing in-
vestment or showing other signs of being ready to 
erupt globally in the next three to five years. It must offer signif-
icant benefits for societies and economies—although our special-
ist authors don’t shy away from noting possible downsides in 
their articles about each innovation. 

The selection process started about a year ago, when we began 
soliciting great ideas. Each year, we tap  Scientific American’ s ed-
itorial team and Board of Advisers, the Forum’s knowledgeable 
networks, and others for nominations. Then a Steering Group of 

global authorities in multiple fields begins a thorough process of 
winnowing the list; they further investigate each submission and 
share insights in the group discussions. Special thanks to our 
Steering Group and my co-chair Bernard S. Meyerson of IBM, to 
Rigas Hadzilacos and Oliver Cann of the Forum, and to our many 

contributors. You can see the results unfold on page 28. 
For another expert perspective, we turn to quantum 

physicists Ronald Hanson and Krister Shalm and their 
feature on “Spooky Action.” The bizarre phenomena of 

quantum entanglement, where particles can retain 
a “spooky” connection even when far apart, is 

challenging to justify against our intuitive pic-
ture of nature. The effect has been seen in 

many experiments—yet each has also con-
tained loopholes that have made it im-
possible to entirely rule out that any oth-
er effect could be at work. At last, they 
write, loophole-free tests confirm that 

quantum entanglement can’t be explained away. 
Entangle your mind, starting on page 58. 

Dispersed, unconnected bits—this time of fossilized bone—
are the problem in “Needle in the Haystack,” by researchers 
Thomas Higham and Katerina Douka ( page 40 ). As the authors 
describe, in Denisova Cave in Siberia a novel combination of 
techniques is allowing scientists to comb through large quanti-
ties of unidentified fragments for clues about when, where and 
how human species interacted with one another. Hope you enjoy 
making the many other science and technology connections 
throughout the issue; as always, we welcome your thoughts. 

Illustration by Nick Higgins

© 2018 Scientific American
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EVOLUTION OF EDUCATION 
In “Bringing Darwin Back” [Special Educa
tion Report 2018], Adam Piore discusses 
how a majority of American teachers do 
not fully teach evolutionary theory. He also 
reports on groups promoting strategies for 
preparing teachers to do so in communi
ties that are biased against the subject. 

To teach evolution effectively and pro
ductively, the sequence of topics should be 
changed. The first should be ecology and 
then genetics, with the latter’s last chapter 
covering evolution. Integrating evolution 
with those two subjects would show stu
dents that evolution is needed for ecologi
cal adaptation and that the way for it to 
occur over the long term is through natu
ral selection for those traits that are adap
tive at a given time. And it should be im
pressed on them that evolution is an abso
lute necessity because the planet is always 
changing and that for a living system to be 
successful it must also change. 

I doubt that any students would profess 
to not “believe” in genetics and ecology. 
And they could be asked if they think that 
humans are “apart from nature” or “a part 
of nature.” I think many would accept that 
they are a part of nature and have evolved 
because the evidence is overwhelming. 

Brian Myres  Professor emeritus 
of  biology, Cypress College 

As a retired biology teacher with 20 years 
of experience teaching evolution in high 

school, I have found an ideal way to pre
sent the topic: I begin my threeday les
son by announcing that the earth itself has 
embedded a key part of biology in its rec
ord. It has documented the natural pro
cess of evolution at work in  all  lifeforms 
on the planet. I then ask the kids to define 
“evolution.” Some do so accurately; a few 
proclaim that it says people come from 
monkeys. I then define it: “Evolution is 
simply a natural change in the design of 
species over time, in response to changes 
in their environment.” That’s it! The kids 
don’t complain about something so simple. 

I then spend two days outlining exactly 
how species change over time in response 
to the environment, including through 
natural selection. I give the students graph
ic slides showing organisms changing. I 
challenge them to identify what long
term changes would make sense in an or
ganism if its environment, for example, 
got colder or warmer. They discover for 
themselves why organisms get bigger, or 
smaller, or smarter, or more colorful. 

Kids are exquisitely sensitive to their 
peers. As they logically progress through 
the examples as a group, they become hes
itant to voice any religious objection to a 
process so obvious and rationally innocent 
as the realization that species change over 
time in response to their environment. As 
a result, when I finally introduce them to 
the evidence that people, too, have evolved 
in design over time, they get it. 

Frank Gregorio  Manassas, Va. 

UNCERTAIN MATTER 
In “Is Dark Matter Real?” Sabine Hossen
felder and Stacy S. McGaugh compare two 
explanations for how stars orbit in galaxies 
and galaxies orbit in clusters: a longas

sumed theory involving invisible particles 
having mass (dark matter) and theories 
that change the mathematical description 
of gravitational forces (modified gravity). 

Einstein tells us that gravity is only an 
apparent force that results from the curva
ture of spacetime and that mass causes 
such curvature. Might it be that things 
other than mass (dark energy, for one) can 
cause it as well? Could dark energy’s dis
tortive effects on galactic scales result in a 
kind of local “bubbling” of spacetime? 

Keith Backman  Bedford, Mass.

I find it surprising that the authors have 
nothing to say about the influence of the 
darkest of the dark: black holes. In partic
ular, the lack of density peaks in a galactic 
core might be affected by the presence of a 
central black hole, which could gorge itself 
on the dark matter distribution. 

Peter J. Turchi  Santa Fe, N.M. 

THE AUTHORS REPLY:  Regarding Back-
man’s question: According to Einstein’s 
theory of gravity, all kinds of energy and 
mass cause spacetime to curve. Dark en-
ergy does affect the curvature, but it does 
not do so in the right way to give rise to 
the effects attributed to dark matter. Ac-
tually “dark energy” and “dark matter” 
are just names that physicists have given 
to what they conclude is necessary to ex-
plain the observations, and they have 
different properties. Dark energy is the 
stuff that causes the accelerated expan-
sion of the universe. Its influence is negli-
gible inside of galaxies. 

In response to Turchi: The center of the 
Milky Way hosts a supermassive black 
hole that weighs in at about four million 
solar masses and that heats up surround-
ing gas as it falls in. Mind-boggling as 
that is, neither its gravitational influence 
nor the hot gas has much of an effect on 
the overall motion of the galaxy. The cen-
tral black hole really plays a role for only 
the innermost regions of the galaxy, and 
the mass of the hole is tiny compared with 
the mass of dark matter needed to explain 
our observations. 

SPEAKING FOR THE TREES 
“Capture That Carbon,” by Madison Free
man and David Yellen [Forum], discusses 
carbon capture, utilization and storage 

August 2018 

 “To teach evolution 
effectively, the 
sequence of topics 
should be changed. 
The first should  
be ecology and  
then genetics.” 

brian myres  cypress college 
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(CCUS), in which carbon captured from 
the smokestacks or removed directly from 
the air is turned into useful products or 
something that can be stored long term. 

It should now be clear to all who follow 
the trends in climate change that we have 
long since passed the point where simply 
reducing emissions will be enough to solve 
the problem. The authors cite the difficulty 
of securing the investment funds needed 
to fully develop CCUS technologies to the 
level necessary to have the desired effect. 

But there is another very lowtech, 
wellestablished approach that could be 
implemented immediately: forestry man
agement. By ensuring that a new tree is 
planted for every mature tree cut, lumber 
going into construction could effectively 
be stored carbon. A critical element of this 
method is, of course, ensuring that all cut 
mature trees are replaced. One of the most 
destructive trends in the current situation 
is the conversion of tropical forest into 
pastureland or other agricultural use. 

The technology of forest management 
is available right now. But we do need to 
change the economic value placed on for
ests in all regions. They could make an im
portant contribution to sustaining a habit
able planet. 

Paul M. Martin  Springfield, Mass. 

IMMODEST PROPOSAL 
In “That’s Life” [Anti Gravity], Steve Mir
sky notes a study asserting that it “found 
no reports of primary data relating to 
health aspects of the use of sex robots.” In 
response, I would like to point out that ab
sence of evidence is not evidence of absti
nence—or even evidence for absence. 

Dan Barker  Atlanta

ERRATA 
“Is Dark Matter Real?” by Sabine Hossen
felder and Stacy S. McGaugh, should have 
referred to the theory of particle dark mat
ter predicting many more small dwarf gal
axies than are observed rather than fewer. 
Further, the units for the graph in the box 
“A Problem for Dark Matter” should have 
been given as meters per second squared 
rather than meters per second. 

Stephen Ornes’s “Art by the Numbers”  
should have said that there will never be  
a finite number of primes rather than a 
countable number. 
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SCIENCE AGENDA 
OPINION AND ANALYSIS FROM  
SCIENTIFIC AMERICAN ’ S BOARD OF EDITORS

Illustration by Raz Latif

Rethinking the 
“Anthropocene” 
A popular name for our era perpetuates 
misperceptions about humans and nature 
By the Editors 

Alarming news,  arriving almost daily, about rising temperatures, 
melting glaciers, species diebacks, radioactive waste, oceans con-
taminated with plastic, and other calamities has seared in our 
minds the staggering impact that humanity now has on our plan-
et. In 2000 atmospheric scientist Paul Crutzen encapsulated these 
concerns into a single word, the “Anthropocene,” which he pro-
posed as the geologic name of an era dominated by the hu  man 
race. Geologists cannot agree on when the Anthropocene be  gan, 
and stratigraphers are still debating whether it is in fact a geo-
logic era at all. Even so, the term has riveted public attention and 
sparked impassioned arguments about the relationship be  tween 
hu  mans and the natural world. 

Several scholars in the humanities criticize the name itself, 
however, arguing that it perpetuates long-standing misconcep-
tions about this relationship. Replacing “Anthropocene” with a 
name that focuses instead on its underlying causes might be 
more conducive to helping us tackle them. 

One problem with the term is hubris: naming a geologic era 
after ourselves suggests a certain awe at our own magnificence. 
And sociologist Eileen Crist holds that it was such an anthropo-
centric worldview that got us into this predicament in the first 
place. When scientists discuss possible responses to a rapidly 
warming planet, they almost always accept the dominion of 
humans over all other species, Crist and others charge, imagining 
that the enlightened among us can sagaciously steer planet Earth 
onto a sustainable pathway without major disruptions to our 
modern ways of life. 

A second indictment is that “Anthropocene” im  plicitly blames 
the entire human race for a crisis caused by a relative few. Surely 
the “Man of the Hole,” the last survivor of an un  contacted hunt-
er-gatherer tribe in the Brazilian Amazon, bears less responsibil-
ity for our present predicament than, say, former Secretary of 
State Rex Tillerson, who was CEO of ExxonMobil. The tribe’s car-
bon emissions are essentially zero, whereas ExxonMobil is the 
fifth largest carbon emitter in the world, according to the Carbon 
Majors Report.

Yet another critique is that the “Anthropocene discourse” 
tends to hold not only all humans but  human nature  responsible 
for this predicament. That makes little sense to anthropologists, 
who point out that people have repeatedly figured out how to live 
within their ecological means and even thrive. Social scientists 
and others contend, however, that the environmental issues we 
face derive not from human nature but from culture: specifically, 

a socioeconomic configuration that arose in Europe in the second 
half of the past millennium. Giving the period a name that focus-
es on its actual historical and cultural roots, they say, would help 
us understand what happened, remind us that it is a choice—not 
an inevitability—and perhaps offer a way forward that does not 
require sacrificing the glorious wealth of life that surrounds us. 

To this end, thinkers have suggested an astonishing variety of 
alternative names. The most widely accepted is “Capitalocene,” 
first proposed by human geographer Andreas Malm, who locates 
the origins of the “era of capital” in the use of coal to fuel factories 
in 19th-century England. In contrast, geographer and historian 
Jason W. Moore contends that the Capitalocene arose in 15th-cen-
tury Europe with an economic system predicated on perpetual 
territorial expansion. Expanding to the New World and moving 
on to colonies and dominions in Asia, Africa and Australia, capi-
talism established global systems of manufacturing and trade 
that consumed nature at unprecedented rates and is only now 
bumping up against planetary boundaries. Philosopher Donna 
Haraway has proposed another name that looks to the future: 
“Chthulucene” (from the Greek  chthonos,  meaning “of the earth”), 
an age in which we humans teach ourselves to live in full and rich 
harmony with our fellow beings. 

These thinkers seek not so much to dethrone the concept of 
the Anthropocene as to—perhaps by taking a page from the idea 
of the Chthulucene —enrich the ongoing discussion between sci-
entists and society to support us all in making the difficult choic-
es ahead. We welcome that idea. Working collaboratively, the nat-
ural sciences and the humanities can help us break through 
thought barriers and generate fresh ideas. To quote Albert Ein-
stein: “We cannot solve our problems with the same thinking we 
used when we created them.” 

JOIN THE CONVERSATION ONLINE 
Visit Scientific American on Facebook and Twitter  
or send a letter to the editor: editors@sciam.com
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The Last  
of the Ocean 
Wilderness
Just 13 percent of the ocean remains 
largely untouched by human activity
By Kendall Jones and James Watson

The ocean covers  more than 70 percent of our planet, an area 
of over 160 million square miles. It is so immense that explor
ers once thought there was no way to cross it. When our ships 
were ad  vanced enough to do so, naturalists then thought it im 
possible for hu  mans to ever exhaust fisheries or drive marine 
species to extinction. 

They were wrong. 
Commercial fishing now covers an area four times that of 

agriculture, and much of that expanse has been rendered com
pletely un  sustainable. We have de  pleted 90 percent of formerly 
important coastal species. Large fish have been harvested so 
heavily that they are virtually wiped out in many places. Indeed, 
studying once vital fish habitats such as coral reefs has been 
compared to trying to understand the Serengeti by studying ter
mites and locusts while ignoring the wildebeest and lions. 

Some may hope that there are immense areas still untouched, 

given that humans do not live on the ocean and we need special
ized ships to go far beyond the coast. But that is incorrect. In a 
study published this summer in  Current Biology,  we used fine
scale global data on 15 human stressors to the ocean—including 
commercial shipping, sediment runoff and several types of fish
ing—to show that Earth’s “marine wilderness” is dwindling. Just 
13  percent of the ocean remains as wilderness, and in coastal  
re  gions, where human activities are most intense, there is 
almost no wilderness left at all. Of the roughly 21 million square 
miles of marine wilderness remaining, almost all is found in the 
Arctic and Antarctic or around remote Pacific island nations 
with low populations. 

These remnants of wilderness are home to unparalleled 
marine life, sustaining large predators and high levels of genet
ic diversity. The lack of human impact can also make them high
ly resilient to rising sea temperatures and coral bleaching—
stressors that cannot be halted without globally coordinated 
efforts to reduce emissions. 

In an era of widespread marine biodiversity loss, wilderness 
areas also act like a window into the past, revealing what the 
ocean looked like before overfishing and pollution took their 
toll. This is crucial information for marine conservation. If we 
are to re  store degraded areas to their former state, we need to 
know what to aim for. 

What concerns us now is that most wilderness remains un 
protected. This means it could be lost at any time, as advances 
in technology allow us to fish deeper and ship farther than ever 
be  fore. Thanks to a warming climate, even places that were 
once safeguarded because of yearround ice cover are now open 
to fishing and shipping. 

This lack of protection stems in large part from internation
al environmental policies failing to recognize the unique values 
of wilderness, instead focusing on saving atrisk ecosystems and 
avoiding extinctions. This is akin to a government using its 
entire health budget on emergency cardiac surgery, without 
preemptive policies encouraging exercise to decrease the risk of 
heart attacks occurring in the first place. 

If Earth’s marine biodiversity is to be preserved in perpetu
ity, it is time for conservation to focus not only on the E.R. but 
also on preventive health measures. 

Our  Current Biology  paper comes with a plea. As we develop 
international conservation agreements, it is crucial that we rec
ognize the unique values of wilderness and set targets for its re 
tention. Without further action, wilderness areas will likely be 
lost forever—something President Lyndon B. Johnson urged us 
to avoid when he signed the Wilderness Act in 1964. “If future 
generations are to remember us with gratitude rather than con
tempt,” Johnson observed, “we must leave them more than the 
miracles of technology. We must leave them a glimpse of the 
world as it was in the beginning.” 

JOIN THE CONVERSATION ONLINE 
Visit Scientific American on Facebook and Twitter  
or send a letter to the editor: editors@sciam.com

Kendall Jones  is a doctoral researcher  
at the University of Queensland in Australia.
James Watson  is a professor in the School 
of Earth and Environmental Sciences at 
the University of Queensland. 
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Whisky researchers are at  
the forefront of the science  
of food-fraud detection.
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FOOD SCIENCE 

Whisky 
Fakers 
Scientists are developing  
better methods for detecting 
liquor and food fraud 

Whisky auctioneer  Isabel Graham-Yooll 
was examining a seller’s collection in Lon-
don last year when she noticed some of  
the liquors were slightly off-color—and  
several bottles seemed a little too full. She 
called the police, who arrested the seller  
for fraud. If the case goes to court, prosecu-
tors may be able to count on more than just 
Graham-Yooll’s knowledge of fine whiskies; 
emerging laboratory techniques could help 
identify the liquors in question. 

Whisky researchers are finding them-
selves at the forefront of the burgeoning sci-
ence of food-fraud detection. The spirit is a 
handy test substance because of its com-
plexity: its main components—water and 
barley or other cereals—and its production 
method create unique chemical and biologi-
cal signatures. And the time whisky spends 
in a wood cask helps to impart its golden 
color and unique aromas. “If [a new testing] 
technique works for whisky, then we can  
be sure it works for other spirit categories,” 
says Shona Harrison, the analytical services 
manager of the Scotch Whisky Research 
Institute (SWRI) in Edinburgh, whose work 
is funded by several liquor companies.  
Harrison and other researchers are fighting 
food and beverage fraud on multiple 

© 2018 Scientific American © 2018 Scientific American
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fronts—from monitoring global trade 
data to adapting laboratory-detection 
tools for use in the field. 

Fakes are often a response to sudden 
bursts of demand for a particular prod-
uct. Counterfeit Scotch, for example, is 
most common in places where legiti-
mate suppliers cannot keep pace with 
consumers’ thirst for the liquor. And in 
the past couple of years a New Zealand 
honey called mānuka experienced a 
spike in popularity that was followed by 
a glut of bogus mānuka on the market. 

Slapping high-end labels on bottom-
shelf commercial whisky, honey or other 
products primarily harms the owner of 
the high-end brand. But when fraudsters 
replace the product consumers think 
they are buying with something else 
altogether, it can sicken or even kill peo-
ple; this happened in India last year when 
six people died and 30 more fell ill from 
methanol poisoning after drinking black-
market liquor. Food fraud is also lucra-
tive—criminals can pocket tens of thou-
sands of dollars per shipment of counter-
feit product, and the sentences for 
getting caught are much more lenient 
than those for trafficking illegal drugs. 

Detecting bad batches of some-
thing already on store shelves may be 
too late. So food technologist Katharina 
Verhaelen of the Bavarian Health and 
Food Safety Authority and her col-
leagues developed software that moni-
tors food-import data in Germany on a 
monthly basis and flags suspicious 
changes in product volumes or prices. 
The system helped to identify adulter-
ated hazelnuts associated with a record 
price jump, Verhaelen’s team reported 
in the December issue of  Food Control. 

Researchers are also using media 
reports to help detect and track coun-

terfeit food. In a study published in 
November, supply chain researcher 
Yamine Bouzembrak of Wageningen 
University in the Netherlands and his 
colleagues took a public health alert  
program called the Medical Information 
System (MedISys), which scans online 
news and records potential cases of 
food contamination, and repurposed it 
for detecting cases of fraud. As of late 
September, they had identified and con-
firmed 5,174 separate food-fraud inci-
dents, Bouzembrak says, and were set 

to meet with several European 
authorities at the November 
FoodIntegrity Conference in 
Nantes, France. They planned 
to discuss incorporating the 
updated tool, MedISys-FF, into  
early-warning systems for 
food contamination. 

As methods for monitor-
ing food fraud in the market 
have developed, so has com-
mercial technology for de -
tecting it at the molecular  

level. At a conference in 2017 Harrison 
encountered a portable spectrome-
ter—a device that splits light shone 
through a liquid into its component 
wavelengths and measures their inten-
sities to identify compounds inside. The 
customized device allowed minimally 
trained users to measure trace levels 
of sugars that are useful for verifying a 
wine’s identity. Harrison realized she 
could also use it to help distinguish 
whiskies based on their chemical char-
acteristics, a task that otherwise re -
quires bulkier lab equipment. Harri-
son’s institute, SWRI, bought one of the 
portable spectrometers to complement 
its existing profiling abilities. 

Chemist David Ellis and his col-
leagues at the University of Manchester 
in England, who collaborate with the 
SWRI researchers, are now developing 
other spectroscopic methods for profil-
ing Scotch. Whisky producers and dis-
tributors “seem particularly interested 
in ‘through-bottle’ methods at the mo -
ment,” Ellis says. His group’s technology 
might someday allow anyone to quickly 
screen bottles and decide whether to 
send them to the whisky authorities for 
a full analysis or whether it is safe to buy 
and enjoy them.  — Lucas Laursen

BOTANY 

High-Altitude 
Flora 
Hardy plants adapted to life  
on Mount Everest 

The upper slopes  of Mount Everest are a 
punishing place for plant life: high levels of 
ultraviolet radiation scorch the mountain, tem-
peratures regularly fall below freezing, and the 
icy, rocky terrain can hardly be called good 
soil. But now scientists have identified three 
new plant species capable of surviving this 
kind of place. Among the highest-elevation 
plants known to science, the specimens— 
collected decades ago but never studied until 
now—reveal unique adaptations to life on the 
roof of the world. 

On May 25, 1952, a Swiss expedition gath-
ered three plant samples on Everest at roughly 
6,400 meters. (The summit, which was first 
reached the following year, is 8,848 meters.) 
The dried specimens were placed in an herbari-
um in Geneva and sat forgotten until 2017, when 
Cédric Dentant, a botanist at Écrins National 
Park in Gap, France, rediscovered them. 

Dentant carefully analyzed the plants—each 
no more than a few centimeters long—and 
found several attributes that most likely contrib-
uted to their survival in such harsh surround-
ings, he reported in October in  Alpine Botany. 
 One of the plants had stems that burrowed 
into the ground, anchoring it in the unstable 
terrain; another had a cushionlike shape that 
limited heat and water loss; and two, accord-
ing to notes made by the 1952 mountaineering 
team, grew in rock crevices, which are heated 
by sunlight and are often warmer than the sur-
rounding alpine environment. “We’re facing 
the limit of life,” Dentant says, referring to the 
extreme conditions in which these plants grew. 

Scientists nearly missed out on studying 
these high-altitude plants, says Sonja Wipf, an 
alpine plant ecologist at the WSL Institute for 
Snow and Avalanche Research SLF in Davos, 
Switzerland. “Not because they were growing 
on inaccessible rocky ledges,” says Wipf, who 
was not involved in the new research, “but 
because they were ‘buried’ in an herbarium.”  
 — Katherine Kornei 

Copper whisky stills
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ENVIRONMENT 

Signal in  
the Noise 
Signals from cell-phone towers 
help to predict imminent fog 

Fog often  leads to serious, costly collisions 
and accidents—particularly around airports, 
piers and highways. Monitoring visibility 
conditions in real-time could improve public 
safety and save tens of millions of dollars in 
the transportation sector alone. But con-
ventional fog-detection systems—including 
satellites, visibility sensors and human obser-
vations—can suffer from poor spatial resolu-
tion, high cost or low sensitivity near the 
ground, where monitoring is most critical. 

Now engineers Noam David and H.  
Oliver Gao, both then at Cornell University, 
have developed a way to use signal data 
from cell-phone towers to detect atmo-

spheric conditions that are conducive to fog. 
Wireless communications data are trans-

mitted within networks of antenna towers 
as microwave radiation. And weather affects 
the strength of signals received at the tow-
ers. Thus, cellular data offer a low-cost, 
continuous means of fog monitoring. 

David and Gao successfully employed 
this approach to predict fog in a swath of 

land around Tel Aviv, Israel, up to an hour 
before it appeared. They identified patterns 
in how microwave signals are modified in 
response to changes in temperature and 
humidity. In addition, based on how fog 
droplets attenuate the signals directly, the 
researchers showed they could detect fog 
at times when high-level clouds obscure 
satellite views. Unlike satellites, the method 

HE ALTH 

Molecular 
Microscope 
New technology lets scientists 
peer inside single cells 

Knowing how proteins  behave inside indi-
vidual human cells can tell us whether those 
cells will live, die or malfunction—informa-
tion that can serve as an early warning of 
disease. But such detailed information is hard 
to come by because today’s analytical meth-

ods require minimum samples of hundreds 
to thousands of cells. Now, however, re-
searchers at Pacific Northwest National 
Laboratory (PNNL) have developed a “mol-
e   cular microscope” for detecting and iden-
tifying proteins within samples of only a few 
cells—or even a single cell—and have used 
it to distinguish between diseased and 
healthy tissue. 

The new apparatus can analyze tissue 
samples 500 times smaller than those need-
ed for other protein-identification technolo-
gies. In one test, scientists used the tool to 
detect roughly 650 proteins in a single 
human lung cell. In another, they used it to 

inspect small samples of human pancreas 
tissue in a lab dish to determine if the tissue 
was diabetic or healthy. (Diseased pancreat-
ic cells can block the production of insulin, 
causing type I diabetes.) The researchers 
have also employed the technology to iden-
tify thousands of proteins from small num-
bers of healthy human brain, lung, liver and 
uterus cells. They hope this approach will 
lead to more targeted and personalized 
treatments for diseases. 

The system first collects tissue samples 
in minuscule wells etched into the surface 
of a glass chip. Then a robotic arm dispens-
es droplets of chemical reagents—for 

Protein-identifying apparatus Prostatic cancer cell
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extracting and isolating proteins—into each 
hollow. Scientists then use a device called a 
mass spectrometer to identify the proteins. 

Until now, protein-identification technolo-
gies could provide only an overall view of larger 
samples rather than detailed information about 
the proteins in single cells or very small cell 
clusters. “We can now isolate and analyze the 
individual needles from the haystack, whereas 
before we had to analyze the needles and hay-
stack together,” says chemist Ryan Kelly. He 
and his colleague Ying Zhu, both then at 
PNNL, co-authored the study published this 
past summer in  Angewandte Chemie. 

The main reason that working with samples 
this small is difficult is because some material is 
lost during each processing step. The new sys-
tem addresses this issue by using wells that 
minimize the surface area onto which proteins 
might stick. David Goodlett, a University of 
Maryland chemist who was not involved in the 
work, calls it an exciting step forward. The sci-
entists have developed “an elegant solution to 
this problem,” he says. 

The researchers are now applying this 
technology to identify proteins in single tumor 
cells circulating in the bloodstream of patients 
with prostate cancer. The ability to detect 
such small details in these cells could help 
explain why some unhealthy tissues become 
resistant to drugs. — Rachel Berkowitz

also distinguishes between ground-level fog 
and low-level clouds. The research was de -
tailed in studies published in January in the 
 Journal of Geophysical Research: Atmospheres 
 and online in August in  Natural Hazards. 

Cellular networks are deployed worldwide, 
which would make it easy to utilize this method 
in most regions. “In principle, we could already 
use existing infrastructure for day-to-day early 
detection of fog formation,” David says. “Be -
cause system data can be received in real time, 
we can imagine short-term early warning 
against fog.” He advocates rigorous testing in 
diverse parts of the world to probe the meth-
od’s limitations. 

The new work shows it is possible to detect 
subtle conditions that precede fog formation. 
Kelly Caylor, an environmental scientist at the 
University of California, Santa Barbara, who 
was not involved in the work, calls it “a sub-
stantial step forward. There’s something 
remarkable and quite satisfying about finding 
so much signal in what would otherwise be 
considered noise.”  — Rachel Berkowitz
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ANIM AL BEHAVIOR 

Rolling 
Octopuses 
Cephalopods high on  
MDMA help to reveal  
the origin of social behavior 

Several octopuses  might have recently 
become the happiest individuals in their 
species’ history when researchers gave 
them MDMA—the party drug often called 
Molly or Ecstasy. This may sound like a 
contender for an “Ig Nobel Prize,” but the 
scientists behind the study, published in 
October in  Current Biology,  say tripping 
cephalopods can help us better understand 
the roots of sociability throughout the ani-
mal kingdom—including in people. “As 
human beings, we like to know where we 
came from,” says Gül Dölen, a neuroscien-
tist at the Johns Hopkins School of Medi-
cine and co-author of the new paper. 
“MDMA is an amazing tool for studying 
social behaviors across multiple species.” 

MDMA (short for “3,4-methylene-
dioxy-methamphetamine”) binds to trans-
porter proteins in neurons, vastly increas-
ing the availability of the signaling chemical 
serotonin. This flood of serotonin produces 
feelings of euphoria and sociability. Most 
research on the drug has been conducted 
in mice and rats, which respond similarly to 
how people do. 

Rodents and humans diverged on the 
evolutionary tree around 75 million years 
ago, but a 500-million-year gulf separates us 
from octopuses. The cephalopods’ in  vert e-
brate brains are vastly different from our 
own; they lack regions such as the cortex, 
basal ganglia and nucleus accumbens that 

we normally associate with complex inter-
personal behaviors. Investigating how sero-
tonin affects a creature so ancient and dif-
ferent from hu  mans—far more so than, say, 
a rat—can illuminate whether the signaling 
chemical has always played a role in medi-
ating friendly interactions or whether that 
function evolved more recently, Dölen says. 

Dölen and her co-author Eric Edsinger, 
a research fellow at the Marine Biological 
Laboratory in Woods Hole, Mass., placed 
pairs of sober California two-spot octopus-
es—a typically antisocial species—in tanks 
together. One animal in each pair was 
secured under a mesh pot that allowed it 
to see, smell and touch the other octopus 
but prevented the two from fighting. As 
expected, the free-swimming octopuses 
chose to spend most of their time on the 
other side of the tank, as far as possible 
from the caged ones. 

That completely changed when the 
uncaged octopuses were exposed to 
a tank containing dissolved MDMA and 
reintroduced to the experimental tank. 
Like humans at a rave, the drugged cepha-
lopods relaxed their posture, moved their 
arms and somersaulted through the water 
as though they were dancing. They also 
spent significantly more time near their 
caged partners, sometimes attempting to 
touch them and even adopting a hugging 
posture around the mesh container. 

The octopuses’ raverlike reactions  
suggest that the human brain regions so 
closely associated with social bonding and 
affability may be evolutionary accidents 
rather than necessary elements, Dölen 
says. “This reiterates the importance of 
understanding function [at] the level of 
molecules,” she adds. “Focusing on brain 
regions does not give us the whole story.”  
 — Rachel Nuwer

Two-spot octopus
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Rolling 
Octopuses 
Cephalopods high on  
MDMA help to reveal  
the origin of social behavior 

Several octopuses  might have recently 
become the happiest individuals in their 
species’ history when researchers gave 
them MDMA—the party drug often called 
Molly or Ecstasy. This may sound like a 
contender for an “Ig Nobel Prize,” but the 
scientists behind the study, published in 
October in  Current Biology,  say tripping 
cephalopods can help us better understand 
the roots of sociability throughout the ani-
mal kingdom—including in people. “As 
human beings, we like to know where we 
came from,” says Gül Dölen, a neuroscien-
tist at the Johns Hopkins School of Medi-
cine and co-author of the new paper. 
“MDMA is an amazing tool for studying 
social behaviors across multiple species.” 

MDMA (short for “3,4-methylene-
dioxy-methamphetamine”) binds to trans-
porter proteins in neurons, vastly increas-
ing the availability of the signaling chemical 
serotonin. This flood of serotonin produces 
feelings of euphoria and sociability. Most 
research on the drug has been conducted 
in mice and rats, which respond similarly to 
how people do. 

Rodents and humans diverged on the 
evolutionary tree around 75 million years 
ago, but a 500-million-year gulf separates us 
from octopuses. The cephalopods’ in  vert e-
brate brains are vastly different from our 
own; they lack regions such as the cortex, 
basal ganglia and nucleus accumbens that 

we normally associate with complex inter-
personal behaviors. Investigating how sero-
tonin affects a creature so ancient and dif-
ferent from hu  mans—far more so than, say, 
a rat—can illuminate whether the signaling 
chemical has always played a role in medi-
ating friendly interactions or whether that 
function evolved more recently, Dölen says. 

Dölen and her co-author Eric Edsinger, 
a research fellow at the Marine Biological 
Laboratory in Woods Hole, Mass., placed 
pairs of sober California two-spot octopus-
es—a typically antisocial species—in tanks 
together. One animal in each pair was 
secured under a mesh pot that allowed it 
to see, smell and touch the other octopus 
but prevented the two from fighting. As 
expected, the free-swimming octopuses 
chose to spend most of their time on the 
other side of the tank, as far as possible 
from the caged ones. 

That completely changed when the 
uncaged octopuses were exposed to 
a tank containing dissolved MDMA and 
reintroduced to the experimental tank. 
Like humans at a rave, the drugged cepha-
lopods relaxed their posture, moved their 
arms and somersaulted through the water 
as though they were dancing. They also 
spent significantly more time near their 
caged partners, sometimes attempting to 
touch them and even adopting a hugging 
posture around the mesh container. 

The octopuses’ raverlike reactions  
suggest that the human brain regions so 
closely associated with social bonding and 
affability may be evolutionary accidents 
rather than necessary elements, Dölen 
says. “This reiterates the importance of 
understanding function [at] the level of 
molecules,” she adds. “Focusing on brain 
regions does not give us the whole story.”  
 — Rachel Nuwer

Two-spot octopus
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SYNTHE TIC BIOLOGY 

Mimicking 
Spider Silk 
Fibers made by engineered 
microbes are as strong and 
flexible as natural ones 

Spiders spin the stuff  of engineers’ 
dreams. Their silk is as strong as steel, 
stretchy, nontoxic and biodegradable. 
But spiders are not easy to farm. Each 
produces only a minuscule amount of 
silk, and some are cannibalistic. For 
decades scientists have tried to mimic 
the silvery strands to use for sutures, 
athletic gear and bulletproof vests, but 
their synthetic fibers have fallen short. 
Now a team has coaxed bacteria to 
produce silk as tough and elastic as 
the natural version. 

Researchers have previously trans-
planted silk-making DNA from spiders 
into bacteria, silkworms, plants and 
even goats in an effort to mass-pro-
duce the substance. Until now, how-
ever, the best engineered fibers have 
been only half as strong as the real 
thing. The secret to spider silk’s 
strength lies in large protein mole-
cules composed of hundreds of strings 
of repeated amino acids encoded by 
similarly lengthy, repetitive DNA 
sequences. But “in general, nature does 
not like repetitive DNA and finds ways 
to get rid of it,” says Fuzhong Zhang, 
a professor of energy, environmental 
and chemical engineering at Washing-
ton University in St. Louis. Spiders have 
figured out how to stabilize the large 
DNA—but in other creatures, such 
repeated units get snipped or changed. 

To circumvent this problem,  
Zhang and his colleagues modified the 
spider DNA involved in producing silk 
proteins. Microbes engineered with 
this modified DNA make silk protein 
molecules with a unique “tag.” The 
tags glue together two molecules  
to form the desired long chain and 
then fall off. The resulting proteins  
are longer than the largest natural 
proteins. The researchers made these 
proteins into a powder and mixed it 
into a solution that can be spun into 
fibers as strong as natural ones, they 

reported in September in Biomacromolecules. 
Synthetic silk could be a sustainable alter-

native to petroleum-derived fibers such as 
nylon, Zhang says. But the challenge is pro-
ducing it in sufficient quantities at low cost. 
The new approach may still face the same 
issue because the spinning solution is made 

with a corrosive and costly solvent, says Greg-
ory Holland, a professor of chemistry and bio-
chemistry at San Diego State University, who 
was not involved in the work. “The next step,” 
Holland says, “is working on [a water-based] 
solution to see if similar high-performance 
fibers can be produced.”   — Prachi Patel 

Biosynthetic silk
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Biosynthetic silk
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PUBLIC HE ALTH 

India Has  
a Female 
Suicide 
Crisis 
The high rate may be  
driven by a disconnect 
between ambition and  
social acceptance 

Women in India  are committing 
suicide at an alarming rate. Research 
published in the October issue of the 
Lancet Public Health  reveals that in 
2016 they accounted for more than 
36 percent of female suicide deaths 
globally, despite making up less than 
18 percent of the world’s female 
population. Suicide is the leading 
cause of death among Indian women 
ages 15 to 29, responsible for about 
26 to 33 deaths per 100,000 wo   men 
in that range. According to the 
Global Health Data Exchange,  
a database that tracks worldwide 
health trends and demographics, 
India has the highest suicide rate 
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OLFAC TION 

Smelly Math 
Scientists use geometry to map 
relations among odor molecules 

The human nose  finds it simple to distin-
guish the aroma of fresh coffee from the 
stink of rotten eggs, but the underlying 
biochemistry is complicated. Researchers 
have now created an olfactory “map”—a 
geometric model of how molecules com-
bine to produce various scents. This map 
could inspire a way to predict how people 
might perceive certain odor combinations 
and help to drive the development of new 
fragrances, scientists say.

Researchers have been trying for years 
to tame the elaborate landscape of odor 
molecules. Neuroscientists want to better 
understand how we process scents; per-

fume and food manufacturers want better 
ways to synthesize familiar aromas for 
their products. The new approach may 
appeal to both camps. 

One earlier strategy for mapping the 
olfactory system involves grouping odor 
molecules that have similar molecular 
structures and using those similarities to 
predict the scents of novel combinations. 
But that avenue often leads to a dead end. 
“It’s not necessary that chemicals with the 
same chemical structures will be perceived 
similarly,” says Tatyana Sharpee, a neuro-
biologist at the Salk Institute for Biological 
Studies in La Jolla, Calif., and lead author 
of the study, which appeared in August in 
 Science Advances. 

Sharpee and her colleagues analyzed 
odor molecules found in four familiar and 
unmistakable scents: strawberries, toma-
toes, blueberries and mouse urine. The 
researchers calculated how often and in 

what concentrations certain molecules 
turned up together in these scents. They 
then created a mathematical model in 
which molecules that occurred together 
frequently were represented as closer  
in space and molecules that rarely did  
so were farther apart. The result was a 
“saddle”-shaped surface—a hallmark of  
a field called hyperbolic geometry, which 

National suicide rates are typically linked with a country’s sociodemographic index 
(SDI)—a measure of development derived from average income, educational attainment 
and fertility rate. Based on India’s SDI, researchers found that the suicide rate among 
women there was almost three times higher than expected. Moreover, whereas suicide 
rates often increase with age, Indian women between 15 and 49 die from self-harm at 
a rate exceeding that of all other age groups. The graphs compare suicide rates by age 
group in countries with almost exactly the same SDI as India’s. To avoid potential statis-
tical anomalies, countries with populations of fewer than five million are excluded. 
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among young and middle-aged women for 
countries with similar sociodemographics. 

The situation may be related to a clash 
between women’s aspirations and the rigidity 
of their social environment, hypothesizes 
study author Rakhi Dandona, a professor of 
global health at the Public Health Foundation 
of India and the University of Washington.  
As India has developed, women have become 
better educated and more empowered, and 
arranged marriages have declined. Yet in 
many aspects of society, women still possess 
lower status and face barriers to opportunity. 
Dandona and other experts suspect this 
disconnect may drive some to despair. Suicide 
rates are especially high in southern Indian 
states, where development and social advanc-
es have accelerated. In contrast, Dandona 
says, suicide rates in the rural, more tradition-
al northern states could be lower because 
women there may have “less knowledge that 
they could actually live a better life.” 

“Deaths that occur due to suicide are also  
a product of the method that is used,” says 
Vikram Patel, a professor of global health at 
Harvard University, who was not involved in 
the  Lancet Public Health  study. In the West, 
women attempt suicide more often than men, 
but men typically use more lethal means, 
resulting in more deaths. In India, however, 
Patel says that men and women tend to use  
the same, more fatal, methods.  — Dana G. Smith 

obeys different rules from the geometry most 
people learn in school. 

The researchers envision an algorithm, 
trained on this hyperbolic geometry model, 
that can predict the scents of new odor com-
binations—or even help to synthesize them. 
One of Sharpee’s collaborators, behavioral 
neuroscientist Brian Smith of Arizona State 
University, wants to use this method to create 
olfactory environments in places devoid of 
natural scents.

Such a tool would be useful to scientists 
and odor manufacturers alike, says olfactory 
neuroscientist Joel Mainland of the Monell 
Chemical Senses Center in Philadelphia, who 
was not involved in the study. The ultimate 
goal is to know enough about how odors 
work to replicate natural smells without the 
natural sources, Mainland says: “We want to 
identify a strawberry flavor without worrying 
about replicating the ingredients that are in 
a  strawberry.” — Stephen Ornes
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 RWANDA 
Rwanda is setting up its first research center for 
noncommunicable diseases, including diabetes 
and cancer. Such illnesses currently account for 
46 percent of the country’s total deaths by all 
diseases—a 100 percent increase from 2000. 

 PAKISTAN 
Researchers have detected the flesh-eating amoeba 
 Naegleria fowleri  in the domestic water supply of 
Karachi, Pakistan’s most populous city. The metropolis 
of 15 million people has seen an alarming uptick in cases 
of a fatal type of encephalitis caused by the parasite. 

 ISRAEL 
Scientists have discovered the world’s oldest-known brewery in a 
cave near Haifa. They found residue from 13,000-year-  old wheat- 
and barley-based beer that resembled porridge. The previous 
earliest known brewery was thought to be 5,000 years old. 

 GERMANY 
Germany has launched the world’s first hydrogen-
powered trains in an effort to reduce its dependence on 
fossil fuels. The trains, which can reach speeds up to 140 
kilometers per hour, have fuel cells that convert hydrogen 
and oxygen into electricity. 

 ECUADOR 
Scientists have identified 
a new hummingbird 
species in the Ecuadorian 
Andes. But very few of the 
birds exist, and the species 
is considered critically 
endangered. Its habitat 
is shrinking as nearby 
communities burn the 
native landscape to make 
way for cattle grazing. 

IN THE NE WS

Quick 
Hits 
By Ankur Paliwal

For more details, visit  
www.ScientificAmerican.com/
dec2018/advances 

 CHINA 
The Chinese government is 
requiring athletes who want 
to compete for the country 
in the 2022 Beijing Olympic 
Games to have their genomes 
sequenced. Officials say this 
practice is to screen for 
medical conditions that 
could affect the competitors’ 
performance; some scientists 
have called it discriminatory. 

PSYCHOLOGY 

Second 
Chances 
First impressions about “bad” 
people are not set in stone 

Common wisdom  holds that negative 
first impressions are hard to shake—and 
some research backs this up. But such 
studies often unfairly compare impressions 
based on immoral deeds that are extreme 
and relatively rare (such as selling drugs  
to kids) with impressions based on kind-
nesses that are more common (such as 
sharing an umbrella). A new set of studies 
involving precisely balanced behaviors 
finds that people are more willing to change 
their mind about individuals who initially 
come off as selfish than about those they 
deem selfless. 

In three of the experiments, 336 labora-
tory and online participants read about two 
people who each made a series of 50 deci-
sions regarding how many electric shocks 
to give someone in exchange for money. 
One fictional subject required more mon-

ey per shock than the average person did 
to inflict pain on others. The other’s price-
per-shock threshold was comparably low-
er than the average person’s. Study partici-
pants read about each subject’s decisions 
one at a time. Before seeing each decision, 
they predicted what it would be. After 
every three decisions the fictional subject 
made, participants rated the individual on 
a scale from “nasty” to “nice,” then speci-
fied their confidence in the rating. 

As expected, participants rated the 
person who gave shocks for a lower price 
as nastier than the higher-price shocker. 

But they expressed less confidence in the 
“nasty” ratings, and their predictions of 
how many shocks that person would give 
fluctuated more. In other words, their be -
liefs about the “bad” subject were more 
changeable. “A well-designed brain sys-
tem would not write someone off com-
pletely at the first sign of trouble,” says 
Molly Crockett, a psychologist at Yale  
University, who co-authored a paper 
about the new set of studies, published  
in October in  Nature Human Behaviour.  
 An open mind helps people forgive and 
form bonds, Crockett adds. 

The test scenarios are a far cry from 
real-world interactions. Still, the experiment 
offers “a really elegant paradigm that drills 
down on a question that’s so central to our 
everyday human life,” says Peter Mende-
Siedlecki, a psychologist at the University 
of Delaware, who was not in  volved in the 
study. Crockett suspects the findings about 
social impressions re  flect a general mental 
process of absorbing more information in 
threatening situations. She describes the 
resultant social tendency as a double-edged 
sword: “It’s very good for conflict resolu-
tion—but at the same time it could trap you 
in a bad  relationship.”  — Matthew Hutson
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THE SCIENCE  
OF HEALTH Claudia Wallis  is an award-winning science journalist whose 

work has appeared in the  New York Times, Time, Fortune  and the 
 New Republic.  She was science editor at  Time  and managing editor 
of  Scientific American Mind. 
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Cultivating a 
Computer-Side 
Manner 
There’s a right way for doctors to 
integrate technology into patient care 
By Claudia Wallis 

I don’t know  if you’ve noticed this, but something has come be 
tween you and your doctor. It’s there at every office visit, stealing 
the doc’s attention and punctuating conversations with awkward 
silences and the light clicking of a keyboard. Yes, it’s the comput
er, an omnipresent participant in the modern medical exam. 

Electronic health records (EHRs)—and the computers that 
support them—crept onto the scene about 25 years ago, but they 
took off after getting a $19billion boost in 2009 as part of the fed
eral economic stimulus package. Several other countries, especial
ly those with national health care systems, had already adopted 
EHRs, reaping the benefits of instant access to a patient’s history, 
prescriptions, and much more. The U.S. was playing catchup. 

Alas, the rollout was excruciating. University of Chicago pedi
atrician Lolita Alkureishi vividly re  mem bers the 2010 arrival of 
EHRs at the clinic where she sees patients. “It was like seeing the 
five stages of grief,” says Alkureishi, who had volunteered to ori
ent colleagues to the system. “People were angry and cursing at 
the computer. They were sad, lamenting the loss of paper charts. 

People were trying to bargain with me—saying, ‘Could you just 
put in the orders for me?’ Some finally ac  cepted it, and some nev
er got to that stage.” Sadly, a number of veteran physicians took 
the arrival of EHRs as a cue that it was time to retire, recalls Neda 
Rata na wong sa, associate professor of internal medicine at the 
University of California, San Francisco. 

The shift reshaped the doctorpatient relationship, says Eliza
beth Toll, a pediatrician and internist at Brown University: “Pri
or to that I would have told you I had a job that revolved around 
people. Immediately thereafter I had a job that revolved around 
the computer. If you didn’t pay 100 percent attention to the 
machine, you’d start making mistakes: you’d pick the wrong med
icine or the wrong dose or send orders for the wrong test. I would 
often feel that the patient was slipping into second place.” In fact, 
a 2017 study showed doctors spent twice as much time on clerical 
work—much of it after hours—as seeing patients. 

Alkureishi decided to investigate the phenomenon, working 
with internist Wei Wei Lee, assistant dean of students at Chica
go’s Pritzker School of Medicine. They led a 2016 metaanalysis of  
53 studies examining the impact of EHRs on patientphysician 
interactions. Six of the studies quantified EHR use and found it 
consumed, on average, 32 percent of a doctor visit. A 2017 study 
by Ratanawongsa found that health care providers spent 30.5 
percent of a visit dividing their attention between pa  tient and 
computer, another 4.6 percent silently tapping away and 33.1 per
cent in focused discussion with the patient. 

The metaanalysis identified both good and worrisome behav
iors. Conversation was too often synchronized to typing pauses 
and subject to abrupt shifts, as the doctor worked through 
screens of required questions. Only about 10 percent of doctors 
shared the screen with patients, but when they did, patients liked 
it. One study found that when trauma patients were shown scans 
of their injuries on a tablet, they felt more in  volved in their care. 

Based on their research, Lee and Alkureishi developed a set of 
“patientcentered” best practices for EHRs that are now taught to 
all Pritzker students and included in EHR training for medical 
staff. Among the tips: review patient records before the visit so 
you can begin the first “golden minute” with eye contact and con
versation; position the computer in a “triangle of trust” where the 
patient can also see it; narrate data entry aloud so the patient can 
listen and comment; and disengage with technology when dis
cussing sensitive matters. The authors also encourage using 
online videos and graphics as what Lee calls “a communication
enhancing tool” for patients. They have shared their ideas wide
ly, including via a brief Doctor’s Channel video. 

One reason EHR systems were so disruptive in the U.S. is that 
they were designed with billing in mind, as opposed to simply 
patient care, as is the case in countries such as Sweden and the U.K. 
Newer systems are better, Ratanawongsa says, and integrated with 
tools for patients. At the same time, some practices are employing 
“medical scribes” as notetakers or employing a “team care” ap 
proach in which a nurse or assistant shares the recordkeeping 
role. Making patients aware of ways to avoid letting technology 
hijack their visit also helps. If that starts to happen, speak up! 

© 2018 Scientific American
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David Pogue  is the anchor columnist for Yahoo 
Tech and host of several  NOVA  miniseries on PBS.

TECHNOFILES

Illustration by Jay Bendt

A Meditation  
on Keyboard 
Shortcuts 
They were Apple’s brilliant innovation, 
and they  usually  make sense 
By David Pogue 

In the beginning,  there was the keyboard. If you wanted to issue 
a command to your computer, you typed it. Then came the Apple 
Macintosh, which popularized the mouse as standard equip-
ment. No longer would people have to memorize key com-
mands! No longer was the computer a plaything of the geeky 
intelligentsia! The menus would list all available commands, 
and the mouse would choose them. 

Even Apple, though, hedged its bets. Nestled on either side of 
the space bar were keys not found on any typewriter. They were 
modifier keys, to be used exclusively for keyboard shortcuts, 
aimed at those who still found tapping keys to be more efficient 
than mousing to the menu. 

To this day, some people live by keyboard shortcuts—on Win-
dows it’s Control C for Copy, Control V for paste—and others use 
the mouse. Each looks at the other with disdain. 

As a member of the former group, I think a lot about  
the mnemonics of keyboard shortcuts. Your English keyboard 
has 26 alphabet keys, plus four or five modifier keys. (Their 
names differ on Mac and Windows, but it’s some combination 
of Shift, Alt/Option, Ctrl/Command, Control, Windows and 
sometimes Fn.) 

These shortcuts have to trigger dozens of commands in an 
infinitude of programs. How can anyone keep them straight? It 
helps that Apple came up decades ago with simple combos for the 
most important functions across all programs. While pressing the 
Command key, you press the first letter of Print (P), Bold (B), Ital-
ic (I), Underline (U), New (N), Quit (Q) or Save (S). Microsoft lat-
er adopted the same sequences (using Ctrl instead of Command), 
so that they’re now universal on all computers. Thank goodness 
for copycats—I mean, standards. But Apple also came up with Z 
for Undo, X for Cut, C for Copy and V for Paste. They’re consecu-
tive keys on the bottom row, but otherwise not so memorable. 

Here’s the logic that Macheads used to explain those mappings. 
“Well, Z, the last letter because it Undoes the  last thing  you’ve done. 
X for Cut because X looks like a pair of scissors. And V for Paste 
because it looks like the proofreading mark for ‘insert.’” Well, okay. 

Things break down when more than one command starts with 
the same letter. Most of the Windows logo keystrokes on a PC are 
straightforward: E for Explorer, L for Lock. But what about the 
Start Dictation command? It can’t use S, because that’s Search; 
can’t use D, because that’s Display Desktop. So we get Windows 
H—a letter that doesn’t even appear in “Start Dictation.” 

I guess keyboard shortcuts are on my mind lately because of a 
massive mistake Apple made in 2015. It goes like this: 

If there’s one keyboard shortcut that’s nearly universal, it’s the 
space bar to  play or pause  a video or audio. It works on every vid-
eo site (YouTube, Netflix, Hulu . . .), every editing program (Movie 
Maker, Final Cut, Premiere, Avid  . . .), every photo app (Google 
Photos, Amazon Photos, Flickr, iPhoto, Windows Photos . . .). 

But in 2015 Apple introduced a new Mac Photos app. In this 
program, the space bar did not mean “play video.” There  was  no 
keyboard shortcut for “play video.” Instead Apple had mapped the 
space bar for opening a photo thumbnail to see it at full size. To 
play a video, you had to move your hand from the keyboard to the 
mouse or track pad. This from the company that  invented  the 
space bar playback convention! (Fortunately, in the latest version 
of Photos, the space bar once again means “play/pause.” Now, to 
open or close a photo, you press the Return key. It’s taking me 
some time to adjust, but with therapy, I’m getting there.) 

Truth is, you don’t have to settle for the mappings Apple and 
Microsoft have come up with. You can change almost any Mac key-
board shortcut to whatever you want, and free programs let you 
do the same in Windows. These days it’s  your  problem if the key-
stroke is awkward. But anything’s better than lifting your hand to 
pick up the mouse. Who wants to do  that? 

SCIENTIFIC AMERICAN ONLINE  
LEARN HOW TO CREATE YOUR OWN KEYBOARD SHORTCUTS:  
scientificamerican.com/dec2018/pogue 
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S P E C I A L  R E P O R T 

TOP  10  EMERGING 
TECHNOLOGIE S  OF  20 18

U N DER STA N DI NG T H E L AT E ST 
I N NOVAT IONS—A N D T H EI R CH A L L ENGE S—

W I L L H E L P SOCI ET Y DET ER M I N E HOW  
TO M A X I M I Z E T H EI R BEN E F I TS 

Illustrations by Vanessa Branchi 

I N  B R I E F

Artificial-intelligence technologies  are being de-
ployed to search for novel drugs and materials, as well 
as improve today’s digital assistants. Soon virtual im-
ages will be overlaid on our physical world. And quan-
tum computers are catching up to classical machines. 

In health,  advanced diagnostic tools are expanding 
the depth of precision medicine. Implantable, drug-
making cells that escape detection of the immune 
system and nerve-stimulating therapies could both 
enhance the management and treatment of diseases.

To address  the complex problems of society, re-
searchers are growing meat from stem cells, while 
the gene-drive community develops rules to govern 
how species-altering tools get used. Light-controlled 
nanomaterials could boost the efficiency of solar cells. 
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How will technology change your life  
in the near future? Artificial intelligence will 
greatly hasten the design of innovative drugs and 
materials. Advanced diagnostic tools will enable in-
creasingly personalized medicine. Augmented real-
ity will be everywhere, overlaying information and 
animation on real-world images to help you with 
everyday tasks—and to help industry to operate 
more efficiently. If you get sick, doctors will be able 
to implant living cells in your body that will act 
like drug factories, treating what ails you. And you 
will be eating eat beef, chicken and fish grown from 
stem cells, greatly reducing the environmental  
impact of animal farming and sparing countless 
creatures from inhumane treatment.

These world-changing ideas, along with others 
that make up this year’s list of “Top 10 Emerging 
Technologies,” were selected by leading experts in 
fields such as biology, inorganic chemistry, robotics 
and artificial intelligence. The list is the result of  
an intensive selection process. 

First, we cast a wide net, soliciting recommenda-
tions from innovators in the World Economic Forum’s 
Global Future Councils and Expert Network com-
munities, members of  Scientific American’ s advisory 
board and editorial staff, and others. Then, in a series 
of virtual meetings, a Steering Group evaluated how 
well the candidates met several criteria. The technol-
ogies had to have the ability to provide significant 
benefits to societies and economies and to do so in 
the next three to five years. They had to be potential-
ly disruptive, able to alter industries or established 
ways of doing things. And they had to be in relatively 
early stages of development—not yet in widespread 
use but being studied by many groups, generating 
excitement among experts, attracting increasing 
investment and, ideally, being developed by more 
than one company. The Steering Group trimmed 
the initial list of more than 50 submissions in its 
first meeting and then compiled additional infor-
mation to assess the roughly 20 candidates that re-
mained. It made its final decisions after gathering 
more information in two further discussions. 

— Mariette DiChristina and Bernard S. Meyerson

C O M P U T E R  S C I E N C E

AUGMENTED 
RE ALIT Y 
E VERY WHERE 
THE  WORLD  WILL  BE  OVERL AID 
WITH  DATA

By Corinna E. Lathan and 
Andrew Maynard 

Virtual reality (VR)  immerses you in a fictional, isolated 
universe. Augmented reality (AR), in contrast, overlays 
computer-generated information on the real world in 
real time. As you look at or wear a device equipped 
with AR software and a camera—be it a smartphone, 
a tablet, a headset or smart glasses—the program ana-
lyzes the incoming video stream, downloads extensive 
information about the scene and superposes on it rele-
vant data, images or animations, often in 3-D. 

Two examples: the display that helps your car to back 
up safely and the popular game Pokémon GO. A multi-
tude of consumer apps—including ones that translate 
street signs for foreign visitors, enable students to dis-
sect virtual frogs and allow shoppers to see how a chair 
will look in their living room before they bring it home—
also feature AR. In the future, the technology will 
enable museumgoers to conjure up guides resembling 
holograms; surgeons to visualize tissues underneath a 
patient’s skin in 3-D; architects and designers to collab-
orate on their creations in novel ways; drone operators 
to control their remote robots with enhanced imagery; 
and novices to speedily learn new tasks in areas rang-
ing from medicine to factory maintenance. 

Easy-to-use software for designing apps should 
expand consumer offerings in the coming years. At the 
moment, though, AR is having its greatest impact in 
industry, where it is an integral component of the 
“Fourth Industrial Revolution,” or “Industry 4.0”: the 
systemic transformation of manufacturing through the 
integration of physical and digital systems to improve 
quality, lower costs and increase efficiency. Many 
companies, for instance, are testing its use on assem-
bly lines. AR can deliver just the right information at 
the very moment it is needed (such as when a worker 
has to select one part over another)—thereby reduc-
ing errors, enhancing efficiency and improving pro-
ductivity. It can also visualize stresses in equipment 

 1

© 2018 Scientific American



December 2018, ScientificAmerican.com 31

CONTRIBUTORS  
EMERGING TECHNOLOGIES STEERING GROUP 

Mariette DiChristina, 
 Steering Group chair, is 
editor in chief of  Scientific 
American  and executive 
vice president, Editorial 
and Publishing, Maga
zines, for the parent com
pany, Springer Nature. 
From 2014 to 2016 she was 
vice chair of the Meta
Council on Emerg ing 
Technol  ogies—one of the 
World Economic Forum’s 
Global Agenda Councils. 

Bernard S. Meyerson, 
 Steering Group vice chair, 
is chief innovation officer 
at IBM. He is a member 
of the U.S. National Aca
demy of Engineering and 
a recipient of num erous 
awards for work spanning 
physics, engineering 
and business. He was  
the 2014–2016 chair of the 
World Eco nomic Forum’s 
MetaCouncil on Emerg
ing Technol ogies and  
the 2016–2018 chair of  
the Forum’s Global  
Future Council on 
Advanced Materials. 

Habiba Alsafar  is an 
associate professor of bio
medical engineering and 
director of the Center of 
Excellence in Biotech 
nology at Khalifa Universi   
ty in the United Arab Emir
ates. Her work con cen
trates on identi  fying 
genomic segments that 
predispose people to dis
eases that are becom ing 
increasingly prevalent  
in U.A.E. communities.  
She has served on the 
World Economic Forum’s 
Global Future Council  
on Biotechnologies 
(2016–2018). 

Alán Aspuru-Guzik  is  
a professor of chemistry 
and computer science at 
the University of Toronto 
and a member of the Vec
tor Institute for Artificial 
Intelligence. He is  
cofounder of Zapata 
Computing and Kebotix 
and a Canada 150 Re 
search Chair in Theo
retical and Quantum 
Chemistry. He has par
ticipated in the World 
Economic Forum’s Global 
Future Council on 
Advanced Materials 
(2016–2018). 

Jeff Carbeck,  who has 
built several companies, 
is chief executive officer 
of 10EQS, which crowd  
sources the knowledge of 
experts to solve business 
problems. He has served 
on the World Economic 
Forum’s Global Future 
Council on Advanced 
Materials (2016–2018). 

Rona Chandrawati  was 
named one of the World 
Economic Forum’s Young 
Scientists Community 
of 50 under age 40 in 2018 
and is in the Forum’s 
Expert Network. She is 
a senior lecturer and head 
of the Nanotechnology  

for Food and Medicine 
Laboratory at the Uni
versity of New South 
Wales (UNSW Sydney)  
in Australia. Her research 
focuses on developing 
bioinspired materials for 
drug delivery and sensing. 

Cynthia H. Collins  is  
an associate professor 
of chemical and biological 
engineering at Rensselaer 
Polytechnic Institute, 
where she applies inter
disciplinary ap proaches—
from synthetic biology 
and microbial genomics to 
big data—to understand 
diverse microbiomes and 
engi neer useful proper  ties 
into microbes. She was 
a 2016 World Econo mic 
Forum’s Young Scien tist 
and has served on the 
Forum’s Global Future 
Council on Biotechnol
ogies (2016–2018). 

Seth Fletcher  is  
chief features editor 
of  Scientific American. 

Javier Garcia Martinez  is 
a professor of inorganic 
chemistry and director 
of the Molecular Nano
technology Laboratory  
at the University of Ali
cante in Spain. He is a co
founder of Rive Technol ogy 
(a Massachu setts Institute 
of Tech  nology spin-off 
commer cial  izing nano
structured catalysts for  
the chemical industry), 
a member of the Execu tive 
Committee of the Inter
national Union for Pure 
and Applied Chem istry, 
a Young Global Leader 
of the World Eco nomic 
Forum and part of the 
Forum’s Expert Net work. 
He has published exten
sively on nanoma terials, 
catalysis and energy.  

Hiroaki Kitano,  an 
expert in artificial intelli
gence and systems biolo
gy, is president and chief 
executive officer of Sony 
Computer Science Labo
ratories and head of the 
Systems Biology Institute, 
both in Tokyo. He has 
served on several Global 
Future Councils of the 
World Economic Forum, 
including most recently 
the Artificial Intelligence 
and Robotics Council 
(20162018). 

Corinna E. Lathan  is co
founder and chief exec
utive officer of Anthro-
Tronix, a bio  medical 
engineering research and 
development company 
creating products in digi
tal health, wearable tech
nology, robotics and aug
mented reality. She is also 
on the board of PTC,  
a provider of Internet of 
Things and augmented
reality platforms. Lathan 
was named a Young Glo
bal Leader and Technol
ogy Pioneer by the World 
Economic Forum and was 
the 2016–2018 chair of  

the Forum’s Global  
Future Council on 
Human Enhancement. 

Geoffrey Ling,  a retired 
U.S. Army colonel, is a 
professor of neurology 
at the Uniformed Services 
University of Health Sci
ence and at Johns Hopkins 
University. An expert in 
technology development 
and commercial transition, 
he has held leadership 
positions at the Defense 
Advanced Research Proj
ects Agency and, under 
President Barack Obama, 
in the White House Office 
of Science, Technology 
and Policy. He has been 
a member of the World 
Economic Forum’s Council 
on Neurotechnol ogies 
(2016–2018). 

Andrew Maynard  is a 
professor in the School for 
the Future of Innovation 
in Society at Arizona State 
University and author 
of the forthcoming book 
 Films from the Future: The 
Technology and Morality 
of Sci-Fi Movies.  His work 
focuses on the responsible 
development and use 
of emerging technologies. 
He has served on the 
World Economic Forum’s 
Global Future Council on 
Technology, Values and 
Policy (2016–2018). 

Elizabeth O’Day  is  
CEO and founder of Olaris 
Therapeutics, a precision 
medicine company in 
Cambridge, Mass., and 
a past member of the 
World Economic Forum’s 
Global Future Council 
on Biotechnologies 
(2016–2018). O’Day is 
founder of Lizzard Fash
ion, Proyecto Chispa, 
Women in Science and 
Technology, and PhiSB. 

Sang Yup Lee,  a 2016–
2018 cochair of the World 
Economic Forum’s Global 
Future Council on Biotech
nologies, is Distinguished 
Professor of chemical and 
biomole  cular engineering 
at the Korea Advanced 
Institute of Science and 
Technol ogy (KAIST) and 
dean of KAIST Institutes. 
He holds more than 
630 patents. 

GUEST AUTHOR 
G. Owen Schaefer  is  
a research assistant pro 
fessor in the Center for 
Biomedical Ethics at the 
Yong Loo Lin School of 
Medicine of the National 
University of Singapore. 
He studies the ethics of 
developing novel biotech
nologies and has written 
on the ethics of human 
enhancement, genetics, 
big data, assisted repro
duc tion and in vitro meat. 
He was a fellow on the 
World Economic Forum’s 
Global Future Council  
on Technology, Values  
and Policy (2016–2018). 

and create real-time images of where problems lie. 
Market analysts, such as ABI Research, IDC and 

Digi-Capital, believe that augmented reality is on the 
cusp of going mainstream. They expect the total mar-
ket for AR, currently valued at about $1.5 billion, to 
grow to $100 billion by 2020. Major technology com-
panies—including Apple, Google and Microsoft—are 
devoting large financial and human resources to both 
AR and VR products and applications. And venture 
capital is starting to roll in, with $3 billion invested in 
AR and VR in 2017—half of that amount in the fourth 
quarter alone. Harvard Business Review recently high-
lighted AR as a transformative technology that will 
affect all businesses.

Obstacles persist. At the moment, limitations of 
hardware and communication bandwidth pose barriers 
to scaling up for everyday use by consumers. For exam-
ple, many existing museum and travel apps that use AR 
to enhance an experience have to be downloaded in 
advance. Even then, the quality of the graphics may not 
meet users’ expectations. But the field is set to grow 
dramatically as cheaper, faster AR-ready mobile chips 
become available, more versatile smart glasses come 
to market and bandwidth increases. Then augmented 
reality will join the Internet and real-time video as an 
unexceptional part of our everyday lives.
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M E D I C I N E

ELECTRO  
CEUTICALS
NERVES TIMUL ATING  THER APIE S 
COULD  REPL AC E  DRUG S  FOR 
M ANY  C HRONIC  CONDITIONS 

By Geoffrey Ling and  
Corinna E. Lathan 

Electroceuticals— devices that treat ailments with 
electrical impulses—have a long history in medicine. 
Think pacemakers for the heart, cochlear implants for 
the ears and deep-brain stimulation for Parkinson’s dis-
ease. One of these approaches is poised to become 
more versatile, dramatically improving care for a host 
of conditions. It involves delivering signals to the vagus 
nerve, which sends impulses from the brain stem to 
most organs and back again. 

New uses of vagal nerve stimulation (VNS) have be-
come possible in part because of research by Kevin 
Tracey of the Feinstein Institute for Medical Research 
and others showing that the vagus nerve 
emits chemicals that help to regulate the im-
mune system. The release of a specific neu-
rotransmitter in the spleen, for instance, qui-
ets immune cells involved in inflammation 
throughout the body. These findings indicat-
ed that VNS might be beneficial for disorders 
beyond ones marked by disturbed electrical 
signaling, such as autoimmune and inflam-
matory conditions. It could be a boon for pa-
tients with those conditions because existing 
drugs often fail or cause serious side effects. 
VNS may be easier to tolerate because it acts 
on a specific nerve, whereas drugs generally 
travel throughout the body, potentially dis-
rupting tissues beyond those targeted for treatment. 

So far studies of inflammation-related applications 
are encouraging. VNS devices developed by SetPoint 
Medical (co-founded by Tracey) have proved safe in ear-
ly human trials for rheumatoid arthritis, which causes 
painful, disfiguring inflammation of joints, and for 
Crohn’s disease, which involves inflammation of the in-
testines. Additional trials for both are currently under 
way. The electroceutical approach is also being consid-
ered for other maladies that have an inflammatory com-
ponent, such as cardiovascular disease, metabolic dys-

regulation and dementia, as well as for autoimmune dis-
orders such as lupus, in which the vagal nerve itself 
becomes underactive. Preventing immune rejection of 
transplanted tissues is yet another potential application. 

Most vagal nerve stimulators, including SetPoint’s 
devices and those already in use for treating epilepsy 
and depression, are implants. Physicians usually place 
the device under the skin below the clavicle. Wires 
from the implant wrap around one branch of the vagus 
nerve and deliver electrical impulses to it at preset in-
tervals; the frequency and other properties are pro-
grammed via an external magnetic wand. Today’s im-
plants measure about an inch and a half in diameter 
but are expected to become smaller and more finely 
programmable over time. 

Noninvasive, handheld vagal nerve stimulators 
meant to ease cluster headaches and migraine have re-
cently also gained fda approval, although exactly how 
vagal nerve stimulation helps those conditions is un-
clear. The handheld devices deliver mild electrical 
stimulation to the nerve through skin on the neck or 
through the ear. 

The vagus nerve is not the only one to be targeted 
by new electroceutical approaches. In late 2017 the 
fda approved a nonimplanted device that eases opioid 
withdrawal by sending signals to branches of the crani-
al and occipital nerves through skin behind the ear. 
The device gained the fda’s nod after 73 patients suf-
fering from opioid withdrawal saw a 31 percent or 
higher reduction in symptom severity. 

The cost of implants and surgery could hamper wide-
spread adoption of VNS therapy, although that problem 
should ease as the technology becomes less invasive. 

But cost is not the only challenge. Researchers still need 
to know more about how VNS produces its effects in 
each condition and how best to determine the optimal 
patterns of stimulation for individual patients. It is also 
possible that impulses targeted at the vagus nerve may 
affect surrounding nerves in undesirable ways. 

Nevertheless, as more studies and trials examine 
the mechanisms and effects, VNS and other electro-
ceuticals may ultimately be able to better manage a 
wide range of chronic conditions, potentially reducing 
the need to take medicine for millions of patients. 
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Noninvasive, handheld vagal nerve 
stimulators meant to ease cluster 
headaches and migraine have recently 
gained FDA approval. Exactly how  
vagal nerve stımulation helps is unclear. 
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C H E M I S T RY

ME AT  GROWN 
FROM S TEM 
CELL S
BEEF  FOR  DINNER— 
WITHOU T  K ILLING  ANIM AL S  
OR  THE  ENVIRONMENT 

By G. Owen Schaefer 

Imagine biting  into a juicy beef burger that was pro-
duced without killing animals. Meat grown in a labora-
tory from cultured cells is turning that vision into a 
reality. Several start-ups are developing lab-grown 

beef, pork, poultry and seafood—
among them Mosa Meat, Memphis 
Meats, SuperMeat and Finless Foods. 
And the field is attracting millions in 
funding. In 2017, for instance, Mem-
phis Meats took in $17 million from 
sources that included Bill Gates and 
agricultural company Cargill. 

If widely adopted, lab-grown 
meat, also called clean meat, could 
eliminate much of the cruel, unethi-
cal treatment of animals that are 
raised for food. It could also reduce 
the considerable environmental 
costs of meat production; resources 
would be needed only to generate 
and sustain cultured cells, not an 
entire organism from birth.

The meat is made by first taking a 
muscle sample from an animal. Tech-
nicians collect stem cells from the tis-
sue, multiply them dramatically and 
allow them to differentiate into prim-
itive fibers that then bulk up to form 
muscle tissue. Mosa Meat says that 
one tissue sample from a cow can 
yield enough muscle tissue to make 
80,000 quarter-pounders.

A number of the start-ups say 
they expect to have products for sale 
within the next few years. But clean 
meat will have to overcome a num-
ber of barriers if it is to be commer-
cially viable.

Two are cost and taste. In 2013, 
when a burger made from lab-grown 
meat was presented to journalists, 
the patty cost more than $300,000 

to produce and was overly dry (from too little fat). 
Expenses have since fallen. Memphis Meats reported 
this year that a quarter-pound of its ground beef costs 
about $600. Given this trend, clean meat could become 
competitive with traditional meat within several years. 
Careful attention to texture and judicious supplement-
ing with other ingredients could address taste concerns.

To receive market approval, clean meat will have to 
be proved safe to eat. Although there is no reason to 
think that lab-produced meat would pose a health haz-
ard, the fda is only now beginning to consider how it 
should be regulated. Meanwhile traditional meat pro-
ducers are pushing back, arguing that the lab-generat-
ed products are not meat at all and should not be 
labeled as such, and surveys show that the public has 
only tepid interest in eating meat from labs. Despite 
these challenges, the clean meat companies are forg-
ing ahead. If they can succeed in creating authentic-
tasting products that are also affordable, clean meat 
could make our daily eating habits more ethical and 
environmentally sustainable. 
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C O M P U T E R  S C I E N C E

BOT S  THAT 
ARGUE  AND 
INS TRUC T 
NE W  ALGORITHM S  WILL  
ENABLE  PER SONAL  DE VIC E S  
TO  LE ARN  ANY  TOPIC  WELL 
ENOUGH  TO  DEBATE  IT

By Bernard S. Meyerson

Today’s digital assistants  can sometimes fool you into 
believing they are human, but vastly more capable dig-
ital helpers are on their way. Behind the scenes, Siri, Al-
exa and their ilk use sophisticated speech-recognition 
software to figure out what you are requesting and 
how to provide it, and they generate natural-sounding 
speech to deliver scripted answers matched to your 
questions. Such systems must first be “trained”—ex-
posed to many, many examples of the kinds of requests 
humans are likely to make—and the appropriate re-

sponses must be written by humans and organized into 
highly structured data formats.

That work is time-consuming and results in digital 
assistants that are restricted in the tasks they can per-
form. The systems can “learn”—their machine-learning 
capabilities allow them to improve their matching of in-
coming questions to existing answers—but to a limited 
extent. Even so, they are extremely impressive.

At a higher level of sophistication, technologies are 
now being developed to allow the next generation of 
such systems to absorb and organize unstructured 
data (raw text, video, pictures, audio, e-mails, and so 
on) from myriad sources and then autonomously com-
pose cogent advice—or debate an opponent—on a 
subject they have never been trained to handle. 

We have seen glimpses of this capability at Web 
sites offering chatbots that, out of the box, can answer 
natural-language questions covering a wide variety of 
data sets they have trained on. Such chatbots need rel-
atively little or no training on specific questions or re-
quests; they use a combination of preconfigured data 
and the emergent ability to “read” relevant background 
materials supplied to them. They do, however, require 
some training in recognizing words and intentions be-
fore they can give highly accurate responses.

In June my employer, IBM, demonstrated a more 
advanced version of the technology: a system carried 
on a debate with a human expert in real time without 
having prior training on the topic or the position to be 
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B I OT E C H N O LO G Y

IMPL ANTABLE 
DRUGM AKING 
CELL S 
THER APIE S  C AN  BE  RELE A SED  
IN  THE  BODY  A S  NEEDED—
WITHOU T  GE T TING  AT TAC K ED 
BY  THE  IMMUNE  S YS TEM 

By Sang Yup Lee

Many people with diabetes  prick their fingers several 
times a day to measure blood sugar levels and decide 
on the insulin doses they need. Implants of pancreatic 
cells that normally make insulin in the body—so-called 
islet cells—can render this cumbersome process un-
necessary. Likewise, cellular implants could transform 
treatment of other disorders, including cancer, heart 

argued. Using unstructured data (including content 
from Wikipedia, some of which was edited for clarity), 
the system had to ascertain the relevance and veracity 
of the information and organize it into a reusable asset 
that it could call on to form coherent arguments sup-
porting the position it had been assigned. It also had to 
respond to the arguments of its human opponent. The 
system engaged in two debates during the demonstra-
tion and was judged more persuasive in one of the two 
by a large group of spectators.

The enabling technology—which included software 
that could not only understand natural language but 
also handle the harder challenge of detecting positive 
and negative sentiment—was developed over more 
than five years and is still very much a work in progress. 
Nevertheless, the win by an unscripted AI system 
against an acknowledged human expert opens the 
door for countless related applications that could ap-
pear in the next three to five years, if not sooner. Such 
systems could, for instance, help physicians to quickly 
find research relevant to a complex case and then de-
bate the merits of a given treatment protocol.

These intelligent systems will be useful only for as-
sembling existing knowledge, not for creating it the 
way a bench scientist or an expert would. Still, as ma-
chines become increasingly intelligent, they raise the 
specter of job losses. It behooves society to provide the 
next generation with the skills it needs to tackle prob-
lems that require human ingenuity to solve.

failure, hemophilia, glaucoma and Parkinson’s disease. 
But cellular implants have a major drawback: recipients 
must take immunosuppressants indefinitely to prevent 
rejection by the immune system. Such drugs can lead 
to serious side effects, including an increased risk of in-
fection or malignancies.

Over several decades scientists have invented ways 
to enclose cells in semipermeable protective mem-
branes that keep the immune system from attacking 
the implanted cells. These capsules still allow nutrients 
and other small molecules to flow in and needed hor-
mones or other therapeutic proteins to flow out. Yet 
keeping the cells out of harm’s way is not enough: if 
the immune system views the protective material itself 
as foreign, it will cause scar tissue to grow over the 
capsules. This “fibrosis” will prevent nutrients from 
reaching the cells, thereby killing them.

Now investigators are beginning to solve the fibro-
sis challenge. For instance, in 2016 a team at the Mas-
sachusetts Institute of Technology published a way to 
make implants invisible to the immune system. After 
producing and screening hundreds of materials, the re-
searchers settled on a chemically altered version of a 
gel called alginate, which has a long history of safe use 
in the body. When they implanted islet cells encapsu-
lated in this gel into diabetic mice, the cells immediately 
produced insulin in response to changing blood sugar 
levels—keeping them under control over the course of 
a six-month study. No fibrosis was observed. In sepa-
rate work, the team later reported that blocking a par-
ticular molecule (the colony-stimulating factor 1 recep-
tor) on macrophages, which are immune cells impor-
tant in fibrosis, can inhibit scarring. Adding such a 
blocker should further enhance the survival of implants.

Several companies have formed to develop encap-
sulated-cell therapies. One of these, Sigilon Therapeu-
tics, is advancing the technology developed at M.I.T. to 
design treatments for diabetes, hemophilia and a met-
abolic disorder called lysosomal storage disease. Phar-
maceutical company Eli Lilly is partnering with Sigilon 
on the diabetes work. In other examples, Semma 
Therapeutics is also focusing on diabetes, using its own 
technology; Neurotech Pharmaceuticals has implants 
in clinical trials for glaucoma and various eye disorders 
marked by degeneration of the retina; Living Cell Tech-
nologies is running clinical trials of implants for Parkin-
son’s and is developing therapies for other neurode-
generative conditions.

Today the cells being incorporated into capsules are 
drawn from animals or human cadavers or are derived 
from human stem cells. One day implantable cell ther-
apies may include a broader array of cell types, includ-
ing some engineered through synthetic biology—
which reprograms a cell’s genetics to make it perform 
novel functions, such as controlled, on-demand release 
of specified drug molecules into a tissue. These are still 
early days. Neither the safety nor the efficacy of encap-
sulated-cell therapy has been proved in large clinical 
trials, but the signs are encouraging.
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A R T I F I C I A L  I N T E L L I G E N C E

AI  FOR  R APID 
MOLECUL AR 
DE SIGN
M ACHINELE ARNING ALGORITHMS 
ARE SPEEDING UP THE SE ARCH  
FOR NOVEL DRUGS AND MATERIAL S

By Jeff Carbeck 

Want to design a new material  for solar energy, a drug to 
fight cancer or a compound that stops a virus from attack-
ing a crop? First, you must tackle two challenges: finding 
the right chemical structure for the substance and deter-
mining which chemical reactions will link up the right atoms 
into the desired molecules or combinations of molecules. 

Traditionally answers have come from sophisticated 
guesswork aided by serendipity. The process is extremely 
time-consuming and involves many failed attempts. A 
synthesis plan, for instance, can have hundreds of individ-
ual steps, many of which will produce undesired side reac-
tions or by-products or simply not work at all. Now, 
though, artificial intelligence is starting to increase the effi-
ciency of both design and synthesis, making the enterprise 
faster, easier and cheaper while reducing chemical waste. 

In AI, machine-learning algorithms analyze all known 
past experiments that have attempted to discover and syn-
thesize the substances of interest—those that worked and, 
importantly, those that failed. Based on the patterns they 
discern, the algorithms predict the structures of potentially 
useful new molecules and possible ways of manufacturing 
them. No single machine-learning tool can do all this at the 
push of a button, but AI technologies are moving rapidly 
into the real-world design of drug molecules and materials.

An AI tool developed by researchers at the University 
of Münster in Germany, for example, repeatedly simulates 
the 12.4 million known single-step chemical reactions to 
come up with a multistep synthetic route—planning it 
30 times faster than humans do.

In the pharmaceutical arena, an AI-based technology 
called generative machine learning is also exciting. Most 
pharmaceutical companies store millions of compounds 
and screen them for the potential to serve as new drugs. 
But even with robotics and lab-automation tools, this 
screening process is slow and yields relatively few hits. 
Further, the “libraries” collectively include only a tiny frac-
tion of the more than 1030 theoretically possible molecules. 
Using a data set describing the chemical structures of 
known drugs (and drug candidates), as well as their prop-
erties, machine-learning tools can construct virtual librar-
ies of new compounds that have similar, and potentially 

more useful, characteristics. This capability is starting to 
dramatically accelerate the identification of drug leads. 

Close to 100 start-ups are already exploring AI for drug 
discovery. Among them are Insilico Medicine, Kebotix and 
BenevolentAI; the last recently raised $115 million to ex-
tend its AI technology to the discovery of drugs for motor 
neuron disease, Parkinson’s and other hard-to-treat disor-
ders. BenevolentAI is applying artificial intelligence to the 
entire drug development process—from the discovery of 
new molecules to the design and analysis of clinical trials 
meant to demonstrate safety and effectiveness in humans. 

In the field of materials, ventures such as Citrine Infor-
matics are using approaches similar to those of pharmaceu-
tical makers and are partnering with large companies, in-
cluding BASF and Panasonic, to speed innovation. The U.S. 
government is also supporting research into AI-enabled de-
sign. Since 2011 it has invested more than $250 million in the 
Materials Genome Initiative, which is establishing an infra-
structure that includes AI and other computing approaches 
to accelerate the development of advanced materials. 

Past experience teaches that new materials and 
chemicals can pose unforeseen risks to health and safety. 
Fortunately, AI approaches should be able to anticipate 
and reduce these undesirable outcomes. The technolo-
gies seem poised to markedly increase the speed and ef-
ficacy with which novel molecules and materials are dis-
covered and brought to the market—where they may 
provide such benefits as improved health care and agri-
culture, greater conservation of resources, and en-
hanced production and storage of renewable energy.
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M E D I C I N E

ADVANCED 
DIAGNOS TIC S 
FOR  PRECISION 
MEDICINE
A  NE W  GENER ATION  OF  TO OL S 
COULD  HELP  END  ONESIZE
F IT SALL  THER APEU TIC S

By Elizabeth O’Day and Habiba Alsafar

For most of the 20th century  all women with breast 
cancer received similar treatment. Therapy has since 
become more individualized: breast cancers are now 
divided into subtypes and treated accordingly. Many 
women whose tumors produce estrogen receptors, for 
instance, may receive drugs that specifically target those 
receptors, along with standard postsurgery chemo-
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B I OT E C H N O LO G Y

GENE  DRIVE 
GE T S  SAFE T Y 
FE ATURE S
LIMITING  RISK  FOR  A  TO OL  THAT 
COULD  ALTER  ENTIRE  SPEC IE S 

By Cynthia H. Collins

Research into a genetic engineering technology  that 
can permanently change the traits of a population or 
even an entire species is progressing rapidly. The ap-
proach uses gene drives—genetic elements that pass 
from parents to unusually high numbers of their off-
spring, thereby spreading through populations rather 
quickly. Gene drives occur naturally but can also be en-
gineered, and doing so could be a boon to humanity in 
many ways. The technology has the potential to stop 
insects from transmitting malaria and other terrible in-
fections, enhance crop yields by altering pests that at-
tack plants, render corals resistant to environmental 
stress, and keep invasive plants and animals from de-
stroying ecosystems. Yet investigators are deeply 
aware that altering or even eliminating a species could 
have profound consequences. In response, they are de-
veloping rules to govern the transfer of gene drives 
from the laboratory into future field tests and wider use.

Investigators have been considering ways to exploit 
gene drive to fight diseases and other problems for de-
cades. The effort got a boost in recent years from the 
introduction of CRISPR gene editing, which makes it 
easy to insert genetic material into specific spots on 
chromosomes. In 2015 several papers reported the 
successful spread of CRISPR-based gene drives in yeast, 
fruit flies and mosquitoes. One demonstration drove 
genes for resistance to the malaria parasite through a 
mosquito population, which, in theory, should limit the 
parasite’s transmission. Another study interfered with 
female fertility in a different mosquito species.

This year a CRISPR gene-drive system was tested in 
mice by attempting to manipulate coat color. The pro-
cedure worked only in females. Even so, the results sup-
port the possibility that the technology could help elimi-
nate or alter invasive mice or other mammalian popula-
tions that threaten crops or wildlife or transmit disease.

The Defense Advanced Research Projects Agency 
(darpa) is among the investors who are enthusiastic 
about the technology. It has poured $100 million into 
gene-drive research aimed at fighting mosquito-borne 
disease and invasive rodents. The Bill & Melinda Gates 
Foundation has invested $75 million in a research con-
sortium working on gene drive to combat malaria. 

 8

EMERGING TECHNOLOGIES 2018

therapy. This year researchers took a step closer to even more 
personalized treatment. They identified a significant fraction of 
patients whose tumors possess characteristics that indicate they 
can safely forgo chemo—and avoid its often serious side effects.

This march toward personalized, or precision, medicine for 
many disorders is being hastened by advances in diagnostic 
tools. These technologies can help physicians detect and 
quantify multiple biomarkers (molecules that signal the pres-
ence of a disorder) to divide patients into subgroups that dif-
fer in their susceptibility to a disease, prognosis or likelihood 
of responding to a specific treatment.

Early molecular diagnostic tools looked at single mole-
cules—in the case of diabetes, for example, glucose. In the 
past decade, however, “omics” technology has progressed 
tremendously—in the ability to quickly, reliably and cheaply 
sequence an individual’s entire genome or to measure levels 
of all the proteins (the proteome), metabolic by-products (the 
metabolome), or microbes (the microbiome) in a bodily fluid 
or tissue sample. Routine use of the technology has simulta-
neously begun to generate huge data sets that artificial intel-
ligence can mine to discover new biomarkers useful for the 
clinic. This combination of high-throughput omics technolo-
gy and artificial intelligence is ushering in a new era of 
advanced diagnostics that will transform the understanding 
and treatment of many diseases, allowing doctors to tailor 
therapies to the molecular profiles of individual patients.

Several advanced diagnostics are already in use for cancer. 
One, called Oncotype DX, examines 21 genes; it is the test 
that revealed that many women with breast cancer can avoid 
chemo. Another, called the FoundationOne CDx test, detects 
genetic mutations in more than 300 genes in solid tumors 
and indicates specific gene-targeting drugs that might be 
useful for a given patient.

Outside of cancer, one exciting tool applies to endometrio-
sis, a frequently painful condition in which uterine tissue grows 
where it does not belong. Making the diagnosis typically 
involves surgery. A new, noninvasive saliva-based test from Dot-
Labs can identify endometriosis by measuring a panel of small 
molecules known as microRNAs. And blood tests are being 
developed to help identify brain disorders—such as autism, 
Parkinson’s and Alzheimer’s—that are currently diagnosed via 
clinicians’ subjective assessments of symptoms. Investigators 
are even exploring whether sequencing whole genomes, ana-
lyzing microbiomes, and measuring levels of hundreds of pro-
teins and metabolites in healthy people can yield personalized 
guidance on how those individuals might prevent disease.

A word of caution: medical facilities and researchers using 
such intimate diagnostic tools must rigorously enforce safe-
guards for protecting patient privacy. Further, clear regulatory 
guidelines are needed for assessing the value of a biomarker as 
a diagnostic tool in a consistent way. Such guidelines will speed 
the introduction of new biomarkers into medical practice. 

Even so, advanced diagnostics are beginning to dissolve 
the standard approach to diagnosing and treating disease. By 
steering patients toward the most effective treatments, they 
may even reduce health care spending. One day many of us 
may possess a personal cloud of biomarker data that will 
accumulate over time and inform our treatment no matter 
where we seek care.
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E N G I N E E R I N G

FINDING 
TOXINS  WITH 
PL A SMONIC S
LIGHTACTIVATED NANOMATERIALS 
ARE REVOLUTIONIZING SENSORS

By Javier Garcia Martinez

Writing in Scientific American in 2007,  Harry A. Atwater 
of the California Institute of Technology predicted that a 
technology he called “plasmonics” could eventually lead 
to an array of applications, from highly sensitive biologi-
cal detectors to invisibility cloaks. A decade later plas-
monic technologies are a commercial reality, and others 
are transitioning from the laboratory to the market.
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These technologies all rely on controlling the interac-
tion between an electromagnetic field and the free elec-
trons in a metal (typically gold or silver) that account for 
the metal’s conductivity and optical properties. Free 
electrons on a metal’s surface oscillate collectively when 
hit by light, forming what is known as surface plasmon. 
When a piece of metal is large, the free electrons reflect 
the light that hits them, giving the material its shine. But 
when a metal measures just a few nanometers, its free 
electrons are confined in a very small space, limiting the 
frequency at which they can vibrate. The specific fre-
quency of the oscillation depends on the size of the met-
al nanoparticle. In a phenomenon called resonance, the 
plasmon absorbs only the fraction of incoming light that 
oscillates at the same frequency as the plasmon itself 
does (reflecting the rest of the light). This surface plas-
mon resonance can be exploited to create nanoanten-
nas, efficient solar cells and other useful devices.

One of the best studied applications of plasmonic 
materials is sensors for detecting chemical and biologi-
cal agents. In one approach, researchers coat a plas-
monic nanomaterial with a substance that binds to a 
molecule of interest—say, a bacterial toxin. In the ab-
sence of the toxin, light shining on the material is reemit-
ted at a specific angle. But if the toxin is present, it will 
alter the frequency of the surface plasmon and, conse-
quently, the angle of the reflected light. This effect can 
be measured with great accuracy, enabling even trace 
amounts of the toxin to be detected and measured. Sev-
eral start-ups are developing products based on this and 
related approaches—among them an internal sensor for 
batteries that allows their activity to be monitored to as-
sist in increasing power density and charge rate and a 
device that can distinguish viral from bacterial infections. 
Plasmonics is also working its way into magnetic mem-
ory storage on disks. For instance, heat-assisted mag-
netic recording devices increase memory storage by 
momentarily heating tiny spots on a disk during writing.

In the medical field, light-activated nanoparticles 
are being tested in clinical trials for their ability to treat 
cancer. Nanoparticles are infused into the blood, after 
which they concentrate inside a tumor. Then light of 
the same frequency as the surface plasmon is shone 
into the mass, causing the particles to heat by reso-
nance. The heat selectively kills the cancer cells in the 
tumor without hurting surrounding healthy tissue.

As new companies emerge to take advantage of 
plasmonics, they will need to ensure that their products 
are reasonably priced, reliable, robust, and easy to fabri-
cate at scale and integrate with other components. De-
spite these challenges, the prospects look bright. The 
advent of metamaterials—synthetic nanoscale materials 
in which plasmons generate unusual optical effects—has 
enabled plasmonics researchers to use materials other 
than gold and silver, such as graphene and semiconduc-
tors. An analysis from Future Market Insights predicts 
that the value of the North American market for plas-
monic sensor applications alone will grow from nearly 
$250 million in 2017 to nearly $470 million by 2027. 

Despite all the promise, gene drives raise many con-
cerns. Might they inadvertently jump to, and disrupt, oth-
er species in the wild? What are the risks of eliminating 
selected species from an ecosystem? Could malevolent 
parties use gene drives as a weapon to, say, interfere with 
agriculture?

In an effort to avoid such dire prospects, one team has 
invented a switch that must be turned on by delivery of a 
particular substance before the gene drive will work. In 
parallel, multiple groups of scientists are working on pro-
tocols to guide progression through each stage of gene-
drive testing. In 2016, for instance, the U.S. National 
Academies of Sciences, Engineering, and Medicine re-
viewed the research and made recommendations for re-
sponsible practices. And in 2018 a large, international 
working group laid out a road map for handling research 
from lab studies through releases in the field. The group 
(some of whose meetings were attended by observers 
from darpa, the Gates Foundation or other agencies) 
modeled its recommendations on gene drive’s use to con-
trol malaria in Africa, where, it says, the public health ben-
efit would probably be greatest. 

Beyond limiting the risks of the technology itself, many 
investigators also want to avoid incidents and missteps 
that could lead to public or policy backlash. In a 2017 essay 
about the potential use of gene drive for eliminating pest 
mammals, Kevin M. Esvelt of the Massachusetts Institute 
of Technology and Neil J. Gemmell of the University of 
Otago in New Zealand fretted that an international inci-
dent could set back research by a decade or more. “For 
malaria alone,” they predicted, “the cost of that delay could 
be measured in millions of otherwise preventable deaths.” 
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C O M P U T E R  S C I E N C E 

ALGORITHMS 
FOR QUANTUM 
COMPUTER S 
DE VELOPER S  ARE  PERFEC TING 
PRO GR A M S  ME ANT  TO  RUN 
ON  QUANT UM  COMPU TER S 

By Alán Aspuru-Guzik 

Within a few years  quantum computers could 
catch up to or even outperform classical computers 
thanks to significant work on hardware and the al-
gorithms to run on it. 

Quantum computers exploit quantum mechan-
ics to perform calculations. Their basic unit of com-
putation, the qubit, is analogous to the 
standard bit (zero or one), but it is in a 
quantum superposition between two 
computational quantum states: it can be 
a zero and a one at the same time. That 
property, along with another uniquely 
quantum feature known as entanglement, 
can enable quantum computers to resolve 
certain classes of problems more efficient-
ly than any conventional computer can. 

This technology, while exciting, is noto-
riously finicky. A process called decoherence, for ex-
ample, can disrupt its function. Investigators have 
determined that stringently controlled quantum 
computers that have a few thousand qubits could 
be made to withstand decoherence through a tech-
nique known as quantum error correction. But the 
largest quantum computers that laboratories have 
demonstrated so far—the most notable examples 
are from IBM, Google, Rigetti Computing and 
IonQ—contain just tens of quantum bits. These 
versions, which John Preskill of the California Insti-
tute of Technology named noisy intermediate-scale 
quantum (NISQ) computers, cannot perform error 
correction yet. Nevertheless, a burst of research on 
algorithms written specifically for NISQs might en-
able these devices to perform certain calculations 
more efficiently than classic computers. 

Increased access to NISQ machines for users 
around the world has contributed greatly to this 
progress, enabling a growing number of academic 

researchers to develop and test small-scale versions 
of programs for the machines. An ecosystem of 
start-up companies focused on different aspects 
of quantum software is blossoming as well. 

Researchers see particular promise in two kinds 
of algorithms for NISQs—those for simulation and 
for machine learning. In 1982 the legendary theo-
retical physicist Richard Feynman suggested that 
one of the most powerful applications of quantum 
computers would be simulating nature itself: atoms, 
molecules and materials. Many researchers, myself 
included, have developed algorithms to simulate 
molecules and materials on NISQ devices (as well 
as on the fully error-corrected quantum computers 
of the future). These algorithms could enhance the 
design of new materials for use in areas ranging 
from energy to health science. 

Developers are also assessing whether quantum 
computers would be superior at machine-learning 
tasks, in which computers learn from large data sets 
or experience. Tests of a rapidly growing set of algo-
rithms for NISQ devices have shown that quantum 
computers can indeed facilitate such machine-learn-
ing tasks as classifying information by categories, 
clustering similar items or features together, and 
generating new statistical samples from existing 
ones—for instance, predicting molecular structures 
likely to display a desired mix of properties. At least 

three research groups have independently reported 
progress in developing quantum versions of a ma-
chine-learning approach known as generative adver-
sarial networks (GANs), which has taken the ma-
chine-learning field by storm in the past several years. 

Although a number of algorithms do seem to 
work well on existing NISQ machines, no one has 
yet produced formal proofs that they are more 
powerful than those that can be performed on con-
ventional computers. These proofs are difficult and 
can take years to complete. 

 In the next few years researchers most likely 
will develop larger and more controllable NISQ de-
vices, followed by fully error-corrected machines 
with thousands of physical qubits. Those of us 
working on algorithms are optimistic that algo-
rithms for NISQ will be effective enough to achieve 
an advantage over state-of-the-art conventional 
computers, although we might have to wait until 
fully error-corrected machines are available. 

M O R E T O 
E X P L O R E 

The Top 10 Emerging 
Technologies of 2017. 
 Scientific American and 
World Economic Forum, 
June 26, 2017. 

F R O M O U R 
A R C H I V E S

The Promise of Plasmon-
ics.  Harry A. Atwater; 
April 2007. 

Shock Medicine.  Kevin J. 
Tracey; March 2015. 

The Paradox of Precision 
Medicine.  Jeneen Inter-
landi; April 2016. 

Quantum Connections. 
 Christopher R. Monroe, 
Robert J. Schoelkopf  
and Mikhail D. Lukin; 
May 2016.

Our Digital Doubles. 
 Pedro Domingos; 
September 2018.

s c i e n t i f i c a m e r i c a n .
c o m /m a g a z i n e /s a

 10

EMERGING TECHNOLOGIES 2018

An ecosystem of start-up 
companies focused on 
different aspects of quantum 
software is also blossoming. 
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A new technique for identifying tiny fragments of fossilized 
bone is helping to answer key questions about when,  
where and how human species interacted with one another 

By Thomas Higham and Katerina Douka 
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FOSSIL SCRAPS  may include precious human 
remains—the trick is picking them out. 
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Denisova Cave is at the center of a revolution in sci-
entists’ understanding of how our ancestors in the Pa-
leolithic, or Old Stone Age, behaved and interacted. 
Our species,  Homo sapiens,  originated in Africa hun-
dreds of thousands of years ago. When it eventually 
began spreading into Europe and Asia, it encountered 
other human species, such as the Ne an der tals, and 
shared the planet with them for millennia before 
those archaic species disappeared. Scientists know 
these groups encountered one another because people 
today carry DNA from our extinct relatives—the result 
of interbreeding between early  H.  sapiens  and mem-
bers of those other groups. What we do not yet know 
and are eager to ascertain is when and where they 
crossed paths, how often they interbred and how they 
might have influenced one another culturally. We actu-
ally have quite a few important archaeological sites 
from this transitional period that contain stone tools 
and other artifacts. But many of these sites, including 
Denisova, lack human fossils that are complete enough 
to attribute to a particular species on the basis of their 
physical traits. That absence has hindered our ability 
to establish which species made what—and when. 

Now a technique for identifying ancient bone frag-
ments, known as zooarchaeology by mass spectrome-

try (ZooMS), is finally allowing researchers to start an-
swering these long-standing questions. By analyzing 
collagen protein preserved in these seemingly uninfor-
mative fossil scraps, we can identify the ones that 
come from the human/great ape family and then at-
tempt to recover DNA from those specimens. Doing so 
can reveal the species they belong to—be it Ne an der tal, 
 H.  sapiens  or something else. What is more, we can 
carry out tests to determine the ages of the fragments. 

Directly dating fossils is a destructive process—one 
has to sacrifice some of the bone for analysis. Museum 
curators are thus usually loath to subject more com-
plete bones to these tests. But they have no such reser-
vations with the scraps. 

The ability to directly date fossils found in associa-
tion with artifacts is especially exciting with regard to 

I N  B R I E F

During the middle and later parts  of the  
Stone Age,  Homo sapiens  spread out of Africa  
into Eurasia. Subsequently, archaic human groups 
across the region, including the Neandertals  
and Deni    sovans, disappeared. 

Researchers are keen  to understand the nature and 
extent of interactions among these groups during this 
transition. But many of the relevant archaeological 
sites from this period lack fossils that can be attribut-
ed to one species or another based on their anatomy.

Now a combination  of techniques is allowing scien-
tists to comb through large quantities of unidentified 
bone scraps and pick out human remains that can be 
dated and genetically sequenced. Already this meth-
od has yielded insights into interspecies dynamics. 

BONE FRAGMENT  from Deni sova Cave in Siberia  
is the latest specimen to be identified as a member  
of the human/great ape family using zooarchaeology  
by mass spectrometry (ZooMS). 

It is always a relief to arrive at Denisova Cave 
in southern Siberia. After a bumpy 11-hour 
drive southeast from Novosibirsk, across the 
steppe and through the foothills of the Altai 
Mountains, the field camp suddenly appears 
around a bend in the dirt road, and all 
thought of the long journey evaporates. 
Steep-sided valleys, swift-running rivers and 

the traditional wood houses of the local Altai people 
dominate the landscape; golden eagles soar overhead. 
A couple of hundred meters away, the limestone cave 
itself, perched high above the Anui River, beckons 
with the promise of some of the most exciting 
research under way in the field of human origins. 
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Denisova and other sites we know sheltered multiple 
human species in the past. A number of researchers 
have argued that symbolic and decorative artifacts, 
which are proxies for modern cognitive abilities, are 
unique to  H. sapiens.  Others maintain that Ne an der tals 
and other species made such items, too, and may have 
even passed some of their traditions along to the  H. sa-
piens  they met. The ability to identify and date these 
fossil fragments means researchers can begin to recon-
struct the chronology of these sites in far greater detail 
and elucidate a critical chapter of human prehistory. 

MISSION IMPOSSIBLE 
russian arChaeologists  have been excavating Deniso-
va Cave since the 1980s. But it was an announcement 
in 2010 that put the site on the map. That year scien-
tists at the Max Planck Institute for Evolutionary An-
thropology in Leipzig, Germany, reported on the re-
sults of their genetic analysis of a bone found at Deni-
sova in 2008. The DNA they obtained from the 
fossil—a bit of finger bone—revealed a previously un-
known type of hominin, or member of the human fam-
ily, one that was as closely related to Ne an der tals as we 
are. The bone was from a young girl, initially dubbed 
“X woman,” who belonged to a group of people that 
scientists now refer to as Denisovans. Since then, a 
handful of other hominin bones and teeth have been 
discovered among the excavated remains, both Deni-
sovan and Ne an der tal. 

Those discoveries at Denisova illustrated the pow-
erful information that can be gleaned from fossils us-
ing modern genetic approaches, telling us not only 

about the presence of hitherto unknown species but 
also about the nature of their interaction with us. We 
know from genetic analysis, for instance, that Ne an-
der tals and modern humans interbred at least three 
times over the past 100,000 years and that Ne an der-
tals and Denisovans, as well as moderns and Deniso-
vans, also mixed. As a result, the long-held view that 
 H.  sapiens  moved out of Africa and simply wiped out 
such archaic populations has, in the blink of an eye, 
given way to a more complex scenario of interbreeding 
and gene flow between groups—a “leaky replacement” 
model of modern human origins. Yet most of the fos-
sils at Denisova are so incomplete that we cannot dis-
cern which ones might belong to a human species. 
And the site has been notoriously difficult to date. 

We got involved in the Denisova project six years 
ago through our expertise in chronology, particularly 
the use of radiocarbon dating to establish time frames 
for archaeological sites. For material from the Middle 
and Upper Paleolithic periods (broadly the time span-
ning 250,000 to 40,000 and 40,000 to 10,000 years 
ago, respectively), dating is hugely important because 
the sites themselves often lack distinctive tool types 
that are associated with tightly defined periods. We 
are working to provide a robust chronology at Deniso-
va and other Paleolithic locations in Eurasia. 

We were both at the site in 2014 attending a meet-
ing of the Denisova team when we came up with an 
idea that we thought might help us build a more nu-
anced picture of the interactions that occurred among 
our species, Ne an der tals and Denisovans. One thing 
that was apparent at Denisova was that all the known 
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Whose Bone Is It, Anyway? 
With ZooMS,  researchers can assign bone fragments to their proper taxonomic group. ZooMS analyzes collagen protein preserved in 
bone. An enzyme cuts the collagen into its component pep tide chains. A mass spectrometer uses a laser to impart an electric charge 
to the peptides, which then race toward a detector that measures when each peptide strikes it. The resulting spectrum of values is  
a distinctive “fingerprint” that can be compared with a library of collagen fingerprints of known species to identify a mystery bone. 
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hominin remains were absolutely tiny, just three to 
five centimeters long. The X  woman finger bone, for 
instance, was about the size of a lentil and weighed 
less than 40 milligrams. A great proportion of bone 
material at the site was broken, principally because of 
the activity of predators such as hyenas, which den in 
caves to have their young and chew up bones while 
feeding. Since 2008 more than 135,000 bones have 
been excavated at Denisova, but 95  percent of them 
cannot be identified taxonomically, because they are 
too fragmentary. In contrast, the preservation of bio-
molecules in these fragments—including those mole-
cules that make up DNA—is amazing: the two most 
complete ancient hominin genomes ever recovered 
come from Denisova fossils. What if, we wondered, 
there were a way of screening these many thousands of 
bone fragments at the site to find more human bones? 
If we could do this, perhaps we could generate more 
genetic and chronometric data or even find a new type 
of hominin lurking in the cave. It was then that we re-
alized that we might be able to carry out exactly this 
kind of screening using ZooMS. 

ZooMS, also called collagen peptide mass finger-
printing, allows investigators to assign fragments of 
bone to the proper taxonomic group by analyzing the 
proteins in bones. Bone collagen protein is made up of 
hundreds of small compounds called peptides that vary 
slightly among different types of animals. By compar-
ing the peptide signatures of mystery bones against a li-
brary of such signatures from known animals, it is pos-
sible to assign the unidentified bones to the correct 
family, genus and sometimes species. First developed by 
Michael Buckley, now at the University of Manchester, 
and Matthew Collins of the University of York, both in 
England, ZooMS has been employed for more than a de-
cade to identify the animal bones at archaeological sites. 
It is relatively cheap, costing around $5 to $10 per sam-
ple, and minimally destructive—it requires only around 
10 to 20 milligrams of bone for analysis. It is also rapid; 
one person can screen hundreds of bones a week. 

To our knowledge, no one had used ZooMS to search 
for human bones before. But we figured we had a shot. 
Even small fragments should be potentially useful, we 
reasoned, because the bone collagen and DNA preser-
vation in Denisova is unsurpassed, given its stable and 
very low average annual temperature of below zero de-
grees Celsius. We knew we would not be able to get spe-
cies-level identification with ZooMS. The collagen pep-
tide signatures of human species and the great apes are 
too similar to discriminate. But no great apes are 
known to have roamed this part of the world during 
the Paleolithic. So if we could identify a piece of bone as 
belonging to a member of the group that comprises 
great apes and humans—together known as Homini-
dae—we could be fairly certain that it belonged to a hu-
man of some kind and subject it to genetic analysis 
that could provide the species identification.

Ancient DNA expert Svante Pääbo of the Max Planck 
Institute for Evolutionary Anthropology, who leads the 

Ne an der tal Genome Project and whose group pub-
lished the Denisovan genome in 2010, was at Denisova 
for the 2014 meeting. We had not formally met Pääbo 
before, and we were keen to see what he thought of our 
idea for screening bone fragments and whether he 
would be interested in collaborating on that effort. He 
jumped at the chance and gave his immediate support. 
We then discussed our plan with Anatoly Derevianko of 
the Russian Academy of Sciences, who oversees work 
done at Denisova, and Michael Shunkov, director of the 
excavations. Both were interested. And so later that year 
we began the process of sampling a few thousand little 
fragments of, for all intents and purposes, “worthless” 
bones that had been recently excavated from the site. 

In the abstract, it seemed like it would be quick work. 
In reality, we were faced with the massive job of pains-
takingly removing a minuscule sample of bone from 
each fragment for analysis, taking care not to touch the 
potentially valuable specimens with anything that might 

contaminate them. One of our students, Samantha 
Brown, who took on the project for her master’s research 
dissertation, carried out much of this work, logging 
countless hours at our lab at the University of Oxford. 

Buckley collaborates with us on this project. Once 
we had 700 to 800 bone samples ready, Brown went to 
his lab to prepare and analyze them. The results were 
interesting: we had mammoths, hyenas, horses, rein-
deer, woolly rhinos—the full panoply of Ice Age beasts—
but sadly, none of the peptide signatures corresponded 
with Hominidae. It was disappointing, but we decided 
to try a second batch to see whether we could locate 
even one human bone from the mass of fragments. Al-
though we did not fancy our chances, we were hoping to 
be proved wrong. 

Then one evening in the summer of 2015 we re-
ceived an e-mail from Buckley. He had noticed that one 
of our samples, DC1227, had the characteristic peptide 
markers coding for Hominidae. We had a fragment of 
human bone—the proverbial needle in the haystack! 
We were ecstatic; our crazy idea seemed to have actual-
ly panned out. 

Early the next day we went to our lab at Oxford to 
find the bone among the archived samples. We were 
somewhat deflated when we saw that the bone we had 
found was tiny even for a Denisova specimen—only 25 

What we had found  
was not a Neandertal  
but an individual with  
a Neandertal mother  
and a Denisovan father. 
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millimeters long—which did not leave much for further 
studies. But given the exceptional biomolecular preser-
vation of the Denisova remains, we believed that it 
would be enough to allow us to apply the techniques 
we wanted to use to find out as much about the bone as 
possible. We photographed it at high resolution, put it 
through a CT scanner, and drilled additional samples 
for dating and isotope analysis before Brown took the 
bone to Leipzig for DNA analysis in Pääbo’s lab. 

Several weeks later the dating results came back. The 
absence of any traceable radioactive carbon in the sam-
ple implied that our little bone was more than 50,000 
years old. And before long, we learned from Pääbo that 
its mitochondrial DNA—which resides in the energy-
producing organelles of cells and is passed down from 
mother to child—indicated that the bone came from an 
individual who had a Ne an der tal mother. We had found 
a hominin bone fragment hidden among thousands of 
“junk” bones and proved that the concept could work. 
Pääbo’s team was planning to extract the much more in-
formative nuclear genome from the bone, which now 
went by the site fossil I.D. “Denisova  11,” or “Denny,” as 
we nicknamed it. In the meantime, we decided to test 
our approach at another site. 

US VS. THEM 
vinDija Cave  in Croatia is a key site for understanding 
late Ne an der tals in Europe. For many years radiocar-
bon dates indicated that Ne an der tals there might have 

survived until 30,000 years ago, providing evidence for 
a potential overlap phase with anatomically modern 
humans, who arrived in the region by 42,000 to 45,000 
years ago. Such a lengthy coexistence hinted that rather 
than being driven to extinction by modern humans, the 
Ne an der tals had been assimilated into their popula-
tion. While reassessing the Vindija chronology, we de-
cided it might be interesting to use ZooMS to assess the 
unidentified bones from the site. Previous work on the 
more complete bones from Vindija had shown that 
cave bears dominate the remains, accounting for some 
80  percent of the bones, so we were not expecting to 
find the variety and breadth of fauna that we had de-
tected at Denisova. Cara Kubiak, then another of our 
students, took on the project. 

Surprisingly, the 28th sample out of the 383 we ana-
lyzed yielded a peptide sequence consistent with Ho-
minidae. Later, Pääbo’s team confirmed it genetically 
as a Ne an der tal. This bone was around seven centime-
ters long and, intriguingly, exhibited cut marks and 
other signs of human modification. Ne an der tal bones 
sometimes bear these markings, which may well be ev-
idence of butchery and cannibalism. 

The specimen, known as Vi-*28, turned out to be 
pivotal for our chronology work. Historically, archae-
ologists and preparators treated the bones from Vin-
dija with conservation products to protect them. That 
practice makes radiocarbon dating very difficult be-
cause these products add carbon to the bone. Unlike 

ANALYZING 
 fossil fragments 
using ZooMS 
requires sawing 
off a 20-milli
gram sample 
from each tiny 
specimen ( 1 ). 
Other samples 
are prepared  
for radiocarbon 
dating ( 2 ).
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other human bones from the site, Vi-*28 was not con-
served; misidentified as an animal bone, it had eluded 
treatment—a boon for us. Radiocarbon dating of Vi-*28 
revealed that it belonged to a Ne an der tal from more 
than 47,000 years ago. This finding, published in 2017, 
along with dates we obtained from other Ne an der tals, 
showed that they disappeared from Vindija more than 
40,000 years ago, before modern humans arrived at  
the site. The earlier dating results suggesting that they 
had persisted until at least 30,000 years ago were  
a fiction, influenced by contaminating carbon that 
had not been effectively removed. ZooMS again had 
proved its worth. 

Other teams have had great success with the tech-
nique, too. In 2016 Frido Welker, now at the Natural 
History Museum of Denmark, and his colleagues re-
ported that they had used ZooMS to identify 28 previ-
ously unrecognized hominin fossils among the uniden-
tified bone fragments from the famed site of Grotte du 
Renne in the Burgundy region of France. Decades ago 
researchers working there found Ne an der tal bones in 
association with an array of surprisingly sophisticated 
artifacts, including bone tools, as well as pendants and 
other body ornaments—elements of a so-called Châtel-
perronian culture that is said to be transitional between 
the Middle Paleolithic and the Upper Paleolithic. The 
discovery ran counter to the long-held idea that  H. sapi-
ens  alone was capable of such ingenuity. In so doing, it 
touched off an enduring debate over whether the Ne an-
der tals were truly associated with the advanced arti-
facts or whether the archaeological levels at the site had 
been disturbed somehow, mixing Ne an der tal bones 
with later artifacts left behind by  H. sapiens.  

The 28 bone fragments Welker and his colleagues 
identified as human using ZooMS all clearly came from 
the same layer as the advanced tools and ornaments. 
When they had the bones sequenced, the results were 
unequivocal: the specimens were Ne an der tal, not  H. sa-
piens.  The work lends considerable support to the no-
tion that Ne an der tals did indeed make the Châtelperro-
nian and other transitional industries and that they 
were cleverer than they have often been given credit for. 

A HYBRID CHILD 
throughout our work  at Vindija, we continued to ana-
lyze samples from Denisova in the hope that we could 
add more human fossils to our collection. Our efforts 
yielded two more Hominidae hits: DC3573, which 
turned out to belong to a Ne an der tal from more than 
50,000 years ago, and DC3758, a 46,000-year-old bone 
that unfortunately does not preserve any ancient DNA. 
More than 5,000 bone fragments have now given us a 
total of five hominin bones that might have languished 
in obscurity forever if not for ZooMS.

But the most exciting development was yet to come. 
In May 2017 we were at the Max Planck Institute for 
Evolutionary Anthropology and met with senior mem-
bers of Pääbo’s lab, including Matthias Meyer and Janet 
Kelso. We wanted to know about the status of Deniso-

va  11 and whether they had managed to retrieve nucle-
ar DNA, which would give us a much more detailed pic-
ture of who Denisova 11 was. 

It is not often in science that one receives complete-
ly jaw-dropping news, but Meyer and Kelso delivered 
exactly that. The nuclear DNA, they said, was curiously 
split: half was consistent with a Ne an der tal, and the 
other half appeared to be derived from a Denisovan. 
They thought Denisova  11 was a 50–50 hybrid. To ex-
clude all possibility of error, the team was running the 
samples again to verify this astonishing result. Several 
months later the final data confirmed this initial find-
ing. The mitochondrial DNA had given us only half of 
the picture. What we had found was not a Ne an der tal 
but an individual with a Ne an der tal mother and a 
Deni sovan father—a first-generation hybrid, in the par-
lance of geneticists. The Denisova team announced this 
astounding discovery in the September 6 Nature, in a 
paper led by Viviane Slon of the Max Planck Institute 
for Evolutionary Anthropology. 

We know now from the DNA that Denisova  11 was 
a female who probably lived around 90,000 to 100,000 
years ago. And bone-density analysis generated from 
the CT scan we performed allowed our colleague 
Bence Viola of the University of Toronto to tentatively 
estimate her age at death at a minimum of 13 years 
old. Her Denisovan father himself had a distant Ne an-
der tal relative several hundred generations back. Of 
course, we can never know how these unions came 
about in prehistory, only that they did. Neither can we 
establish how Denisova 11 died, just that her remains 
were probably deposited in the cave sediment by a 
predator, possibly a hyena. 

We will never know whether she died and was cer-
emonially buried by her loved ones, only to be scav-
enged by the hyena later, or lost her life to a predator. 
For tens of millennia this minute piece of her body lay 
undisturbed in the cave and might well have remained 
there for many more years, had it not been for the cut-
ting-edge science that has allowed us to breathe life 
into her story. We are hopeful that ZooMS will help us 
unlock many more such secrets archived in bone. 
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Indian villagers are reviving an ancient tradition  
to enjoy the ecological benefits it confers 

By Madhav Gadgil 
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PONAD KADYA  sacred grove is one of 
tens of thousands of such protected refuges 
in India. They provide shelter to many rare 
species of flora and fauna and often serve 
as water sources for local villages. 
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 I t was the middle of march in 2014. we were sitting under a mahua ( Madhuca 
longifolia ) tree in  the hilly, forested heartland of India, breakfasting on locally 
grown rice, bean sprouts and fish curry. From time to time the fleshy, sugary 
petals of mahua flowers showered down on us, so we ended our meal with a re 
freshing sweet dish. My hosts were Gond tribals, residents of Mendha village in the 
Indian state of Maharashtra, who had declared a quarter of a century earlier that 
they, and they alone, would manage the region’s rich natural resources. As a field 
ecologist, I had been working alongside them ever since, helping to design 

strategies for managing their biodiversity resources. On that day I was looking forward to 
visiting the seven patches of forest they had identified for setting up as new sacred groves, 
covering more than 12 percent of their 1,800hectare community forest. 

A legacy of prehistoric traditions of nature conservation, 
sacred groves are patches of forest that rural communities in the 
developing world protect and revere as sacrosanct. Deeply held 
spiritual beliefs ensure that not a tree is felled nor a creature 
harmed within its boundaries. (In times of dire need, such as if a 
village burns down, permission may, however, be sought of the 
grove’s deities to extract a limited quantity of wood for recon
struction.) Treasure troves for naturalists, the groves often serve 
as the last refuge for magnificent and ancient trees, as well as for 
species of lianas, medicinal plants, macaques, deer, birds, liz
ards, frogs and other creatures that have become rare elsewhere 
in the landscape. 

Originally widespread in the Old World, sacred groves were 
reported in Greek and Sanskrit classics but were essentially wiped 
out in Europe by the arrival of Christianity and its attendant 
anthropocentrism. The Christian church, with its towering pillars 
and soft light filtering in through colorful stainedglass win
dows, is said to evoke the sacred groves of yore. Such protected 
copses are still found in parts of the Middle East, Africa and Asia. 

Over almost half a century I have explored a great many 
sacred hills, river origins, river stretches, ponds and groves in 
India, Bhutan and Japan. I have witnessed sacred groves being 

de  stroyed but also being preserved, revived or even newly estab
lished in the face of the active hostility of the developmental 
state. An ecological crisis in the Indian subcontinent, brought 
about by relentless commercial exploitation of natural resourc
es, is prompting a vibrant revival of these sacred spaces. This as 
ser tion of ancient values of reverence for nature, too often derid
ed as primitive superstition, represents the most hopeful news 
about Indian ecology to emerge in decades. 

Conventional conservation follows a topdown strategy mod
eled on Yosemite National Park, whose establishment in 1890 fol
lowed the forcible expulsion of the Native Americans who lived 
there. As journalist Mark Dowie described in 2009 in  Conserva-
tion Refugees,  this Western concept of a wilderness free of hu 
mans was im  posed around the world. Large conservation agen
cies, partnering with governments in developing countries, creat
ed protected areas for charismatic creatures such as tigers and 
lions by expelling millions of humans from the forests and savan
nas in which they had lived for hundreds of years or longer. Not 
only did these evictions cause immense suffering, they also 
proved counterproductive as a conservation strategy. In many 
cases, the locals had nurtured the forest and protected its biodi
versity in ways that became clear only in hindsight—such as by 

Madhav Gadgil  founded the Center for Ecological Sciences at  
the Indian Institute of Science in Bengaluru, India. His research helped 
to establish the country’s first biosphere reserve in the Nilgiri 
Mountains. He has received many awards, including the Padma 
Bhushan and the Tyler Prize for Environmental Achievement.

I N  B R I E F

Sacred groves  are patches of primeval forest  
that some rural communities protect as abodes  
of deities. Such “ecosystem people” draw their  
livelihoods from nearby resources and value nature 
for the ecological services it provides.

Colonial resource extraction  devastated the ancient 
network of sacred groves in India. Thousands of 
groves survived, however, and some are being 
newly established because of the ecological bene-
fits that communities derive from them. 

Empowering  ecosystem people to protect their 
environment could be key to preserving such pris-
tine spaces. India’s Forest Rights Act of 2006, which 
grants communities rights to manage neighboring 
forests, is a significant step to this end. 
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controlled burning that removed invasive shrubs or helped to  
re  generate seeds of valuable trees.

In recent years, however, a radically different, bottomup 
conservation strategy is gaining ground worldwide. About 40 per
cent of the earth’s wildliferich forests are still defended by the 
local groups who live in and around them. As this story indi
cates, em  pow er ing such “ecosystem people”—who live close to 
nature and can directly observe and appreciate the manifold 
benefits it confers—could be the most effective way to protect 
what re  mains of the planet’s biodiversity. 

 ROAMING THE WESTERN GHATS 
my love affair  with sacred groves began in August 1971. Soon after 
returning to India with a doctoral degree from Harvard University, 
I set out on a field trip with my former botany teacher, V. D. Vartak. 
We trekked into the northern Western Ghats, a chain of hills run
ning along the western edge of the Indian peninsula. I had grown 
up in these parts, and I got progressively de  pressed at the sight of 
the barren, eroded hills that had been covered with tropical rain 

forest until the early 1960s. Suddenly we were confronted with a 
fivehectare patch of luxuriant evergreen forest, within which tow
ered four trees of dhup ( Canarium strictum )—the northernmost 
representatives of a species characteristic of the southern Western 
Ghats, 500 kilometers away. Vartak ex  plained that this grove, 
named Dhuprahat, had survived because it was sacred to a local 
mother goddess—and that several other such remnants of prime
val vegetation were scattered all over the Western Ghats. 

On returning, I read up on sacred groves. Though mentioned 
frequently in literature on cultural and religious beliefs, I could 
find no systematic investigations of the phenomenon, let alone 
studies from an ecological or social science perspective. The 
reigning hypothesis among conservationists was that they rep
resented lingering elements of nature worship prevalent in all 
supposedly primitive societies; they had no secular functions 
but persisted purely because of superstition. That hypothesis 
implied that sacred groves should be concentrated at religious 
sites such as mountain peaks or sources of rivers. 

It seemed more plausible to me that whereas sacred groves 

MADHAV GADGIL  ( 1 ) leans against a mahua tree protected by the people of Mendha village in the state of Maharashtra. The mahua ( 2 ) 
is sacred to many forest dwellers and villagers of central and eastern India, who eat its nutritious flowers and brew from these an alcohol 
used in religious ceremonies. India’s forest department tends to eradicate mahua trees, however, replacing these with commercial species. 
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may receive protection through religious beliefs, the system is 
grounded in secular benefits, such as securing freshwater sourc
es. According to this hypothesis, sacred groves would not be re 
strict ed to particular kinds of habitats but would be distributed 
throughout the entire range of habitat types. I set out to collect 
primary field data to test this prediction. 

It was a fascinating experience: trekking through the north
ern Western Ghats, finding villages with significant patches of 
sacred groves, making notes on their size, botanical composi
tion, animal life and location in relation to topography, settle
ments and cultivation and talking to local people about their 
traditions, beliefs and ecological knowledge. The hospitable vil
lagers readily granted my request to share their meals and to 
shelter under their roofs for the night. 

The resulting data clearly showed that people perceived and 
valued the ecosystem services that the sacred groves offered and 
were continuing to protect them because they wished to avail 
themselves of these benefits. At the same time the groves protect
ed water sources, they served as refugia for animals exploited out
side the sacred groves. One notable example of the latter involved 
the Jenu Kurubas of Nilgiri Hills. Their name means “harvesters 
of honey,” which they collected by setting fires under the hives of 
the wild rock bees wherever they found them—except in the net
work of sacred groves in their region. They were fully aware that 

the taboo on harming the hives inside the sacred groves ensured 
continued persistence of the rockbee populations. 

 COLONIAL HUBRIS 
the people of mendha  and the Jenu Kurubas believe that they are 
part of a community of beings, comprising not only humans but 
also mountains, rivers, trees, animals and birds. These nonhuman 
community members benefit them in many ways; hence, humans 
must reciprocate through restrained use, even veneration and 
total protection. Such a feeling must have prevailed in all early cul
tures, such as those of huntergatherers, who live by it to this day. 

The need to protect the wilderness would have become all 
the more urgent when people took to cultivating plants and rad
ically modifying the original ecosystems. Agriculture began in 
northern India around 6,000 years ago. Initially patches of for
est most likely were cleared for planting, being abandoned after 
two or three years in favor of a fresh site, in a process known as 
shifting cultivation. Indologist D. D. Kosambi surmised that the 
practice of always protecting specific parts of the forest from 
clearance as sacred groves—and of never cutting valued trees 
such as mahua (or members of the keystone resource genus 
 Ficus )—probably arose at this time. Maintenance of sacred 
groves was integrated into landuse practices even as perma
nent fields began to replace shifting cultivation. 

Along with settled agriculture came the first citystates. The 
Indus Valley civilization gave way around 3,500 years ago to 
Vedic kingdoms. According to an interpretation of the epic 
Mahabharata by anthropologist Irawati Karve, these early states 
expanded their frontiers across the Gangetic basin by burning 
forests to evict huntergatherers and to create more fields for 
pasture and taxation. With cultivation extending across the 
plains, a resource crunch showed up. The evidence, albeit patchy, 
suggests that soil fertility and possibly rainfall declined, where
as leaf manure, fruit trees, wild game and other forest re  sources 
became scarce. Studies by historian Romila Thapar indicate that 
Jainism and Buddhism, religions that preached vegetarianism 
or other forms of restraint in consumption, arose at this time—
in direct response to the ecological crisis. These faiths bolstered 
the local tradition of protected groves. Gautama Buddha himself 
was born in the sacred grove of Lumbini about 2,600 years ago. 
Sufi Islam, which spread across the Indian subcontinent in the 
10th century, also supported these conservation practices.

The conquest of India by the East India Company, which be 
gan in 1757, almost wiped out these millennia of ecological adap
tation. Early British travelers described India as an ocean of trees, 
but the company proceeded to rapidly “enclose the commons.” 
Fields, streams, ponds and other resources were seized from vil
lagers and became state property, many being handed over to 
Englishstyle landlords who agreed to pay exorbitant taxes ex 
torted from the (now landless) laborers and sharecroppers. The 
landlords expunged most sacred groves on their holdings to 
expand fields. Subsequently the state appropriated virtually all 
forests with the claim of managing them in an enlightened sci
entific fashion. Community control and accompanying conser
vation measures were declared to be thoroughly illegitimate. 

Especially fierce criticism was reserved for the practice of 
shifting cultivation, prevalent in the central Indian forested belt, 
of which Mendha was a part. Locals pleaded in vain that the 
practice was nondestructive: the cleared patches were left to 

Forests of South Asia 
Sacred groves are scattered  all over the India but are  
found mostly within forested areas such as the Western 
Ghats, the Himalayas, and the northeastern and central hill 
tracts. These refugia shelter numerous species of trees,  
lianas, medicinal plants, animals, birds, lizards, snakes, frogs 
and other creatures that have become rare everywhere  
else in the landscape.
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regrow for up to 15 years. Moreover, they always left all mahua 
trees, which they considered sacred, intact. Under British rule, 
the entire forest, including the huge, ancient mahua trees, was 
being razed to the ground to facilitate the harvesting of timber. 

By 1860 Indian forests had been substantially depleted, and 
moves to moderate the pace of their destruction led to the ap 
point ment of an inspector general of forests, German botanist 
Die trich Brandis. (The British had little expertise in forestry, hav
ing long consumed the forests of their own isles.) Admiring the 
excellent communitybased management of Indian villagers, 
Brandis lamented the decimation of the once extensive network 
of sacred groves and asked that a substantial part of forest be 
left in charge of the people. Al  though they reluctantly agreed, 
the colonial rulers did not im  plement this provision until 
around 1930 and that, too, on a very limited scale. Instead the 
forest department grew into the biggest landlord of all, eventu
ally controlling more than a fifth of the country’s land. Commu
nity rights over forests were abolished. 

Derecognition of their ancient rights meant that villagers 
could no longer prevent outsiders getting in and ruthlessly ex  
ploi ting resources from their commons. The resource regime had 
changed from “community control” to “open access.” Elinor 
Osrom, who won a Nobel prize in economics in 2009 for her re  
search, demonstrated by a remarkable combination of theoretical, 
field and experimental studies that the openaccess common
property regime is subject to abuse. Restrained utilization or 
complete protection of commonproperty natural resources be   
comes possible only in the presence of firm community control. 

 ECOSYSTEM PEOPLE 
despite the imposition of  an openaccess regime, communities 
in the central forested tract of India continued to manage their 
forests well until independence in 1947. Ma  hat ma Gandhi, who 
led the struggle for independence, had consistently pleaded for 
respecting and empowering India’s village communities. His 
vision was, however, rejected in toto by the government of inde
pendent India, which proceeded to further consolidate the for

estry establishment. As a result, the disempowerment of Indian 
village communities gathered pace. 

In February 1972 I received a plea for help from the people of 
Gani, a village in the Western Ghats, who were shocked by the 
state forest department marking trees for felling in their sacred 
grove. Reaching the village posthaste, I saw their grove of 15 hect
ares, all of it in a primeval state: never had there been any felling 
within it in human memory. Its ancient trees, laden with climbers, 
soared up to 40 meters in height, with the most majestic speci
men, a ficus locally called garud, having a girth of 15 meters. But 
all the surrounding region had been completely de  forested, so 
that the grove was the people’s only source for dead wood or leaf 
litter for manuring the paddy fields and, apart from the village 
well, the only perennial water source. Armed with these facts, I 
met the most senior forestry officer in the state. He granted the 
request since it was coming from me but dismissively remarked 
that such groves were nothing but “stands of overmature timber.” 

In terms first used by Raymond Dasmann, one of the founders 
of modern environmentalism, the people of Gani were “ecosystem 
people,” and the chief of the forestry department be  longed to the 
class of “biosphere people.” Ecosystem people largely depend on 
their own muscle power and that of their livestock to gather and 

ELDER OF THE GOND TRIBE  in central India, Dukku Chamaru Tofa 
upholds ancient traditions of nature conservation that are common 
to hunter-gatherers and shifting cultivators worldwide. 

“Who owns this 
forest? Not the 
government, nor 
any of us. The real 
owners are not  
yet born. We are 
merely custodians.” 

—Dukku Chamaru Tofa
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process most of the resources they consume, which comes from 
within an area of roughly 50 square kilometers around their home
steads. Living in such close proximity with their resource base, 
ecosystem people fully understand and appreciate the bounty that 
nature confers. Biosphere people, on the other hand, have exten
sive access to additional sources of energy such as fossil fuels, 
which enables them to transport and transform large quantities of 
materials from all over for their use. Their ecological footprints are 
tens or hundreds of times higher than those of the ecosystem peo
ple. The biosphere people see distant rural locales merely as sourc
es of timber, mineral ores or hydroelectric power or—at best—as 
tourist resorts. To them, ecosystem people are either a source of 
cheap labor or a hindrance to accessing the re    sources they need or 
want. They disregard the ecosystem services valued by the locals. 

The ruling classes in India, as in across the world, are bio
sphere people, and they claim that they manage society for the 
common good. The reality is quite different, as I saw in my early 
fieldwork in the then remote, narrow Ambi Valley in the West
ern Ghats. The villagers cultivated rice in the valley and practiced 
shifting cultivation on the hill slopes. While clearing forest patch
es for cultivation, they left intact extensive tree growth of man
go and myrobolan that brought them a small but regular income. 
When dam construction began in the 1950s, however, motor 
vehicles began to enter the valley, confronting the peasants, who 
until then had seen little cash, with the market economy. Charcoal 
merchants told them that because they would be relocated soon, 
they might as well sell the trees on their hill slopes. They brought 
along Hindu priests from the nearby city of Pune, who assured the 
villagers that they would perform appropriate ceremonies to pla
cate the offended deity and build a pretty little temple to house it. 

Huge mango and myrobolan trees, each worth hundreds of 
rupees, were sold for as little as half a rupee. The reserve forests 
on top of the hill, controlled by the state, were also wiped out by 
the charcoal merchants in collusion with corrupt forest officials. 
In the end, the villagers displaced by the dam were never ade
quately rehabilitated. Most were forced to relocate onto the now 
thoroughly denuded hill slopes, to eke out a living as best they 
could. The plentiful water stored in the dam serves the orga
nized industries of Pune and the holders of irrigated lands to the 
east. The cost of all the environmental degradation was, in the 
short run, thrust on the villagers of Ambi Valley. In the long run, 
of course, the entire society is the loser.

For me, these experiences strengthened the hypothesis that, 
six millennia since the inception of sacred groves in the Indian 
subcontinent, spiritual beliefs were no longer sufficient to en 
sure their survival in the face of sustained assault from commer
cial interests. Since independence, India has displaced tens of 
millions of people from forests and fields to make room for 
mines, dams and other development projects. If the sacred 
groves are to survive, I surmised, the ecosystem people must be 
able to retain access to the ecological services they offer. If the 
hegemony of biosphere people destroys the possibility of such 
benefits, the villagers would have little motivation to protect the 
groves—which would then be wiped out. 

  SECULAR GROVES 
along with anthropologist  B. Mohan Reddy and Natabar Shyam 
Hemam, both then at the Indian Statistical In  stit ute, I tested 
this hypothesis in the 1990s in the states of Manipur and Miz or

am in the foothills of the eastern Himalayas. Elders told us that 
in the past, up to 30  percent of land and water were fully pro
tected as sacred sites. Certain valued resources such as  Aquilar-
ia , with its fragrant wood, or bamboo were harvested with great 
care. When the British established control over this region in the 
early 20th century, however, they assigned the ownership of all 
land to various tribal chiefs, reducing the rest of the populace to 
sharecroppers. Many of these chiefs forcibly liquidated the for
ests to make a quick buck. 

Even greater damage followed in the 1950s, when missionaries 
converted the entire tribal society of many of the northeastern 
states to Christianity. Their hostility to “pagan” beliefs led to the 
destruction of the large network of sacred groves and ponds. 
(Sacred ponds are water bodies, often within sacred groves, in the 
vicinity of which only one human activity is permitted: the taking 
of drinking water, which is typically pure and free of pathogens.) 
Significantly the tiny Buddhist country of Bhutan, nestled among 
India’s northeastern states, never came under colonial rule or mis
sionary influence and still harbors a network of sacred groves that 
is estimated to cover 20 percent of its land surface. 

As the sacred groves were cleared, however, people began to 
realize they had fulfilled a number of valued ecosystem services, 
in particular as firebreaks. The fires that they set to clear plots for 
shifting cultivation stopped when they reached these dense, drip
py patches of rain forest. In consequence, a few years after the 
demise of sacred groves, several villages, such as Sai chang of the 
Gangte tribe in Manipur, reinstituted protection to forest patches. 
These refugia are no longer regarded as inviolable as abodes of 
spiritual beings. Even so, the system of communitybased vigi
lance and protection is identical to that of earlier times, and they 
are still called  gamkhap  (in the Gangte language), like the sacred 
groves of yore. These findings strengthened my conviction that 
even if spiritual beliefs give way to secular ones, sacred groves 
could survive if ecosystem services reached the ecosystem people. 

 FOREST RIGHTS 
for the people  of the central forested tract of India, the tide began 
to turn in the 1980s. A spirited struggle—“Save the Forest, Save the 
People”—broke out to assert the forest rights of local communities. 
The people of Mendha—which locals call “Mendha (Lekha)” be
cause of its proximity to a larger village, Lekha—played a lead
ing role. Their first success, small but significant, came in 1991, 
when a cooperative society that the women had formed ob
tained rights to manage a stone quarry that was threatening a sa
cred site in the community forest. The movement continued to 
spread and gather strength until it culminated in the passage of 
the Scheduled Tribes and Other Traditional Forest Dwellers (Rec
ognition of Forest Rights) Act of 2006. Professing to undo the 
injustice that began in the British regime, the act conferred not 
only individual but also, and more important, community rights 
over certain areas. These in  cluded the right to protect, regen

WOMEN OF MENDHA , including Jaiyawanta Dayaram Duga ( 1 ), 
Jaiyawanta Dewaji Kadap ( 2 ), Sangita Vasant Atala ( 3 ) and Bhagrita 
Kisan Halmi ( 4 ), played a leading role in protests against a stone 
quarry that was damaging forests and threatening a sacred site, 
the Jaitur Pen. A women’s cooperative named after Danteshwari, 
the community’s supreme goddess, now runs the quarry. 
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erate, or conserve and manage local resources such as bamboo. 
In 2009 Mendha and its neighbor, Marda, became the first vil

lages in India to win community rights over their common forest. 
At long last, they were able to exclude outsiders and to ensure that 
insiders exercise due restraint in harvesting natural re  sources. I 
was fortunate to be present during their discussions for formulat
ing regulations for sustainable resource use. The preface to their 
management plan includes a quotation from an elder, Dukku 
Cha ma ru Tofa, capturing a sentiment that is at the core of sus
tainability: “Who owns this forest? Not the government, not the 
village, nor any of us. The real owners are those not yet born. We 
are merely custodians, entrusted with the privilege of taking only 
what we need while leaving the heritage intact for future genera
tions.” The villagers also resolved to identify areas to be set up as 
new sacred groves, called  pen geda  (in the Gondi language)—but 
in  corporating the scientific wisdom that these should encompass 
the full range of ecological habitats and species. 

Although the forest bureaucracy is dragging its feet on ced
ing control, thus far 3,600 villages in Maharashtra have ob 
tained community rights to neighboring forests. Just as exciting, 
across Gadchiroli District, where Mendha lies, efforts are under 
way to create a Ma  has angh, a federation of village councils. This 
promises to be a fascinating experiment in cooperative efforts to 
protect natural resources on a broad scale. At a meeting of rep
resentatives of some 200 village councils this past February, they 
re  solved to set up around 10 percent of their community forest 
resource areas as newly constituted sacred groves. 

So there is ever stronger support for my belief that sacred 
groves will be preserved, revived or even newly created. That will 
require empowering the ecosystem people to fight back against 
the economically and politically powerful interests that want to 
grab timber, minerals, land and water for consumption by the 
biosphere people. Across the globe, similar grassroots move
ments are gaining ground. Local peoples are opposing tar sands 
extraction in Canada, oil pipelines in the U.S., dams in Brazil, 
mines in New Guinea and the replacement of rain forest with 
palm oil plantations in Indonesia. These grassroots defenders of 
the environment are being forcibly suppressed, but they are also 
winning significant battles. 

After our breakfast in Mendha in March 2014, my hosts and I 
spent the day visiting the new sacred groves. Some had magnifi
cent forest stands of arjun ( Terminalia arjuna ) and bondara 
( Lager stroemia microcarpa ), as on the rather inaccessible Sahe
ban Metta Hill. Others had been chosen to provide a secure habitat 
for sloth bears and yet others to represent rocky outcrops and oth
er special habitats. This was a fitting culmination of my ro  mance 
with sacred groves of India, begun almost half a century earlier. 
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SACRED POOL  in Kathani River near 
Mendha. Such water bodies are typically 
protected by prohibition of all human 
activity, other than the collection 
of drinking water, in their vicinity. 
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Q UA N T U M P H Y S I C S 

Recent experiments quash the hope that the unsettling 
phenomenon of quantum entanglement can be explained away 

By Ronald Hanson and Krister Shalm 

SPOOKY 
ACTION
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Not all revolutions start big.  
In the case of quantum mechan
ics, a quiet one began in 1964, 
when physicist John Bell pub
lished an equation. This equa
tion, in the form of a mathema
tical inequality, proposed a test  
to address deep philosophical  
questions that troubled many 
of  the early founders of quan
tum mechanics. 

The issue was whether particles separated by vast distances 
could retain a connection so that measurements performed on 
one af ect the other. According to classical physics, this should 
be impossible. But under quantum theory, it happens all the 
time. Through his equation, Bell proposed a way to determine 
whether the universe could actually be that strange. 

Over the past half a century his simple equation has pro-
foundly changed the way we think about quantum theory. 
Today many of the quantum technologies that physicists are 
inventing owe their beginnings to Bell’s test. Yet it was not until 
2015, more than 50 years after Bell proposed his inequality, that 
scientists were able to verify the predictions of Bell’s theorem in 
the most complete manner possible. These experiments close a 
quest that has spanned generations and mark the start of a new 
era in developing quantum technologies.

HIDDEN VARIABLES 
To undersTand Bell’s equaTion,  we must go back to the roots of 
quantum mechanics. This set of rules describes the behavior of 
light and matter at the smallest scales. Atoms, electrons, photons 
and other subatomic particles act diferently from things we 
experience in our everyday lives. One of the major deviations is 
that these small particles exist in uncertain states. Take an elec-
tron’s spin, for example. If an electron whose spin is sideways 
passes through a magnetic field oriented up and down, half the 
time it will veer upward and half the time it will veer downward, 
but the outcome is truly random. Compare this to a coin flip. We 
might think that flipping a coin is equally random, but if we 
knew precisely the mass of the coin, how much force was used to 
flip it and all the details about the air currents hitting it, we 
would be able to predict exactly how the coin would land. Elec-
tron spin is diferent, however. Even if we had perfect knowledge 
about all the properties of the electron and its spin before it pass-
es through the magnetic field, quantum fuzziness prevents us 
from knowing which way it will go (we can, however, calculate 
the  probability  of it going up or down). When scientists actually 
measure a quantum system, though, all these possibilities cease 
to exist somehow, and a single outcome is decided—the electron 
ends up having a spin that is oriented either up or down. 

When physicists formulated quantum theory in the early 
20th century, some of its founding members, such as Albert Ein-
stein and Erwin Schrödinger, felt uncomfortable with the fuzzi-
ness of quantum states. Perhaps, they thought, nature is not 
really fuzzy, and a theory that goes beyond quantum mechanics 
could exactly predict the behavior of particles. Then it would be 
possible to foresee the outcome of a measurement of the spin of 
an electron in the same way it is possible to know exactly how a 
coin will land if you have enough information. 

Schrödinger introduced the idea of entanglement ( Verschrä n
kung  in German) to describe quantum fuzziness spread across 
two or more particles. According to quantum theory, properties 

Ronald Hanson  is a physicist at Delft University of  
Technology and scientific director of its QuTech research 
center, a collaboration with the Netherlands Organization  
for Applied Scientific Research (TNO), focused on  
quantum computing and quantum Internet technology. 

Krister Shalm  is a physicist at the National Institute of Standards 
and Technology and the University of Colorado Boulder, where 
he develops tools to test foundational issues in quantum mechanics. 

I N  B R I E F 

In 1964 physicist John Bell  discovered that the 
phenomenon of quantum entanglement—where 
two particles can retain a “spooky” connection 
even when far apart—leads to a mathematical con
flict with our intuitive picture of nature. 

Since Bell’s proposal,  experimenters have staged 
many versions of his test. Most results seemed  
in agreement with the existence of entanglement.  
Yet each of these experiments has contained loop
holes that make it possible for “hidden variables”  

to act behind the scenes, producing results that 
masquerade as entanglement.
Finally, in 2015,  several groups conducted the  
first loophole-free Bell tests, ruling out any local  
hidden variable explanation. 
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of particles can be entangled such that their joint value is precise-
ly known, but the individual values remain completely un  certain. 
An analogy would be two dice that, when rolled, would each yield 
a random result but together always add up to 7. Schrödinger 
used the idea of entanglement in a famous thought ex  periment 
in which the fuzziness of the state of an atom be  comes entangled 
with a cat being dead or alive. Surely any cat is either dead or 
alive and not in an absurd limbo in between, Schrödinger rea-
soned, and therefore we should question the notion that atoms 
can be fuzzy at all.

Einstein, with his collaborators Boris Podolsky and Nathan 
Rosen (known together as EPR), took the argument a step further 
by analyzing two entangled electrons that are far apart. Imagine 
that the spins of the particles are entangled such that when mea-
sured along the same orientation, opposite values will always 
result. For instance, if scientists measure one electron spin and 
find it to be pointing up, the other will point down. Such correla-
tions are certainly surprising when the electrons are far enough 
apart that it is impossible for them to communicate at the speed of 
light before their individual spins are measured. How does the sec-
ond particle know that the first one was up? Einstein famously 
called this synchronization “spooky actions at a distance.”

The EPR analysis of this case, published in 1935 in a now clas-
sic paper, started from two very reasonable assumptions. First, if 
scientists can predict a measurement outcome with certainty, 
there must be some property in nature that corresponds to this 
outcome. Einstein named these properties “elements of reality.” 
For example, if we know that an electron’s spin is up, we can pre-
dict with certainty that if it travels through an appropriate mag-
netic field it will always be deflected upward. In this situation, 
the electron’s spin would be an element of reality because it is 
well defined and not fuzzy. Second, an event in one place cannot 
instantaneously afect a faraway event; influences cannot travel 
faster than the speed of light. 

Taking these assumptions, let us analyze two entangled elec-
trons held at distant places by two people, Alice and Bob. Suppose 
Alice measures her electron spin along the  z  direction. Because of 
the perfect anticorrelation, she immediately knows what the out-
come will be if Bob measures his electron spin along  z  as well. 
According to EPR, the  z  component of Bob’s electron spin would 
thus be an element of reality. Similarly, if Alice decides to mea-
sure the spin along the  x  direction, she would know with certain-
ty the outcome of a measurement on Bob’s electron spin along  x. 
 In this case, the  x  component of Bob’s electron spin would be an 
element of reality. But because Alice and Bob are far apart, Alice’s 
decision to measure along the  z  direction or the  x  direction can-
not influence what happens at Bob’s. Therefore, to account for the 
perfect anticorrelations predicted by quantum theory, the value 
of Bob’s electron spin must be perfectly predictable both along 
the  z  direction and the  x  direction. This appears to contradict 
quantum theory, which states, through the so-called Heisenberg 
uncertainty principle, that the spin can have a well-defined value 
along a single direction only and must be fuzzy along the others. 

This conflict led EPR to conclude that quantum theory is in -
complete. They suggested that it might be possible to re  solve the 
contradiction by supplementing the theory with ex  tra variables. 
In other words, there might be a deeper theory that goes beyond 
quantum mechanics in which the electrons possess extra prop-
erties that describe how they will behave when jointly measured. 

These extra variables might be hidden from us, but if we had 
access to them, we could predict exactly what would happen to 
the electrons. The apparent fuzziness of quantum particles is a 
result of our ignorance. Physicists call any such successor to 
quantum mechanics that contains these hidden variables a 
“local hidden variable theory.” The “local” here refers to the hid-
den signals not being able to travel faster than the speed of light.

BELL’S TWIST 
einsTein did noT quesTion  the predictions of quantum mechanics 
itself; rather he believed there was a deeper truth in the form of 
hidden variables that govern reality. After the 1935 EPR paper, in -
terest in these foundational issues in quantum mechanics died 
down. The possibility of hidden variables was seen as a philosoph-
ical question without any practical value—the predictions of theo-
ries with and without hidden variables appeared to be identical. 
But that changed in 1964, when Bell startlingly showed that in cer-
tain circumstances hidden variable theories and quantum mechan-
ics predict diferent things. This revelation meant it is possible to 
test experimentally whether local hidden variable theories—and 
thus Einstein’s hoped-for deeper truth of nature—can really exist. 

Bell analyzed the EPR thought experiment but with one 
twist: he let Alice and Bob measure their electron spins along 
any possible direction. In the traditional experiment, Alice and 
Bob must measure along the same direction and therefore find 
that their results are 100 percent correlated—if Alice measures 
up, then Bob always measures down. But if Alice and Bob are 
sometimes measuring along diferent axes, sometimes their out-
comes are not synchronized, and that is where the diferences 
between quantum theory and hidden variable theories come in. 
Bell showed that for certain sets of directions, the correlations 
between the outcomes of Alice and Bob’s measurements would 
be stronger according to quantum theory than according to any 
local hidden variable theory—a diference known as Bell’s in -
equality. These diferences arise because the hidden variables 
cannot influence one another faster than the speed of light and 
therefore are limited in how they can coordinate their eforts. In 
contrast, quantum mechanics allows the two electrons’ spins to 
exist jointly in a single entangled fuzzy state that can stretch 
over vast distances. Entanglement causes quantum theory to pre-
dict correlations that are up to 40 percent stronger. 

Bell’s theorem completely changed physicists’ thinking. It 
showed a mathematical conflict between Einstein’s view and 
quantum theory and outlined a powerful way for experimentally 
testing the two. Because Bell’s theorem is a mathematical inequal-
ity that limits how high correlations can be under any local hid-
den variable theory, experimental data that exceed these bounds—
in other words, that “violate” Bell’s inequality—will show that 
local hidden variable theories cannot describe nature. 

Soon after Bell’s publication, physicists John Clauser, Michael 
Horne, the late Abner Shimony and Richard Holt (known as 
CHSH) found similar inequalities that were easier to test in 
experiments. Researchers performed the first trials in the late 
1960s, and since then experiments have come closer and closer 
to the ideal of Bell’s proposed setup. The experiments have 
found correlations that violate Bell’s inequality and seemingly 
cannot be explained by local hidden variable theories. Until 
2015, though, all experiments necessarily relied on one or more 
additional assumptions because of imperfections in the setups. 
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In 2015 several groups of 
scientists devised versions 
of the Bell test that close 
both loopholes.

One, at the Delft University 
of Technology, starts 
with two tiny diamonds. 

For the first time, a 
loophole-free Bell test 

1. Locality loophole
The measurement stations are close 
enough to allow communication with each 
other at sub–light speed during a test.

2. Detection loophole
The detectors are only able 
to measure some but not 
all the entangled particles.

Using two electrons, in two 
diamonds separated by 1,280 
meters, scientists can be sure 
there is no time for communica-
tion even at light speed during 
the time it takes to determine 
the measurement setting and 
detect the electron spin. 

In the nearly perfect carbon lattice 
of a diamond, there exists a flaw, 
the occasional nitrogen atom. 

In some places, next to such a 
nitrogen atom there is a carbon 
atom missing, a “defect center,” 
which acts as a trap for electrons. 

When the photons meet, they become 
entangled. By extension, their distant 
respective electrons—which are 
easier to detect and measure than 
photons—also become entangled. 

According to 
quantum mechanics, 
a particle can be 
in two states at 
the same time.

For example, a 
quantum apple . . . . . .  may not be red or . . . . . .  yellow but . . . . . .  a superposition of both.

Particles can even be entangled with 
one another. That is, if you look at 
one apple and find it red, the other 
instantly becomes yellow. 

Yet the theory of quantum 
mechanics suggests that reality 
is much weirder than that. 

Einstein refused to accept this concept, 
calling it “spooky actions at a distance.”

He claimed there must be local hidden 
variables, unknown to observers, that 
control this entanglement because 
otherwise influences must be traveling 
faster than light.

Electrons have 
a spin . . .

Or in a 
superposition, 

both up and down. 

Locality loophole 
closed

In 1964 John Bell discovered that 
quantum theory conflicts with any 
local theories involving hidden 
variables. He found a way to test 
whether local hidden variables 
could account for the apparent 

“spooky action.”

Scientists use lasers to excite 
the electrons, which then emit 
photons that are entangled 
with the spin of the electrons.

At Delft, scientists ran 245 trials 
in which a pair of electrons 1,280 
meters apart were entangled. 
They measured the particles in 
every case and found 80 percent 
were correlated—significantly 
more than would be possible 
with local hidden variables. 

Experiments in the U.S., Austria 
and Germany found similar results.

Those photons travel 
across campus until 
they meet each other 
at detectors. 

Entanglement exists no matter 
the distance between particles. 

Einstein’s objections to quantum 
theory rested on two basic 
principles: realism and locality. 

Realism is the notion that objects 
have determined properties—an apple, 
for instance, is red, or it is yellow. 

Locality is the idea that objects can only 
be influenced by their surroundings; 
influences cannot travel faster than light.

Experimenters soon 
got to work putting 
the test into action. 
But two loopholes 
left some leeway 
for hidden variables.

The Bell test: Two observers would make separate measurements of two 
supposedly entangled particles. Bell calculated the maximum amount 
of correlation that could arise between the two observers’ findings if local 
hidden variables limited by the speed of light were at work. 

Detection loophole closed 

These results provide final proof that 
local hidden variables cannot explain 
the consequences of entanglement.

The universe is 
conclusively weird. 

Up Down 

Illustration by Matthew Twombly

Closing All the Loopholes 
Quantum mechanics  proposes a universe at odds with our intuitive 
reality. Some scientists, including Albert Einstein, have hoped that 
alternative theories with so-called hidden variables acting behind 
the scenes might explain away some of quantum theory’s weirdest 
implications. Until recently, no experiment could conclusively rule 
out local hidden variables, but in 2015 that changed. 
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respective electrons—which are 
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the same time.
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Particles can even be entangled with 
one another. That is, if you look at 
one apple and find it red, the other 
instantly becomes yellow. 

Yet the theory of quantum 
mechanics suggests that reality 
is much weirder than that. 

Einstein refused to accept this concept, 
calling it “spooky actions at a distance.”

He claimed there must be local hidden 
variables, unknown to observers, that 
control this entanglement because 
otherwise influences must be traveling 
faster than light.
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Locality loophole 
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In 1964 John Bell discovered that 
quantum theory conflicts with any 
local theories involving hidden 
variables. He found a way to test 
whether local hidden variables 
could account for the apparent 

“spooky action.”

Scientists use lasers to excite 
the electrons, which then emit 
photons that are entangled 
with the spin of the electrons.

At Delft, scientists ran 245 trials 
in which a pair of electrons 1,280 
meters apart were entangled. 
They measured the particles in 
every case and found 80 percent 
were correlated—significantly 
more than would be possible 
with local hidden variables. 

Experiments in the U.S., Austria 
and Germany found similar results.

Those photons travel 
across campus until 
they meet each other 
at detectors. 

Entanglement exists no matter 
the distance between particles. 

Einstein’s objections to quantum 
theory rested on two basic 
principles: realism and locality. 

Realism is the notion that objects 
have determined properties—an apple, 
for instance, is red, or it is yellow. 

Locality is the idea that objects can only 
be influenced by their surroundings; 
influences cannot travel faster than light.

Experimenters soon 
got to work putting 
the test into action. 
But two loopholes 
left some leeway 
for hidden variables.

The Bell test: Two observers would make separate measurements of two 
supposedly entangled particles. Bell calculated the maximum amount 
of correlation that could arise between the two observers’ findings if local 
hidden variables limited by the speed of light were at work. 

Detection loophole closed 

These results provide final proof that 
local hidden variables cannot explain 
the consequences of entanglement.

The universe is 
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These assumptions provide loopholes that local hidden variable 
theories could in principle use to pass the test. 

In virtually all such experiments in the 20th century, scien-
tists generated entangled photons at a source and sent them to 
measurement stations (standing in for Alice and Bob). The 
Alice and Bob stations each measured their respective photon 
along one of two orientations, noting its polarization—the 
direction in which the photon’s electric field oscillates (polar-
ization can be thought of as the spin of a photon). The scientists 
then calculated the average correlations between the two sta-
tions’ outcomes and plugged those into Bell’s equation to check 
whether the results violated the inequality. 

TESTS WITH CAVEATS 
The firsT series of experimenTs  used fixed measurement direc-
tions. In these cases, there is ample time for hidden variables 
(using knowledge of the measurement directions on either side) 
to influence the outcomes. That is, hidden signals could tell Bob 
which direction Alice used to measure her photon without trav-
eling faster than light. This so-called locality loophole means 
that a hidden variable theory could match the quantum correla-
tions. In 1982 French physicist Alain Aspect and co-workers 
performed a test where the photons were sent to opposite ends 
of a large room and their polarization measured. While these 
entangled photons were in flight, the polarization angle of the 
measurement device changed periodically. In the late 1990s 
Anton Zeilinger, now at the University of Vienna, and his col-
leagues further improved this strategy by using truly random 
(as opposed to periodic) polarization-measurement directions. 
In addition, these measurement directions were determined 
very shortly before the measurements took place, so hidden sig-
nals would have had to travel faster than light to afect this 
experiment. The locality loophole was firmly closed. 

These experiments had one drawback, however: photons are 
hard to work with. Most of the time the tests got no answer at 
all, simply be  cause the photons were not created in the first 
place or were lost along the way. The experimenters were forced 
to as  sume that the trials that worked were representative of the 
full trial set (the “fair sampling assumption”). If this assump-
tion was dropped, the results would not violate Bell’s inequality. 
It is possible that something diferent was happening in the tri-
als where photons were lost, and if their data were included, the 
results would not be in conflict with local hidden variable theo-
ries. Scientists were able to close this so-called detection loop-
hole in this century by giving up photons and using matter, such 
as trapped ions, atoms, superconducting circuits and nuclei in 
diamond atoms, which can all be entangled and measured with 
high efficiency. The problem is that in these cases the particles 
were all located extremely close to one another, leaving the 
locality loophole open. Thus, although these Bell tests were in -
genious, they could all, at least in principle, be explained by a 
local hidden variable theory. A Bell test with all the loopholes 
closed simultaneously became one of the grandest challenges in 
quantum science. 

Thanks to rapid progress in scientists’ ability to control and 
measure quantum systems, it became possible in 2015, 80 years 
after the EPR paper and 51 years after Bell’s equation, to carry 
out a Bell test in the ideal setting, often referred to as a loop-
hole-free Bell test. In fact, within a short span of time, four dif-

ferent groups found results that violated Bell’s inequality with 
all loopholes closed—providing ironclad evidence against local 
hidden variable theories. 

CLOSING THE LOOPHOLES 
one of us  (Hanson) and his collaborators performed the first exper-
iment to close all loopholes at the Delft University of Technology 
in the Netherlands using a setup [ see box on preceding page ] that 
closely resembles the original EPR concept. We entangled the 
spins of two electrons contained inside a diamond, in a space 
called a defect center, where a carbon atom should have been but 
was missing. The two entangled electrons were in diferent labo-
ratories across campus, and to make sure no communication was 
possible between them, we used a fast random-number generator 
to pick the direction of measurement. This measurement was fin-
ished and locally recorded on a hard drive before any information 
from the measurement on the other side could have arrived at 
light speed. A hidden signal telling one measuring station which 
direction the other had used would not have had time to travel 
between the labs, so the locality loophole was firmly closed.

These strict timing conditions required us to separate the two 
electrons by more than a kilometer, about two orders of magni-
tude farther apart than the previous world record for entangled 
matter systems. We achieved this separation by using a tech-
nique called entanglement swapping, in which we first entangle 
each electron with a photon. We then send the photons to meet 
halfway between the two labs on a semitransparent mirror where 
we have placed detectors on either side. If we detect the photons 
on diferent sides of the mirror, then the spins of the electrons 
entangled with each photon become entangled themselves. In 
other words, the entanglement between the electrons and the 
photons is transferred to the two electrons. This process is prone 
to failure—photons can be lost between the diamonds and the 
mirror, just as in the earlier photon-based experiments. But we 
start a Bell trial only if both photons are detected; thus, we deal 
with photon loss beforehand. In this way, we close the detection 
loophole because we do not exclude the findings of any Bell test 
trials from our final results. Although the photon loss related to 
the large separation in our case does not limit the quality of the 
entanglement, it does severely restrict the rate at which we can 
conduct Bell trials—just a few per hour. 

After running the experiment nonstop for several weeks in 
June 2015, we found Bell’s inequality was violated by as much as 
20  percent, in full agreement with the predictions of quantum 
theory. The probability that such results could have arisen in any 
local hidden variable model—even allowing the devices to have 
maliciously conspired using all available data—was 0.039. A sec-
ond experimental run conducted in December 2015 found a sim-
ilar violation of Bell’s inequalities. 

In the same year, three other groups performed loophole-free 
Bell tests. In September physicists at the National Institute of 
Standards and Technology (nisT) and their colleagues, led by 
one of us (Shalm), used entangled photons, and in the same 
month, Zeilinger’s group did so as well. Not too long after, 
Harald Weinfurter of Ludwig Maximilian University of Munich 
and his team used rubidium atoms separated by 400 meters in a 
scheme similar to that of the Hanson group (the results were 
published in 2017).

Both the nisT and Vienna teams entangled the polarization 
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state of two photons by using intense lasers to excite a special 
crystalline material. Very rarely, about one in a billion of the laser 
photons entering the crystal underwent a transformation and 
split into a pair of daughter photons whose polarization states 
were entangled. With powerful enough lasers, it was possible to 
generate tens of thousands of entangled photon pairs per second. 
We then sent these photons to distant stations (separated by 184 
meters in the nisT experiment and 60 meters in the Vienna exper-
iment) where we measured the polarization states. While the 
photons were in flight toward the measurement stations, our sys-
tem decided which direction to measure their polarization in 
such a way that it would be impossible for any hidden variables to 
influence the results. The locality loophole is therefore closed. The 
most challenging aspect of using photons is preventing them from 
being lost, as we must detect more than two thirds of the photons 
we create in our setup to avoid the detection loophole. Most con-
ventional single-photon detectors operate at around 60  percent 
efficiency—a nonstarter for this test. But at nisT we developed 
special single-photon detectors, made of cold superconducting 
materials, capable of observing more than 90 percent of the pho-
tons that reach it. Thus, we closed the detection loophole as well.

Repeating these polarization measurements on many difer-
ent entangled photon pairs more than 100,000 times per second, 
we were able to quickly accumulate statistics on the correlations 
between the photon polarization states. The correlations ob -
served in both experiments were much stronger than those pre-
dicted by hidden variable theories. In fact, the probability that 
the nisT results could have arisen by chance is on the order of 
one in a billion (even less likely than winning the Powerball lot-
tery), and the chances are even smaller for the Vienna experi-
ment. Today our nisT group regularly uses an im  proved version 
of our setup to violate Bell’s inequalities to a similar degree in 
less than a minute, and future improvements will speed this up 
by two orders of magnitude. 

HARNESSING ENTANGLEMENT 
These experimenTs force us To conclude  that any local hidden 
variable model, such as those Einstein advocated, is incompati-
ble with nature. The correlations between particles we have ob -
served defy our intuition, showing that spooky action does in -
deed take place. 

Our results also hint at the remarkable power contained in 
entanglement that we may be able to put to use. A near-term 
application where loophole-free Bell tests can be useful is in gen-
erating randomness. Random numbers are a critical resource in 
many cryptographic and security techniques. If you can predict 
the next number a random-number generator will produce, you 
can hack many financial and communications systems. A good 
source of randomness that cannot be predicted is therefore of 
vital importance. Two of the most common ways to generate 
randomness are through mathematical algorithms or using 
physical processes. With mathematical algorithms, if you know 
the conditions used as a “seed,” you can often predict the output 
perfectly. With physical processes, a detailed understanding of 
the underlying physics of the system is required. Miss even a sin-
gle detail, and a hacker can exploit or control the randomness. 
The history of cryptography is littered with examples of both 
types of random-number generators being broken. 

Quantum mechanics has handed us a gift, though. It is possi-

ble to “extract” the randomness inherent in quantum processes 
to produce true randomness. The correlations measured in a 
loophole-free Bell test can be distilled into a certifiably random 
string. Remarkably, it is possible to hand part of the experimen-
tal apparatus (the generation of the entangled particles) to a 
potential hacker to control. Even in this extreme case, it is possi-
ble to produce numbers that are as random as nature allows. In 
early 2018 our team at nisT was able to use our loophole-free 
Bell setup to extract 1,024 truly random bits from 10 minutes of 
ex  perimental data. These bits were certified to be random to 
better than a part in one trillion. In contrast, it would take a con-
ventional random-number generator several hundred thousand 
years to acquire enough data to directly measure the quality of 
their randomness to this level. We are working now to incorpo-
rate our random-number generator into a public randomness 
beacon. This tool could act as a time-stamped source of random 
numbers that is broadcast over the Internet at fixed intervals 
and can be used in security applications by anyone who needs it. 

On a more general level, the techniques developed in loop-
hole-free Bell experiments may enable fundamentally new types 
of communications networks. Such networks, often re  ferred to 
as a quantum Internet, can perform tasks that are out of reach 
of classical information networks. A quantum In  ternet could en -
able secure communication, clock synchronization, quantum 
sensor networks, as well as secure access to re  mote quantum 
computers in the cloud. Another goal is “device-independent 
cryptography,” in which (in close analogy to the randomness 
beacon) users can validate the secrecy of a shared key through a 
violation of Bell’s inequalities.

The backbone of a future quantum Internet will be formed by 
entanglement links precisely like the setups used to test Bell’s 
inequalities with diamond defect centers, trapped atoms and 
photons. In 2017 our team at Delft demonstrated a method to 
boost the quality of remote entangled spins, and in 2018 we 
improved the entangling rates by three orders of magnitude. 
Based on this progress, researchers are working toward a first 
rudimentary version of a quantum Internet that is scheduled to 
be realized among a few cities in the Netherlands in 2020. 

Eight decades ago when quantum theory was being written, 
skeptics chafed at its apparent contradiction with the centuries 
of physical intuition that had been developed; now four experi-
ments have dealt the final blow to that intuition. At the same 
time, these results have opened the door to exploit nature in 
ways that Einstein and Bell could not have foreseen. The quiet 
revolution that John Bell kicked of is now in full swing. 
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LAGUNA DEL MAULE  in Chile is ringed with fields 
of rhyolite ( center ) from ancient volcanic eruptions. 
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the airbus helicopter bucked 
wildly in the frigid air hundreds of meters 
above the Chilean Andes. Every time it 
heeled over to turn, the helicopter dropped 
20 meters, and the jagged peaks below 
seemed to rush up at Brad Singer through 
a gaping opening in the copter’s side—the 
door had been removed to make photogra-
phy easier. The jolts and the clear path to 
the ground did not make Singer, a geologist 
usually based on the flat land around the 
University of Wisconsin–Madison, feel very 
secure even though he was strapped into  
a seat. “It was like being in a big, loud open 
roller coaster,” he recalls. 

HIDDEN
INFERNO

G E O LO G Y 

A supervolcano may be brewing 
underneath Chile, with a cold 
interior that is upending ideas 
about triggers of huge eruptions 

By Shannon Hall 
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But the awe-inspiring scene far below, with its landmarks of 
a vast volcanic history, distracted him from his worries about 
falling. At one point, Singer and his colleagues flew over a pale 
pink lava flow that stretched across the stark landscape for 20 
square kilometers—a footprint that could easily hold 25 Mount 
Kilauea summit craters. And that was only part of what the 
geologist had come to see. This volcanic region, known as Lagu-
na del Maule, hosts about 50 lava flows and 70 ash deposits, 
ringed around a 54-square-kilometer icy blue lake. Only from 
above, says Singer, who has been exploring this area for the past 
20 years, can you truly grasp the region’s gigantic scale. Only 

then can you take to heart that Laguna del Maule hosts the 
world’s largest collection of recently erupted rhyolite, a 

rock that, in its liquid magma form, can be particu-
larly explosive and dangerous. 

Geologists suspect that the flows and depos-
its are the handiwork of 25 to 30 different 
volcanoes over the past 20,000 years. This 
record is eerily like a place called Long Valley 
in California, where, in addition to a spate of 
what Singer calls “business as usual” explo-
sions, a single enormous volcano blew a 
500-square-kilometer pit in the land rough-
ly 765,000 years ago. That geologic similari-

ty, plus an ominous swelling of the ground at 
Laguna del Maule that be  gan a decade or so 

ago, suggests the region might be capable of be -
coming the world’s next supervolcano. 
Supervolcanoes hold some of the most destruc-

tive forces on the planet. These eruptions send at least 
1,000 cubic kilometers of rock and ash hurtling out of the 

earth at once—2,500 times more material than the devastating 
Mount St. Helens explosion in 1980. Underground maps of 
Laguna del Maule’s magma chamber have recently indicated it 
has grown large enough to put that amount of material in the 
air, should it all blow at once. Even if Laguna del Maule lets off 
some of its steam in a series of smaller eruptions, the system 
looks like a good model for the ancient giants. 

It also has one key feature all other known supervolcanoes lack: 
it is forming in front of our eyes. Until today, everything that 
geologists know about these behemoths has been gleaned from 
old rocks and ash deposits and other aftereffects—forensic work 
that allows them to reconstruct a few aspects of the explosions. 
But Laguna del Maule is rousing right now, offering the first live 
look at the way such catastrophes develop. “We have no human 
experience with these kinds of large supervolcanic eruptions,” 
Singer says. (The prospect of human experience is a major con-
cern for the several hundred thousand people who live in near-
by cities and towns. While a supereruption does not seem likely 
any time soon, government agencies in Argentina and Chile are 
keeping a close eye on the region.) 
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That up-close peek at Laguna del Maule, along with findings 
from older supervolcanoes, has already pushed scientists to -
ward a surprising conclusion: the giant underground chambers 
of magma that fuel these monsters are not the hot vats of mol-
ten lava that researchers once imagined. Instead the mass is 
cold enough that it is often solid. The realization has presented 
volcanologists with a puzzle: for an eruption to occur, solid 
magma has to melt and rise rapidly, within a matter of decades, 
so geologists have been trying to explain how this sudden 
change from cold to superhot happens.

 Recently Singer and some of his colleagues have seen signs 
that the cool magma reservoir may be hit by a sudden jolt of hot 
bubbles of water from below; in other volcanoes, scientists have 
found evidence that magma from a lower, hotter chamber 
bursts into the higher, chillier one. As researchers try to piece 
together these clues, the real-time observations at Laguna del 
Maule might help them explain our planet’s biggest bangs. 

A RISING POWER 
The forces unleashed  by historic supervolcanoes were stagger-
ing. Roughly 631,000 years ago, for example, one erupted in 
what is now Yellowstone National Park in the U.S., sending 
lethal waves of hot gas, volcanic rock, ash and toxic fog racing 
across the landscape. Those eruptions filled entire valleys with 
material so hot and heavy that it welded into cliffs that are as 
thick as 200 meters today. Afterward the sky was dark with ash 
that went on to fall across an enormous swath of North Ameri-
ca, leaving a layer of debris that spanned a triangle stretching 
from today’s Canadian border down to California and over to 
the Gulf of Mexico. At times the ramifications of a supervolcano 
can be felt across the globe. A few have created layers of ash so 
thick that scientists believe they blocked the sun’s light and 
plunged the earth into a volcanic winter. 

No supervolcano has erupted in modern history. But in 2008 
Matthew Pritchard, a geophysicist at Cornell University, was 
scouring data from a satellite when he noticed a surreal signal 
emanating from the Chilean Andes. The data on his computer 
screen revealed a psychedelic tie-dyed bull’s-eye. The ring pat-
tern was typical for any changes in ground elevation. The odd 

Shannon Hall  is an award-winning freelance 
science journalist based in the Rocky Mountains. 
She specializes in writing about astronomy, 
geology and the environment. 

I N  B R I E F

Enormous destructive  forces are stored in super-
volcanoes, whose explosions are big enough to 
reshape continents. Humanity has never seen this 
kind of eruption. 

At Laguna del Maule,  high in the Andes, a volcanic 
system is brewing that may reach supersize in our 
lifetime. Its magma reservoir is already big enough, 
and past eruptions hint at vast power.

Surprisingly, such giant explosions  do not start 
with superhot melted rock but with masses that  
are practically solid. Scientists are uncovering trig-
gers that can transform them in mere decades.
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How Supervolcanoes Erupt
The planet’s biggest volcanoes  are not fueled by constantly seething cauldrons of magma. New findings indicate they have relatively 
cold hearts of nearly solid rock. Two different triggers, scientists theorize, could quickly heat that rock to explosive levels. 

Illustration by Emily Cooper 

RISING PLUME BURSTING BUBBLES 

Some supervolcanoes, such as the behemoth under neath 
Yellowstone in the western U.S., sit above a plume of rising 
magma. Closer to the surface they have a cooler reservoir, 
mostly crystalline with a little hot liquid. 

●1 

Molten material from the plume  
slowly moves upward over thousands  
of years, heating the upper reservoir 
when it contacts the chamber.

●2

The heated crystals melt quickly, 
possibly within decades, forming 
an explosive mass that shoots  
to the surface in a giant eruption. 

●3

Volcanic regions such as Laguna del Maule in Chile lie atop 
two colliding plates of crust, which produce hot magma 
deep in the planet. Above, a reservoir of crystalline mush—
with a sticky melted rock called rhyolite—waits. 

●1 

Magma hits the reservoir, and the heat melts crystals there.  
As this melt rises in the chamber, it releases volatile fluids, mostly  
as bubbles of water. Within decades the heat and rising bubbles 
can force liquid rhyolite up and out, creating small eruptions. 

●2

Bubbles gather near the top of the reservoir, forcing more 
rhyolite into rock fractures. As melt gets near the top, its 
pressure drops, so bubbles expand rapidly. This can create 
large explosions that may reach supervolcanic levels. 

●3

Cool 
magma 
reservoir

Mostly crystal

Mostly liquid magma

Intruding magma

Rising 
rhyolite

Cool 
magma 
reservoir

Mantle plume

50% liquid

Subducting 
oceanic plate

Molten 
magma

Mush (95% crystal,  
5% liquid rhyolite)

Heat ( red ) and  
ascending bubbles ( blue )
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thing was that rings such as these were usually located at the 
top of a single known volcano, but here the pattern was cen-
tered on a large region with hills and plateaus stretching about 
400 square kilometers. Something unusual was happening. 
When Pritchard looked through earlier images, he found that 
the uplift, which must have begun between 2004 and 2007, was 
causing the ground to shoot upward by 20 centimeters a year. 
That is the largest rate of ground-level change anywhere in the 
world, 10 times larger than the “enhanced” uplift at Yellowstone 
that has occurred (and then stopped) a few times during the 
past several years. 

That movement at Laguna del Maule, combined with the 
area’s explosive record, has drawn a number of expeditions in 
recent years to determine if the area is indeed getting close to 
an eruption and if so how large it might be. In 2013 Singer be -
gan a five-year project to study the system’s past and current 
state. Working with Chile’s National Geology and Mining Ser-
vice, he and his colleagues deployed about 50 sensors on the 
ground. They flew helicopters above the lake that carried in -
stru ments to scan the surface below. And they pecked away at 
ancient rocks with a shovel and a hammer, removing samples 
that they could further analyze in the laboratory. 

All the data indicated that something very big was brewing 
under the surface. “I don’t want to be an alarmist or anything, 
but it does suggest that there’s a developing larger collection of 
magma underneath Laguna del Maule,” says Judith Fierstein, a 
geologist at the U.S. Geological Survey’s California Volcano 
Observatory in Menlo Park, Calif. Clues about underground 
structures gleaned from the way vibrations travel through them, 
as well as changes in gravity and electrical conductivity pro-
duced by different rock types, all suggest the region sits on top 
of a reservoir holding 450 cubic kilometers of ex  plosive rhyolit-
ic magma. If it all erupts, that amount of magma can transform 
into the 1,000 cubic kilometers of ash, rock and lava needed to 
meet the minimum supervolcano definition, Singer says. 

The magma does not all have to blow at once to be danger-
ous. Only 10  percent of that volume would produce an explo-
sion about twice the size of Krakatoa, which, though not a super-
volcano, killed 36,000 people in Indonesia when it blew in 1883. 

STONE-COLD KILLER 
While some scienTisTs  measured Laguna del Maule’s size, oth-
ers were more concerned with its temperature. In the classic 
view, the magma stored below active volcanoes is a seething 
liquid mass that then rises toward the top of the crust like a 
glob within a lava lamp. But in 2014 Adam Kent of Oregon 
State University and Kari Cooper of the University of Califor-
nia, Davis, made a startling discovery that prompted many in 
the research community to consider that some volcanoes real-
ly might be cold-natured. 

Kent and Cooper examined tiny crystals embedded within 
the volcanic rocks previously released from Oregon’s volcanic 
Mount Hood. Before those crystals erupted, they grew in the 
magma chamber below, accreting layer after layer that—much 
like a set of tree rings—recorded the evolving chemistry of the 
magma, including changes in composition, pressure and tem-
perature. The crystals from Mount Hood rocks, for example, 
indicated that its magma spent as much as 99  percent of its 
time at temperatures too cool to erupt. It was not really a liquid 

but a kind of mush: a network of crystals with some fluid be -
tween them. “It’s kind of like peanut butter, you know, when you 
pull peanut butter out of the fridge and you try to spread it—it’s 
too solid,” Kent says. 

That finding made scientists wonder whether the same story 
might hold true for other volcanoes. The answer appears to be 
yes. In 2017 Cooper and her colleagues performed the same 
analysis on crystals that had erupted from New Zealand’s  
Taupo Volcanic Zone—a region that runs down the center of 
New Zealand’s North Island and has seen several supererup-
tions. The scientists learned these crystals had also spent most 
of their lifetime nestled within cool, solid magma. And in late 
2017 Singer and his colleagues analyzed the volcanic leftovers 
from the Long Valley supereruption in California and saw a 
similar record. Yellowstone’s magma chamber also holds a cool-
er crystalline mush. 

Although Kent and Cooper have found hints that magma 
might reside at slightly hotter temperatures at a few old sites 
in North and South America, it is becoming very clear that in 
general supervolcanoes tend toward the cold. And the behe-
moths stay cold until the moment before they erupt. That 
means that hot magma is ephemeral, only coming into  
existence immediately before eruption. Cooper’s work at  
Taupo suggests that these systems liquefy only 40 years prior 
to eruption. At Long Valley, the liquefaction happens in 
decades to a few hundred years. At Yellowstone, it also takes 
mere decades. Cooper says these timescales could run as  
short as a few years because scientists tend to publish conser-
vative estimates. 

What about Laguna del Maule? There, too, the massive mag-
ma body appears to be a crystalline mush. Singer and his col-
leagues argue that 95 percent of the system is composed of crys-
tals, whereas a mere 5 percent is liquid melt. The mush is also a 
relatively chilly 800 degrees Celsius, more or less; lava that cas-
caded down the slopes of Hawaii’s Kilauea this summer, in con-
trast, was about 1,200 degrees C, or 50  percent hotter. The dis-
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coveries reinforce the notion that these cold-hearted beasts 
wake up in an instant. When Nathan Andersen, a geologist at 
the University of Oregon, analyzed the small crystals embedded 
within the past lava flows at Laguna del Maule, he saw that they 
resided in magma for only 10 to 100 years. 

AWAKENING A GIANT 
BuT ThaT picTure presenTs  a conundrum: How do these frozen 
systems melt and mobilize so rapidly? At Yellowstone, the last 
great supereruption occurred when liquid magma rose up 
through the earth and hit an upper, solidified reservoir, contends 
Christy Till, a geologist at Arizona State University. Her model is 
a broad outline—there were no scientists around with sensors at 
the time—but it appears from volcanic leftovers that the rising 
liquid mixed with the more solid material, melting crystals. This 
heated the entire chamber, and the added liquid volume built 
pressure until the liquid exploded onto the surface. 

What is happening in Chile, however, may be very different. 
“There isn’t a one-size-fits-all model for these volcanoes,” Till 
says. Yellowstone sits atop a hot plume, for instance; Laguna 
del Maule and Long Valley do not. At those spots, one plate of 
planetary crust is diving underneath another, melting rock into 
magma as it goes. That creates a different type of eruption trig-
ger, Andersen says, one that heats only part of the volcano res-
ervoir and involves an explosion of bubbles. 

When Andersen analyzed crystals from Laguna del Maule’s 
past eruptions, he found that basaltic magma originating deep 
in the planet did not completely infiltrate the volcanic system. 
Such magma stalled at the base of Laguna del Maule’s upper 
rhyolite-rich reservoir. The two types of rock never mixed. The 
basalt cooled down when it stalled, releasing heat into the 
material above it. It also gave off volatile water vapor in the 
form of bubbles. As the heat and the bubbles started to rise, 
they melted some of the surrounding crystals, creating buoyant, 
bubble-filled plumes that  percolated upward to the top of the 

reservoir. At that point, they exerted so much pressure on the 
crust above that they burst out. 

This idea worries Singer. If volatile bubbles are currently ris-
ing below Laguna del Maule, there is no way for them to escape. 
There are no hydrothermal features, such as Old Faithful gey-
sers, fumaroles, hot springs or vent sites, near the mountain 
lake. “In my mind, that makes Laguna del Maule potentially 
more dangerous than other kinds of systems,” Singer says. If 
some gases were able to leak to the surface, the growth of the 
reservoir might slow. “But if you’ve got this reservoir that’s 
trapped down there and incubating down there, this is probably 
the kind of condition that can allow a system to grow very large, 
like Yellowstone did before its last big eruption,” Singer says. 
“That would be a game changer. That’s the kind of eruption that 
humans haven’t seen.” 

Thus, although the reservoir below Laguna del Maule is 
barely at supervolcanic size, it could grow even bigger over  
the coming centuries. At the moment, Singer’s fears are some-
what speculative. The eruption mechanisms are, too. It might 
be, for ex   ample, that rising, bubble-rich melt cannot create 
enough pressure by itself to generate a giant explosion and re -
quires the help of a local earthquake. Singer’s team is currently 
trying to identify signals associated with such additional hid-
den triggers. 

Even if Laguna del Maule were to release a series of smaller 
eruptions—and the record of ash and lava on the surface indi-
cates that it has done that in the past—the effects could still be 
felt across South America. Ash would halt air traffic in the area 
and potentially devastate agricultural production for years 
within Argentina (where it will likely land because of easterly 
wind patterns). Additionally, ash flows might breach a dam at 
the nearby Maule River, thus causing catastrophic flooding that 
could hit Talca, a city at the bottom of the valley that hosts more 
than 200,000 residents.

Singer’s team has removed its instruments from the field, 
but scientists from Chile and Argentina have picked up the 
baton, placing new monitors that help to watch over the lake. 
At the moment, the region continues to steadily balloon toward 
the heavens—movement that appears relatively harmless. But 
should the lake show further signs of unrest, researchers just 
might be able to accurately predict the volcanic field’s next 
eruption—now that they better understand the spark that can 
ignite a cold beast. 
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VOLCANIC FEATURES  around Laguna del Maule, seen in a satellite 
view ( 1 ), show vegetation ( red ) and snow-covered peaks ( white ). 
Geologists place sensors near the lake to detect rising ground ( 2 ). 
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After false starts, researchers are  
making progress toward treating  

deafness with gene therapy

By Dina Fine Maron 
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Hannah Corderman is trying to fill in the blanks 
in her world, but the blanks are growing big-
ger. She cannot always hear conversations, so 
she nods or smiles at what seem like appropri-
ate moments, taking her cues from people 
around her. Picking out individual words can 
be hard even though doctors recently turned 

up the volume on her hearing aids. “There’s a lot missing from conversations—
bits and pieces,” she says. “But I make it work.” 

Making it work is becoming more difficult. Cord-
erman has an inherited condition called Usher syn-
drome that is slowly but inexorably robbing her of 
two major senses. A genetic mutation is starving 
cells in both her inner ear and her retina of proteins 
needed to detect sound and light. On top of her hear-
ing loss, her declining vision, which forced her to 
give up driving at night as a teenager, has recently 
worsened. Now, at the age of 24, she has blind spots 
that make it harder to see during the day, too. No 
current treatment can halt or slow the disease, so 
Corderman lives with the knowledge that in 10 
years, maybe 20 if the deterioration is slow, she 
could be deaf and blind. 

As a child, Corderman’s trouble seemed to be a 
straightforward hearing deficit. Then one summer in 

high school, as she looked up at the sky from her 
home in Needham, Mass., the stars seemed to blink 
out one by one. She told herself they were probably 
just covered by clouds. But the problems continued, 
and eventually doctors diagnosed her with Usher 
type 2A, a deaf-blind disorder that sets in gradually 
over many years. She took in the news quietly, she 
told me when I spoke with her. After absorbing it, she 
said, she decided to get on with her life. Today, seven 
years after her diagnosis, Corderman has finished col-
lege and works on the marketing side of her family’s 
construction company, pushing back as much as she 
can against a disease that she says will not define her. 

There is not much doctors can do to help. Corder-
man could one day get a cochlear implant, a device 
that bypasses the hair cells to directly stimulate the 

I N  B R I E F

Hearing loss  is one of the most common birth 
defects, and genetic flaws are frequently the cause. 
Gene therapy,  an experimental treatment with 
a checkered past, could be an important remedy. 

Safety and effectiveness  of the therapy have 
recently improved, and its use in people has been 
approved for several diseases. The advances in  
the treatment are now extending to deafness. 

In a promising result,  researchers were able to 
correct ear defects in deaf mice by injecting them 
with a gene-carrying virus, restoring the animals’ 
hearing to unprecedented levels. 

Dina Fine Maron,  formerly an associate editor 
at  Scientific American,  is now a wildlife trade 
investigative reporter at  National Geographic. 
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auditory nerve and give her some sense of sound. 
But the device is a relatively blunt fix. For eyes, reti-
nal implants—electrical stimulators for light-detect-
ing cells—are rarely used because they do not come 
close to actual vision. 

Corderman is not a rigorous reader of science 
journals, but she is aware of several hundred young 
mice in a few laboratories in Boston, not far from 
her house. The mice were bred to have auditory dis-
orders like her own—but these mice are getting bet-
ter. Using an approach called gene therapy, biolo-
gists have been dosing them with healthy DNA to 
make up for bad stretches that produce faulty pro-
teins. Last year biologist Gwenaëlle Géléoc of Boston 
Children’s Hospital and her colleagues reported an 
“unprecedented recovery” in such mice after the sci-
entists delivered a DNA infusion to the inner ear, 
restoring the animals’ hearing to near-normal levels. 
Around the same time, a separate team at Harvard 
Medical School reported more modest hearing res-
toration when they used a similar genetic approach 
in mice with a different hereditary disorder. A third 
Boston-area group recently employed gene-editing 
methods to knock out a faulty gene in “Beethoven 
mice”—rodents with another form of progressive 
hearing decline named after the deaf composer. The 
advances are providing hope that for the first time, 
genetic hearing disorders—some of the most com-
mon birth defects in the U.S.—could be treated and 
even stopped at their source. 

GOING VIRAL 
gene therapy  has had a difficult and checkered past. 
In an infamous 1999 incident, an 18-year-old liver 
disease patient named Jesse Gelsinger died in an 
early gene therapy trial conducted by researchers at 
the University of Pennsylvania. A virus was used to 
ferry genes into his body, but the dose and type 
caused Gelsinger’s immune system to whip itself 
into a fatal frenzy, attacking his own organs. The 
tragedy chilled public enthusiasm and funding and 
made many scientists cautious about going further. 

Others, however, continued to quietly work with 
this technique, at first focusing on cells and animals, 
in hopes of developing therapies for complex disor-
ders such as osteoarthritis, cancer and type 1 diabe-
tes. As a safeguard, they lowered the doses of viruses 
used as delivery vehicles to keep the immune system 
from overreacting. They also moved away from the 
virus that had been used with Gelsinger, a member 
of a group called adenoviruses, and instead experi-
mented with other types. One promising alternative 
seemed to perform particularly well in these tests: 
adeno-associated virus (AAV), a gene courier that 
appears benign to the human immune system be-
cause it does not harm our cells. Sometimes the 
gene-carrying viruses have been prepackaged within 
cells when injected, a technique that keeps them in  
a small target area. The field has become about 

“matching the right vehicle to the right disease and 
target and understanding dosing and where the vi-
ruses are going in the body,” says researcher Cyn-
thia E. Dunbar of the National Institutes of Health, 
who recently served as president of the American 
Society of Gene & Cell Therapy. 

The improvements have worked. Recently the U.S. 
Food and Drug Administration issued the first wave 
of approvals of gene therapy for people, indicating 
that it may be an idea whose time has finally come. In 
August 2017 the fda gave a green light to Kymriah, a 
virus-delivered treatment for a form of childhood leu-
kemia. And in December of that year, the agency 
approved the first gene therapy for a rare inherited 
form of blindness. Pharmaceutical companies and 
venture capitalists are now pouring a lot of resources 
into gene therapy, Dunbar says. At the society’s 2018 
annual meeting, about 3,400 people showed up. Only 
1,200 were in attendance five years earlier. 

HANNAH  
CORDERMAN   
was born with  
Usher syndrome,  
a genetic disease 
that is gradually 
stealing her hear-
ing and her sight. 
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How to Save Hearing 
Some of the most common reasons  for early childhood hearing 
loss are genetic. Inner ear hair cells are responsible for detecting 
sound signals and sending them to the brain, but gene muta-
tions within those cells lead to poorly functioning anatomy. 
Researchers working with mice have devised a method for 
replacing those flawed genes with healthy versions: they put 
the healthy genes into a modified adeno-associated virus (AAV) 
and inject it into the inner ear. When the virus infects the ear 
hair cells, it delivers the healthy genes. If the approach ( shown 
here ) works in people, it could treat a major birth defect at its 
genetic source. 

●1   Scientists 
synthesize genes 
for healthy inner 
ear hair cells.  
They also modify 
a virus, the AAV,  
to carry these genes. 

●2   Normal viral DNA 
gets scooped out 
of the AAV and 
replaced with the 
new hair cell genes. 

●4   The AAV infects two 
types of hair cells, 
inner and outer cells. 
Both types are cru
cial for sound de 
tection, and their 
mutated genes 
impair this ability. 

●5   When cells incorporate the new DNA, 
it strengthens their proteins. One sign  
is their hairs, which appear straight  
and orderly instead of tangled. 

●3   The virus and its 
cargo of healthy  
genes are injected  
into the inner ear. 
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This enthusiasm now extends to hearing loss, a 
disorder that is often genetic in nature. Though pop-
ularly associated with aging or accidents, hearing 
loss is one of the most common birth defects afflict-
ing people; it affects as many as three of every 1,000 
babies. Genetic flaws are responsible for more than 
half those cases, including diseases such as Usher 
syndrome. Usher is a particularly appealing target 
be  cause each patient has mutations in a single gene, 
and fixing them could fix the symptoms. Certain 
forms of the disease, such as Corderman’s, progress 
gradually, which provides a window after diagnosis 
when treatment could stop the genetically instigat-
ed damage. That damage occurs in hair cells within 
the inner ear—the hairs pick up sound waves from 
outside and transmit them to the brain. 
Corderman and others like her have 
defective genes that grow weakened hair 
cells. Those cells are “like a spark plug in 
a car” says David Corey, one of the 
Harvard scientists who restored sound 
sensation to some mice. “Without them, 
hearing just doesn’t work.” 

Gene therapy for these cells is a way to 
treat the root cause of the disease rather 
than putting on a high-tech bandage such 
as a hearing aid. The recent “successes 
are very impressive and important early 
promising steps,” says Theodore Fried-
mann, a pediatrician who helps to lead a 
consortium of gene therapy researchers 
at the University of California, San Diego, 
and was not involved in the work. Mice are not peo-
ple, of course, and the technique has yet to be tried 
on humans. But Friedmann says such interventions 
do, for the first time ever, open the door to treating 
deafness at the genetic level. 

HAIR TREATMENT 
one morning last year  in a lab at Harvard, I watched 
Bence György lean through that door. He was actual-
ly bending over a rodent bred to have faulty hair cell 
genes. The mouse had been anesthetized, and Györ-
gy, a postdoctoral fellow who works with Corey, 
made a tiny incision behind the animal’s ear. He 
pushed past paper-thin pieces of tissue as he 
searched for a tiny spot in the middle ear called the 
round window membrane, the portal to the inner 
ear. When György found the membrane, he inserted 
a fine needle and started to slowly inject a pale pink 
solution containing about 200 billion particles of an 
AAV, each carrying a corrected form of the gene re -
sponsible for the mouse’s hearing loss. 

Using a virus such as an AAV to ferry that pre-
cious cargo boosts the gene’s chances of arriving at 
its destination in the inner ear be  cause even harm-
less viruses are good at infecting cells. Researchers 
have learned that they cannot use just any AAV, how-
ever. The hallmark of a successful AAV is the ability 

to infect not just one but two types of hair cells. Vari-
ous AAVs are reasonably good at delivering DNA into 
the innermost rows of hair cells, which communicate 
with nerve cells, but those same viruses do a poor job 
of getting into the outer rows of such cells, and those 
are the ones that amplify sound in the first place. For 
full restoration of sensitivity, the vehicle needs to get 
into both types, says Corey, who did some of the cru-
cial research on hair cell function. 

Through a mix of trial and error and some viral 
gene redesign, scientists hit on a few AAVs that are 
drawn strongly to the two inner ear targets. They 
altered proteins that make up the external shell of 
the virus, molecules that help it bind to a cellular 
target. Eventually this work yielded a set of shell 

proteins that appear to match up with molecules on 
both types of hair cells, allowing the virus to make 
its way inside. In the paper by Géléoc and her col-
leagues published last year, researchers reported 
that one of these specially modified AAVs arrived 
intact in ro  dents genetically destined to be deaf at 
birth and produced rows of strong, well-functioning 
hair cells. Other research groups reported they were 
able to get related AAVs into the inner ear hair cells 
of older rodents with ears that more closely resem-
ble those of young children. 

Getting in, however, was only part of the hearing 
therapy problem. The other part was identifying the 
mutations that led to defective hair cells. Research-
ers started to do this in the 1990s by identifying fam-
ilies with hearing and vision loss typical of Usher 
and comparing their genomes. These individuals 
had several genes that seemed to be involved with 
both ear and eye development, making them prime 
suspects. Scientists then bred mice both with and 
without those suspect mutations to test whether any 
of the genetic changes were truly responsible for 
symptoms. The comparison pointed a finger at a few 
specific alterations. Changes to a gene called  USH2A, 
 for example, are behind gradual disorders such as 
Corderman’s; the nonmutated version of the gene 
produces healthy hair cells. Each case of the most 

One main test of restored  
ear function involves exposing  
the rodents to a sudden, 
startling noise to see if they 
jump. Many did: the once deaf 
mice could hear. 
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severe and rapid-onset form of the disease, called 
Usher type 1, is associated with mutations in one of 
five different genes, such as one called  USH1C. 

In the past several years Géléoc’s team put all 
these pieces together. In the lab, she and her hus-
band, otolaryngologist Jeffrey Holt, and others took 
an AAV version with a customized shell, scooped out 
a bunch of its genes related to the life cycle of the 
virus and replaced them with intact, healthy ver-
sions of  USH1C.  They also added a DNA sequence 
called a promoter that turns  USH1C  on in the hair 
cells. The new gene acted like a booster for the cells 
when it was delivered. The cells still had the old, 
faulty DNA that made weak hair proteins, but the 
addition of well-functioning DNA helped them cre-
ate a large batch of other healthy proteins that kept 
the hairs strong. 

The team at Boston Children’s Hospital then took 
the en  tire package and, using a surgical insertion 
method similar to the one I watched György use, put it 
inside Usher mice. Within two weeks the virus had 
infected at least some of the ear hair cells; by six weeks 
it had penetrated around 80 percent of them. More to 
the point, these animals reacted to sounds. One of the 
main tests of restored ear function in  volves ex  posing 
the rodents to a sudden, startling noise to see if they 
jump. Many did: the once deaf mice could hear. 

Sound was not the only important check. Hair 

cells do another key job in the body: they create a 
sense of balance and orientation as the hairs flex 
within the fluid of the inner ear, sending signals 
about their position to the brain. Mice with hairs 
damaged by Usher often have difficulties with move-
ment and figuring out where they are in a space. 
Instead of sniffing around a cage, these rodents cow-
er in the corner. And although mice are natural-born 
swimmers—ready to thrive the first time they are 
placed in the water—an Usher mouse will frantically 
paddle in circles for a few seconds, struggling to 
determine which side is “up.” (Scientists quickly res-
cue it be  fore the animal becomes too distressed.) If 
the gene therapy mice at Boston Children’s Hospital 
truly had restored hair cell function, these problems 
should have gone away. 

When I visited Holt and Géléoc’s lab right after 
my trip to Harvard, I saw mice that acted remark-
ably like, well, mice. Rodents that had gene therapy 
two months prior nosed around their environment; 
their behavior in open spaces and in the water was 
virtually indistinguishable from their normal coun-
terparts. They moved so easily that I repeatedly 
asked Holt and his team if they were sure these were 
the mice with mutations. The scientists, who have a 
careful system for tracking their animals, assured 
me each time that I was looking at damaged and 
treated rodents. 

USING A VIRUS   
to ferry healthy 
genes into deaf 
mice, Gwenaëlle 
Géléoc and Jeffrey 
Holt, researchers 
at Boston Children’s 
Hospital, restored 
a sense of hearing 
to the rodents. 
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Bence György et al. in  Molecular Therapy,  Vol. 25, No. 2, pages 379–391; February 2017.

Gene Therapy Restores Auditory and Vestibular Function in a Mouse Model of Usher Syndrome 
Type 1c.  Bifeng Pan et al. in  Nature Biotechnology,  Vol. 35, pages 264–272; March 2017.

Cochlear Gene Therapy with Ancestral AAV in Adult Mice: Complete Transduction of Inner Hair Cells 
without Cochlear Dysfunction.  Jun Suzuki et al. in  Scientific Reports,  Vol. 7, Article No. 45524; April 3, 2017.

F R O M O U R A R C H I V E S 

Overcoming the Obstacles to Gene Therapy.  Theodore Friedmann; June 1997.   
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THE SIZE OF THE PROBLEM 
despite this suCCess,  there are still several vexing dif-
ficulties to sort out before these viruses are tried on 
people. One problem is that the current AAVs are too 
small. Although they are big enough to carry genes 
to correct Usher type 1C—the disorder that respond-
ed so well in mice trials—many other types involve 
much larger genes. Corderman’s form of Usher, for 
instance, involves a gene that is simply too big to 
squeeze into the available AAV storage space. “It 
would be like trying to fit a size-14 body into size-4 
pants,” Dunbar says. 

One work-around would be to slice up the large 
gene into several chunks that could be carried 
through the ear in multiple viral vehicles. 
Each of the gene bits would have sticky 
ends so that when they arrived at their 
destination, they could stick themselves 
back together like Velcro. For example, 
Corderman’s type of Usher gene is so large 
that it would need to be cut into three 
parts. For the approach to work, all three 
virus carriers must get into the inner ear 
hair cells, and then the three stretches of 
DNA need to find one another within a 
cell and paste themselves back together. The highly 
specific nature of DNA sequences makes this possi-
ble—normally in the body, stretches of the genetic al-
phabet interact only with complementary stretches—
but nonetheless difficult to pull off, Géléoc says. 

Other options include using a bigger non-AAV vi-
rus, tweaked to avoid widespread immune system 
alarms, or avoiding viruses altogether and trying to 
deliver the genetic goods within nanoparticles (mi-
nuscule lab-made objects that can penetrate cells). 
Various researchers, including Holt and Géléoc, are 
also exploring a way to remove the problem gene 
and replace it with the right one using the gene-edit-
ing technique CRISPR/Cas9. Usher is a recessive dis-
order, caused by two copies of the faulty gene. If re-
searchers could cut out one of these genes and swap 
in a healthy dominant one, that new gene could take 
over and swamp the negative effects of the remain-
ing recessive DNA. 

No one has yet achieved this feat using CRISPR, 
however; the method seems better suited to cutting 
things out than to sticking them in. For that reason, 
current CRISPR work in mice looks like it would be 
more effective for rare hearing issues caused by one 
faulty gene instead of two. The problem gene could 
simply be knocked out, allowing the remaining gene 
to do its job properly. The experiments on Beethoven 
mice used that approach. Although it worked well, 
other scientists using CRISPR have seen that it 
caused unwanted DNA changes on other, nontarget 
cells. For that reason, nobody thinks gene editing of 
this type is ready for people. Viral vehicles still seem 
to be the front-runners for therapy. 

No matter what delivery system or other solution 

researchers devise, it will not help many people unless 
hearing loss diagnoses improve among infants, who 
would benefit most from early interventions. In the 
U.S., most newborns are screened for hearing loss, yet 
they are rarely diagnosed with a specific disorder or 
its underlying genetic cause. That is exactly what hap-
pened to Corderman, who was not diagnosed with a 
genetic problem until high school. That will need to 
change so that children can get treated properly. 

Gene therapists do think they will be able to treat 
children—and perhaps sooner rather than later. “It’s 
exciting that there are actual products wending their 
way through the system,” Dunbar says. Elizabeth 
Olmsted-Davis, a gene therapy researcher at the Bay-

lor College of Medicine, says she is not surprised that 
gene therapy for other ailments has recently become 
a clinical reality and that new treatments will even-
tually follow the same path. “The therapies on the 
horizon are the culmination of decades of work by 
talented researchers who saw the potential that 
these approaches hold,” she says. 

Although interest in gene therapy is clearly surg-
ing in the research community, Hannah Corderman 
is not waiting for the wave to reach her. With or 
without medical advances, she is determined to live 
a full life. She has booked multiple trips to watch the 
Northern Lights in case, one day, she can no longer 
see them. “I’d say my outlook on life has completely 
changed because it’s like I only have so much time to 
get things done,” she says. She has become an advo-
cate for fellow patients, too. Corderman says she has 
realized that speaking out about the genetics prob-
lems can help push research further and “potential-
ly inspire others to live their lives and not let this 
disease hold them back.” Losing her hearing, she 
says, does not mean retreating into silence. 

Gene therapy will not help 
many unless hearing loss 
diagnoses in infants improve.
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Restoring natural water flows in cities can lessen the impacts of floods           and droughts By Erica Gies 

S U S TA I N A B I L I T Y 

SPONGE  CITIES

YANWEIZHOU PARK  ( center ) absorbed  
high river water during a heavy monsoon, 
protecting Jinhua, China, from flooding. 
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Restoring natural water flows in cities can lessen the impacts of floods           and droughts By Erica Gies 

SPONGE  CITIES
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E ing: giving water space to expand and contract to lessen flooding 
and slowing it down so it can soak into the ground, preventing 
shortages later. Practitioners preserve or restore floodplains and 
wetlands, unearth buried creeks, and create bioswales, retention 
ponds, sunken parks and permeable parking lots. Unlike hard-
scapes, green infrastructure can also clean water and re-create 
habitat for wildlife. And it gives urbanites access to nature, an 
amenity increasingly recognized as a pillar of mental health. 

Local landscape design projects are popping up everywhere. 
But Yu and other leading practitioners are looking to manage 
water at a grander scale: an entire city, an entire watershed. 
Known as green infrastructure in Europe, low-impact develop-
ment in the U.S. and sponge cities in China, these approaches 
mimic nature as much as possible, says Tony Wong, an engineer 
and chief executive of the Cooperative Research Center for 
Water Sensitive Cities, based in Melbourne, Australia. The goal is 
to create water infrastructure that “functions as a living organ-
ism,” he says. 

The sponge cities movement is gaining momentum. In March 
the United Nations released a report called  Nature-Based Solu-
tions for Water  that advocates the approach. The U.S. Army Corps 
of Engineers, infamous for its muscular engineering of rivers and 
wetlands, now has an Engineering with Nature initiative. After 
centuries of dikes to enclose rivers and low-lying land, the Dutch 
are onboard, too. Following a near disaster in 1995, when water 
rose in the Rijn, Maas and Waal rivers, forcing 250,000 people to 
evacuate, the government created a countrywide program called 
Room for the River. Instead of only building bigger dams and 
dikes, Dutch officials increased the capacity of river deltas by ask-
ing farmers to agree to move or to let their land flood as necessary. 

China, with its rapid growth and centralized government, is 
pursuing sponge cities on a scale difficult for most countries to 
even consider. The ambition is impressive. Yet Yu is finding that 
he still has to overcome a tendency among planners toward one-
size-fits-all approaches, which could be disastrous because each 
location has unique hydrological systems and needs. He is also 
confronting a penchant in his country for stronger dams, bigger 
pipes and larger storage tanks, which symbolize power and 
progress in modern China.

MR. SPONGE CITY 
On a spring day  in Beijing with a “very high” air pollution rating, 
I visited Yu at Turenscape’s headquarters in the city’s Haidian 

eleven inches of rain chucked down  
on Beijing on July 21, 2012, flooding roads  
and filling underpasses. Landscape architect 
Yu Kongjian barely made it home from work. 
“I was lucky,” he says. “I saw many people 
abandon their cars.” As the deluge continued, 
the city descended into chaos. Beijing’s 
largest storm in more than 60 years killed  
79 people, most of them drowned in their 
vehicles or sucked into underground drains. 
Damages reached nearly $2 billion.

To Yu, co-founder of the internationally acclaimed landscape 
architecture firm Turenscape, the disaster was avoidable, a conse-
quence of heedless development. He had warned the city govern-
ment several years earlier, after he led a research team mapping 
the metropolis’s “ecological security pattern,” identifying land 
with high flood risk that should be left undeveloped and used to 
manage stormwater. “The 2012 flood gave us the lesson that eco-
logical security patterns are a life-and-death issue,” he says.

A similar story has played out across China. Sixty-two per-
cent of its cities flooded between 2011 and 2014 alone, imposing 
$100 billion in economic losses, according to the Chinese Minis-
try of Housing and Urban-Rural Development. The floods are 
partly the result of stronger storms fueled by climate change. 
But the harm is mostly self-inflicted: intensive urbanization over 
the past 30 years has gobbled up wetlands, felled forests, paved 
over farms and grasslands, and channeled rivers in concrete 
straitjackets, leaving stormwater that once filtered into the 
ground nowhere to go but up. 

Urban sprawl is exacerbating water scarcity in China, too. 
Buildings, streets and parking lots block rain from recharging 
aquifers. Instead drains and pipes funnel it away—lunacy in a 
place with water shortages, Yu thinks. Like other cities in China’s 
north, Beijing is pretty dry outside of the summer monsoon sea-
son. For decades it has pumped groundwater to supply its grow-
ing population and consumption. The city is lowering the water 
table about a meter a year, causing the ground to sink as well. 

Cities worldwide share similar problems because of develop-
ment and the attempt to control water with “gray” infrastruc-
ture—concrete dams, levees, stormwater tanks, pipes and 
walled-in rivers whose floodplains are covered with buildings. 
Experts are recognizing that by breaking the natural water cycle, 
municipalities are raising the likelihood and severity of flooding, 
causing disasters from Houston to Chennai, India. 

Yu is at the forefront of a global movement of urban planners, 
water managers, ecologists and engineers who are trying to 
restore natural water cycles. The work is a kind of un-engineer-

Erica Gies  writes about science and the environment 
from Victoria, B.C., and San Francisco. Her work appears 
in  Nature,  bioGraphic,  the New York Times,  and elsewhere.

I N  B R I E F

Floods and droughts  are crippling many urban 
areas. Concrete river channels, stormwater tanks 
and pipes are not keeping up.

An urban-planning approach  called sponge  
cities can more effectively lessen floods, save  
water for dry spells and reduce water pollution.

Yu Kongjian  is leading the way as China reengi-
neers old cities and designs new ones to embrace 
rather than fight natural water flows.
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District. A slim, intense man in his 50s, with sharp eyes and just 
a bit of gray at the temples, Yu traces his passion to the agricul-
tural commune where he grew up in Zhejiang province south-
west of Shanghai. There he observed the Chinese “peasant wis-
dom” for managing water, practiced for thousands of years. 
Farmers maintained little ponds and berms to help rainfall 
infiltrate the ground, storing it for a dry day. The creek next to 
his village swelled during certain seasons, which no one saw as 
a threat. “If you have wise ways to deal with flooding, water can 
be friendly,” he says. 

Since starting Turenscape in 1998 with his wife and a friend, 
Yu has built the award-winning company into a landscape 
architecture empire with 600 employees. The company has 
more than 640 projects built or under way in 250 Chinese cities 
and 10 other countries, including a redesign of the Kaban Lakes 
system in Kazan, Russia. Yu is dean of the school of landscape 
architecture at Peking University and has taught periodically at 
Harvard University. 

For years while Yu was building his firm’s portfolio, many 
Chinese derided his farm-based ideas as backward. He says that 
some even called him an American spy—a nod to his doctorate 
from Harvard’s Graduate School of Design and his opposition to 
those big dams. But in recent years sentiment has begun to shift. 
Various groups in China are building green infrastructure proj-
ects, often in partnership with Americans, Australians and 
Europeans. Yu’s influence has been growing in parallel. He lec-
tures regularly at the Ministry of Housing and Urban-Rural 
Development, and his 2003 book about his practices,  The Road 
to Urban Landscape: A Dialogue with the Mayors,  has been 
printed multiple times in China. Dignitaries such as the Mexi-
can ambassador to China, who is hoping he can solve Mexico 
City’s water problems, ask for his input. 

The 2012 Beijing flood was a turning point. Soon afterward, 
a Turenscape stormwater project in Harbin won a top U.S. 
design prize. China Central Television broadcast a long, high-

profile interview with Yu. A government minister told him 
afterward that Xi Jinping, who would soon become president, 
had seen it. About a year later the president stood before Chi-
na’s central urbanization conference and announced his Sponge 
City initiative, elevating the idea from struggling concept to 
national goal. 

In 2015 the government initiated 16 demonstration projects, 
each covering at least 10 square kilometers. Today there are 30. 
The objectives include reducing urban flooding, retaining water 
for future use, cleaning up polluted water bodies and improving 
natural ecosystems. By 2020 each project is supposed to retain 
70 to 90 percent of the site’s average annual rainfall. Premier Li 
Keqiang said in his 2017 government work report that sponge 
city construction will continue to expand. 

A RIVER RECONSTRUCTED
a week after meeting yu,  I visited one of Turenscape’s latest proj-
ects, Yongxing River Park, in a Beijing exurb called Daxing. 
“Before” satellite pictures from three years ago show open land 
surrounding the river, already straightened and confined by 
steep concrete walls. “Now” pictures are chockablock with build-
ings. Showing me the park are two of Yu’s employees, Geng Ran, 
who goes by Katie when talking to English speakers, and Zhang 
Mengyue, aka Sophie. 

The government recognizes that de  vel op ment reduces rain 
infiltration, Zhang says, so it invited Turenscape to design a 
park that would enlarge the riverbed to hold more water. The 
project was nearly completed when I saw it in early April. About 
four kilometers long and perhaps two city blocks wide, the park 
follows the river. We stand on a large berm that divides the riv-
erbed into two channels. The river flows on our right; on our 
left the channel has big dirt holes of varying depths. During the 
dry season, the holes will be filled with partially cleaned efflu-
ent from a sewage treatment plant. Wetland plants in the pools 
will further clean the water, Geng says, and filter some of it into 

KABAN LAKES  in Kazan, Russia, were polluted and flood-prone. 
Now their redesigned banks absorb and clean urban runoff.
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aquifers. During the monsoon, the channel will be reserved for 
flood waters, and the effluent will be treated industrially.

“We say you can’t stop the weight of the river,” Geng says, “so 
that’s why we enhance this river.” Turenscape’s plan involved 
removing concrete along the river and excavating soil to widen 
the bed. That dirt was then molded into the big berm. Thou-
sands of small sedges planted in closely set rows now dot those 
riverbanks, holding the earth in place. They remind me of 
Georges Seurat’s pointillism. Turenscape projects use native 
plants because they “are adapted to the local environment,” Yu 
says, “and need no supplemental water.”

Earlier installations are already demonstrating their efficacy. 
Yanweizhou Park in Jinhua, near where Yu grew up, ab  sorbed a 
100-year flood, protecting the city. Shanghai’s 14-hectare (34.6-
acre) Houtan Park cleans up to 2,400 cubic meters (634,000 gal-
lons) of polluted river water daily, improving the water’s quality 
from grade V (unsuitable for hu  man contact) to grade II (suitable 
for landscape irrigation) using only biological processes. 

Projects like these are most effective when they connect to 
other green infrastructure throughout the watershed, enabling 
water to flow in an approximation of its natural path. Across 
China, whole new cities being built from scratch show what is 
possible. Turenscape has completed part of the ambitious Wuli-
jie Eco-City in Hubei province. Wulijie’s design preserves the 
natural wetlands for catching and cleaning stormwater on-site. 
This approach reduced construction costs for underground 
drainage pipes and conserved habitat for wildlife and vegeta-
tion. Buildings have roof gardens and living walls, and pedestri-
an and bike paths thread through the green space, all of which 
should enhance quality of life for residents. 

BEYOND CITIES
it’s nOt easy  to make space for water in an environment that has 
already been built, however. Architects have to shoehorn tiny 
projects into existing infrastructure. In Houston, for example, 
developers often limit themselves to building bioswales in new 
apartment complexes. In San Francisco, workers have been jack-
hammering bits of sidewalk and roadway medians to make room 
for plantings.

Hence the appeal of derelict industrial sites ripe for dramat-
ic reclamation. Turenscape oversaw the first phase of such a 
project in the 1,000-year-old city of Kazan, which surrounds 
three oxbow lakes on the Volga River. During the Soviet period, 
pollution had killed nearly all life in the lakes. Moreover, the 
city was prone to flooding because of the way dams were built. 
When waters would rise, the city’s seven pumping stations could 
not keep up.

Turenscape’s design, which is partially complete, calls for 
reclaiming 11 square kilometers of land for floodwater along the 
river and its tributaries. There the city is building linear parks, 
promenades and bioswales that slow, absorb and clean urban 
runoff before releasing it into the lakes. Walking and biking 
routes give people access to the riparian zone and support 
human-powered transportation throughout the city.

Such extensive redesigns are encouraging Yu to dream be -
yond sponge cities to what he calls “Sponge Land.” His inspira-
tion is to take care of the national landscape. “Water is a system,” 
he says, bigger than cities.

Inspired in part by American landscape designer Warren 

Manning, who created “A National Plan” for the U.S. a century 
ago, Yu is working on a landscape master plan for all of China. 
“That is an incredible vision,” says Niall Kirkwood, a professor of 
landscape architecture and technology at the Harvard Graduate 
School of Design, who has known Yu for many years. “No one 
thinks at that scale and with that political savviness.” 

Yu’s office walls display maps of China that document eleva-
tion, watersheds and flood paths, as well as biodiversity, deserti-
fication, ecological security, soil erosion and cultural heritage. 
For his big plan, Yu can use them along with geographic infor-
mation system (GIS) and satellite imagery to track China’s land-
scape changes as urbanization spreads, as estuaries and deltas 
silt up, as water starts to move differently across landscapes and 
cityscapes. He can isolate priority areas where projects will have 
the biggest impact. Kirkwood says this is like applying acupunc-
ture to the human body. Yu “has the understanding that doing a 
piece of work in one area will have an effect in another area,” he 
says. Compared with most landscape architects, Kirkwood says, 
Yu is “thinking much more holistically.” 

CUSTOM SOLUTIONS NEEDED
yu’s hOuse,  a duplex of side-by-side apartments where he and 
his sister live, is a personal testament to his ideas. Between the 
two apartments is a living wall Yu built of porous limestone. 
Water captured from the roof dribbles down its face, from 
which maidenhair ferns and philodendrons sprout. The green 
wall cools the two homes enough that they do not need air-con-
ditioning, he says, although he concedes that it gets a bit warm 
in summer. 

Decks off the bedrooms are watered with roof-caught rain, 
stored in tanks under plant beds. Yu’s deck smells great, ema-
nating whiffs of rosemary, lemongrass and Chinese chrysan-
themums. It even has a tiny creek in which goldfish swim. On 
the other side of the wall, his sister’s deck has terraced beds 
replete with lettuce and chard. “We collect 52 cubic meters of 
stormwater [annually], and I grow 32 kilograms of vegetables,” 
Yu says proudly. 

The ideas engineered into Yu’s house are widely applicable 
to buildings, but each sponge city design must be unique, fac-
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toring in the site’s local climate, soil and hydrogeology. “Every 
patient needs a different solution,” as Yu says. There is a danger 
that, in their haste, Chinese planners will ignore this fact. If 
they do, the broad ambition for sponge cities may falter, says 
Chris Zevenbergen, an expert in urban flood-risk management 
at the IHE Delft Institute for Water Education in the Nether-
lands and a visiting professor in Nanjing and Chengdu. The 
tendency to hurriedly pursue cookie-cutter solutions in erect-
ing cities over the past 20 years did not allow builders time to 
understand imperfections in design and adjust. That is why so 
many cities have ongoing problems with floods, he says. Copy-
cat implementation of sponge cities could lead to similar prob-
lems. Xi’s program has strict deadlines, which may not provide 
time to monitor performance and adjust if necessary, Zeven-
bergen says.

A paper written by Chinese government research institutes 
last year expressed similar concerns. To provide guidance, the 
government has formed a committee that is composed of civil 
engineers, economists and landscape architects, including Yu. 

The sponge city vision faces other challenges. It will take pri-
vate investment to fully implement the national plan. But Yu 
worries that companies might find pipes or dikes—things they 
can charge for—more attractive than sponge cities’ embrace of 
natural systems. 

The stakes for the grand vision go beyond tempering floods 
and drought. Xi also wants sponge cities to deal with another 
big water issue China faces: pollution. Nutrients, heavy metals, 
pesticides and microplastics taint surface waters in China, 
according to Randy Dahlgren, a scientist at the University of 
California, Davis, who specializes in soil and water chemistry 
and has worked in Zhejiang province. “If they can get this water 
to infiltrate into the ground, a huge number of these potential 
contaminants will be retained within the wetlands systems, 
buffers, detention basins and bioswales,” he says. 

Wetlands cannot just be built and forgotten, however. Phos-
phorus, heavy metals and some nitrogen can accumulate in the 
plants and return to the soil when those plants die. “You really 
need to be harvesting those plants,” Dahlgren says. They can be 
made into biomass fuels and incinerated, although some pollut-

ants such as metals gather in the ash, which must be disposed 
of. “It does take active management of wetlands to make them 
an effective sink for a lot of pollutants,” he says. Planners should 
also be cautious about “trading a surface-water pollution issue 
for a groundwater pollution issue,” where impurities could per-
sist for tens of years to several centuries. 

If the planners get it right, though, the payoff could be huge. 
Sponge city techniques are already reducing pollution in places 
such as Philadelphia. Like many U.S. cities, its stormwater runs 
through sewage-treatment plants, which overflow in big storms, 
pushing untreated sewage into rivers. With its Green City, Clean 
Waters initiative, the city is reclaiming land along the banks of 
local creeks and rivers to absorb excessive rainfall and building 
parks that can flood when necessary. Philadelphia also gives 
incentives to landowners for creating rain gardens, green roofs, 
urban farms and porous pavement. These techniques allow 
stormwater to percolate into the ground, reducing the volume 
entering the sewage system. Five years in, the city had “greened” 
339 hectares, enough to reduce pollution from sewer overflows 
by more than 5.7 million cubic meters annually. 

STATE OF FLUX
natural water-management systems  are not static or predict -
able like gray infrastructure: nature is messy. Water rises and 
falls. Plants sprout, live and die. Mud is exposed. Although 
these spaces can be beautiful—perhaps more beautiful than, 
say, a dam—residents might not always like what they see.  
For sponge cities to spread, people will have to accept a dynam-
ic environment. 

Yu calls this shift “big feet aesthetics,” a counterreference to 
when Chinese considered the bound, tiny feet of aristocratic 
women to be beautiful because they were useless, a sign that the 
women were too rich to work. “Now we need to find big feet at -
trac tive,” he says. “We need to change our aesthetic to find use-
ful green infrastructure beautiful.” 

Educators will need a change in perspective as well. De  spite 
the national promotion of sponge cities, China’s schools are still 
training engineers using 20th-century principles, Yu says. “We 
are fighting so hard to try to get people to think in an ecological 
way.” The hubris of believing that people can control water with 
concrete will be increasingly exposed as more of those kinds of 
projects fail, unable to buffer the knock-on impacts from rapid 
population growth, urban sprawl and climate change. Although 
sponge cities will likely not protect everyone from these chal-
lenges, their advocates think their resilience can temper ex -
tremes better than the concrete alternatives. Plus the multiple 
benefits they bring can make the lives of humans and other spe-
cies healthier and happier. 

M O R E T O E X P L O R E 

Letters to the Leaders of China: Kongjian Yu and the Future of the Chinese City.  
Edited by Terreform. Terreform, 2018. 

The United Nations World Water Development Report 2018: Nature-Based 
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Eco-Cities of the Future.  David Biello; September 2008. 
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YU KONGJIAN  ( 1 ), framed by the “living wall” inside his home, has 
championed China’s sponge city projects, including a stormwater 
park in Harbin ( 2 ). 
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RECOMMENDED  
By Andrea Gawrylewski 

Anti-Science and the Assault  
on Democracy:  Defending Reason 
in a Free Society 
edited by Michael J. Thompson and  
Gregory R. Smulewicz-Zucker.  
Prometheus Books, 2018 ($26) 

The Enlightenment  saw the 
development of a widespread 
scientific worldview, centered 
in skepticism, objectivity and 
reason. The technology that, 
hundreds of years later, grew 

out of that intellectual blossoming—the Internet, 
smartphones, social media—now enables people to 
entertain their bizarre, antiscience worldviews in in-
sulated online forums and communities, argue the 
essayists in this robust collection. Such thinking fos-
ters a “broader political climate in which a resistance 
to science shapes public opinion and a more general 
hostility to scientific reason.” In the book, edited by 
political scientists Thompson and Smulewicz-Zuck-
er, contributors theoretical physicist Lee Smolin, sci-
ence historian Michael Ruse, political scientist Diana 
M. Judd, and others rely on philosophy, history, 
the law and sound reasoning to trace the origins of 
antiscience thinking. What is best for the planet and 
humans, they say, is a reliance on the self-correct-
ing scientific method and its demand for objectivity. 

Out There:  A Scientific Guide  
to Alien Life, Antimatter,  
and Human Space Travel  
(for the Cosmically Curious) 
by Michael Wall.  
Grand Central Publishing, 2018 ($27) 

“Are we alone  in the 
universe?” is just the first—
though rarely the last—
question that many 
people have about aliens. 
What might they look 

like—the “Greys” from alien-abduction tales, 
or silicon-based robotic beings, or quivering 
clumps of unthinking protoplasm? If we ever 
found them, would they befriend us, breed 
with us—or even see us as “breakfast”? 
Science writer Wall delivers marvelously witty 
and informed speculations to these common 
queries underpinning the still fruitless sci -
entific search for alien life. Along the way, he 
ruminates on related ideas, such as the long-
term fate of life in our solar system and the 
prospects for humanity someday visiting 
other stars or building time machines.  Out 
There  is a refreshingly playful romp through 
the most exciting aspects of space exploration.  
 — Lee Billings 

In 1918, as the First World War was ending, 
 “something fierce” was spreading. Troops in the 
battlefield camps and in their home countries,  
along with civilians, were falling sick with flu.  
The pandemic killed up to 100 million people within 
a year. A century later emergency room doctor 
Brown traces the complex history of misguided flu 
remedies such as bloodletting, inhalation of toxic 
gases, use of mercury chloride, misuse of aspirin 
and not very effective vaccines. Although we know 
a lot more about the virus today, which kills 30,000 
people in the U.S. annually, we do not know enough 
to stop the next pandemic. Brown argues that 
a critical preparatory step should be to place the 
1918 pandemic in our collective memory as we have  
for wars and battles—perhaps with a physical 
memorial—to honor our losses and to remind us 
how much there is yet to do.  — Ankur Paliwal 

Influenza:  
 The Hundred Year 
Hunt to Cure the 
Deadliest Disease 

in History 
by Jeremy Brown. 

Touchstone, 
2018 ($26.99) 
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SKEPTIC 
VIEWING THE WORLD  
WITH A RATIONAL EYE

Michael Shermer  is publisher of  Skeptic  magazine  
(www.skeptic.com) and a Presidential Fellow at  
Chapman University. His new book is  Heavens on Earth:  
The Scientific Search for the Afterlife, Immortality, and Utopia.   
Follow him on Twitter @michaelshermer 

Kids These Days 
A looming crisis and how to avert it 
By Michael Shermer 

Something is amiss  among today’s youth. This observation isn’t 
the perennial “kids these days” plaint by your middle-aged cor-
respondent. According to San Diego State University psycholo-
gist Jean Twenge, as reported in her book  iGen  (Atria, 2017), to 
the question “Do you have [a] psychological disorder (depres-
sion, etc.)?” the percentage of college students born in 1995 and 
after (the In  ter net Generation, or iGen) answering affirmatively 
in a Higher Education Research Institute study rose between 
2012 and 2016. For men, the figure increased from 2.7  to 6.1 per-
cent (a 126 percent increase) and for women from 5.8 to 14.5 per-
cent (a 150 percent rise). The National Survey on Drug Use and 
Health found that between 2011 and 2016 the percentage of boys 
who experienced a depressive episode the prior year increased 
from 4.5 to 6.4 and in girls from 13 to 19. 

iGeners be  gan entering college in 2013. Between 2011 and 
2016 there was a 30 percent increase in college students who said 
they intentionally injured themselves (for example, by cutting), 
and ac  cording to the Fatal Injury Reports by the Centers for Dis-
ease Control and Prevention, suicide rates increased 46 percent 

be  tween 2007 and 2015 among 15- to 19-year-olds. Why are iGen-
ers different from Millennials, Gen Xers and Baby Boomers? 

Twenge attributes the malaise primarily to the widespread 
use of social media and electronic devices, noting a positive cor-
relation between the use of digital media and mental health 
problems. Revealingly, she also reports a negative correlation 
between lower rates of depression and higher rates of time 
spent on sports and exercise, in-person social interactions, 
doing homework, attending religious services, and consuming 
print media, such as books and magazines. Two hours a day on 
electronic devices seems to be the cutoff, after which mental 

health declines, particularly for girls who spend more time on 
social media, where FOMO (“fear of missing out”) and FOBLO 
(“fear of being left out”) take their toll. “Girls use social media 
more often, giving them more opportunities to feel left out and 
lonely when they see their friends or classmates getting togeth-
er without them,” Twenge adduces. This, after noting that the 
percentage of girls who reported feeling left out increased from 
27  to 40 between 2010 and 2015, compared with a percentage 
increase from 21 to 27 for boys.

In search of a deeper cause of this problem—along with that 
of the campus focus of the past several years involving safe spac-
es, microaggressions and trigger warnings—Greg Lukianoff and 
Jonathan Haidt argue in their book  The Coddling of the Ameri-
can Mind  (Penguin, 2018) that iGeners have been in  fluenced by 
their overprotective “helicoptering” parents and by a broader 
culture that prioritizes emotional safety above all else. The 
authors identify three “great untruths”: 

1.  The Untruth of Fragility:  “What doesn’t kill you makes  
you weaker.”

2.  The Untruth of Emotional Reasoning:  “Always trust  
your feelings.”

3.  The Untruth of Us versus Them:  “Life is a battle between 
good people and evil people.”

Believing that conflicts will make you weaker, that emotions 
are a reliable guide for responding to environmental 
stressors instead of reason and that when things go wrong, 
it is the fault of evil people, not you, iGeners are now tak-
ing those insalubrious attitudes into the workplace and 
political sphere. “Social media has channeled partisan 
passions into the creation of a ‘callout culture’; anyone can 
be publicly shamed for saying something well-intentioned 
that someone else interprets uncharitably,” the authors 
explain. “New-media platforms and outlets allow citizens 
to retreat into self-confirmatory bubbles, where their 
worst fears about the evils of the other side can be con-
firmed and amplified by extremists and cyber trolls intent 
on sowing discord and division.” 

Solutions? “Prepare the child for the road, not the road 
for the child” is the first folk aphorism Lukianoff and Haidt 
recommend parents and educators adopt. “Your worst ene-
my cannot harm you as much as your own thoughts, un -
guarded” is a second because, as Buddha counseled, “once 

mastered, no one can help you as much.” Finally, echoing Alek-
sandr Solzhenitsyn, “the line dividing good and evil cuts through 
the heart of every human being,” so be charitable to others. 

Such prescriptions may sound simplistic, but their effects 
are measurable in everything from personal well-being to soci-
etal harmony. If this and future generations adopt these virtues, 
the kids are going to be alright. 
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ANTI GRAVITY
THE ONGOING SEARCH FOR  
FUNDAMENTAL FARCES

Steve Mirsky  has been writing the Anti Gravity column since 
a typical tectonic plate was about 36 inches from its current location. 
He also hosts the  Scientific American  podcast Science Talk. 

Parsex 
One common activity on  Star Trek  
 was to boldly get busy 
By Steve Mirsky 

If you’re like me,  you’ve watched a lot of  Star Trek.  If you’re even 
more like me, you’ll read the new book  Live Long and Evolve: 
What Star Trek Can Teach Us about Evolution, Genetics, and Life 
on Other Worlds,  by Mohamed A. F. Noor, professor of biology at 
Duke University and editor in chief of the journal  Evolution. 

And being like me, you will turn immediately to Chapter  5: 
“Sex, Reproduction, and the Making of New Species.” Because ever 
since you first saw Captain Kirk canoodle with a series of appar
ently female, apparently humanoid organisms you’ve been like, 
“I gotta check the Statutes of Alpha III to see if that’s kosher.” 

Closely related species do get it on and can even beget off
spring. A horse and a donkey can produce a mule. A lion and a 
tiger can produce a liger. A polar bear and a grizzly can produce 
a pizzly. But a human being and anything not a human being 
can produce a court appearance. 

Still, humans bonk nonhumans regularly (by which I mean 
often—though I don’t know about the actual ways and means) in 
Roddenberryland. “Given that interspecies mating is uncommon 
on Earth, it appears unusually common among the humanoid 
species depicted in the various  Star Trek  series,” Noor writes. “In 
deed,” he continues, “attraction to members of other humanoid 

species does not seem noticeably weaker in any of the five 
series than attraction to members of one’s own species.” 

So I called Noor and asked him what’s with all the out
erspacey interspecies mating? “It’s interesting the way the 
 Star Trek  series depicts it,” he responded. “They make it 
seem as though different species are no different from hu
man ethnic groups or something like that, where, oh, this 
person is slightly exotic and therefore attractive. And that’s 
not what you expect if you’re looking at an actually differ
ent species. If we go to the zoo and we see a chimpanzee, 
we’re not attracted to it any more than it is attracted to us.”

In fact, depending on what fictional history of the  Trek 
 universe you subscribe to, a human being and a Vulcan or 
a Klingon never had a common ancestor and are the result 
of amazingly highfidelity convergent evolution. Or an ex
ceedingly ancient species (represented by the “Humanoid 
Progenitor” in  The Next Generation  episode “The Chase”) 
seeded the universe to force evolution to come up with all 
of us different types of bilaterally symmetrical, upright
walking intelligent space travelers. Which means  Trek  hu
mans and the other species with which they’re bumping 
uglies (we don’t know how ugly) have no evolutionary re
lationship at all or that the relationship is far more distant 
than the one between us and chimps. 

But we’ll grant the  Trek  writers a certain license so that 
they can include romance in their story lines—and because 
there’s only so much you can do to make human actors look like 
alien species you’d never meet for coffee. 

(For some anatomically intriguing interspecies mating, see 
the best of all the  Star Trek  movies, namely  Galaxy Quest,  which 
is not really part of the franchise, in particular the scene in which 
Tony Shalhoub makes out with Missi Pyle, who starts caressing 
him with tentacles. To which Sam Rockwell echoes my earlier 
concerns when he says, “Oh, that’s not right.”) 

If you assume a relatively close degree of genetic similarity 
among these humanoid species, “the interspecies mating is not 
so crazy,” Noor noted. “Rather than humans and chimps being 
the analogy, it’s more like humans and Neandertals.” And when 
Noor says “humans,” it’s shorthand for us modern humans, 
 Homo sapiens sapiens.  Plenty of other human species have exist
ed, including the one categorized by some researchers as  Homo 
neanderthalensis,  a fully separate species, and by others as 
 Homo sapiens neanderthalensis,  just another subspecies. How
ever you slice it, we know that  saps  and  thals  mixed it up—you’ve 
got Neandertal genes in your pool. 

So here’s to the  Trek  universe’s interspecies residents, includ
ing B’Elanna Torres (Klingonhuman), Deanna Troi (Betazoid
human) and, of course, Mr. Spock (Vulcanhuman). As Kirk said 
at one of Spock’s funerals, “Of all the souls I have encountered in 
my travels, his was the most [Shatner pause] human.” Which 
Spock would have found deeply insulting. 
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1968 Pluripotent 
Cells 

“The best evidence for the reten-
tion of genes in fully differentiated 
cells comes from experiments  
carried out at the University of 
Oxford on eggs of the frog  Xeno-
pus.  The first experiments with 
intestine cell nuclei were designed 
to show that at least some of these 
nuclei possess all the genes neces-
sary for the differentiation of all 
cell types, and therefore that some 
of the transplant embryos derived 
from intestine nuclei could be 
reared into normal adult frogs. 
Both male and female adult frogs, 
fertile and normal in every respect, 
have in fact been obtained from 
transplanted intestine nuclei. 
Their existence therefore proves 
that at least some intestine cells 
possess as many different kinds  
of nuclear genes as are present  
in a fertilized egg. —J. B. Gurdon” 
John B. Gurdon shared the 2012  
nobel Prize in medicine for this work. 

1918 The Good Ant 
“In  Sudan Notes and 

Records  a plea is made on behalf 
of the white ant [termite], which 
has naturally acquired a bad repu-
tation among European residents. 
The characteristic feature of the 
climate of the Sudan is the rapid 
growth of vegetation promoted  
by seasonal rains, followed by 
drought and desiccation. The 
white ant attacks vegetation only 
when it is weakened by drought  
or disease, and in that case the 
sooner it is destroyed the better. 
But for the white ant the whole  
of the fertile parts of the Sudan 
would, in very few years, be cov-
ered with an impenetrable layer  
of dead vegetation; and the only 
alternative method to clear it off 
would be by the agency of fire, the 
dangers of which are obvious.” 

Demobilization Upheaval   
“The United States took four million 
men from industry and put them 

into khaki. Two million of them 
are coming slowly back from for-
eign soil, to be reabsorbed into  
the body politic. The other two 
million are to be demobilized as 
rapidly as possible. If it were prac-
tical to throw two million men 
upon the country at once, each 
one with only $30 in pay and  
a ticket to his home in his hand, 
chaos could result. There wouldn’t 
be trains enough to carry them, 
there might not be roofs enough 
available to cover them, and there 
might not even be food enough  
to give them meals. Certainly, 
while there are two million man-
less jobs waiting for two million 
jobless men, the two could not 
connect overnight.” 

1868 Fireplace 
Upgrade 

“Any who value home comforts 
understand the enjoyableness  
of a glowing open fire, notwith-
standing the superior heating 
qualities of heaters and closed 
stoves, and many prefer the inevi-
table waste and additional costli-
ness of the open grate, with its 
home-like pleasantness, to these 
more economical and less health-
ful appliances. If the grate or  
open fireplace could be made to 
yield the same amount of heat  
that the stove does, at no greater 

cost, everyone would prefer it. To 
extend these comforts is the object 
of the im  provement in open grates 
shown in the engraving.” 

Flight Risk 
“The keeper of Minot’s Light had 
retired for the night on Wednes-
day, when a great crash was heard, 
re  sound ing through the whole 
substantial building. The light-
house keeper supposed his assis-
tant had, by accident, broken 
some glass vessel, but the latter, 
with alarm on his countenance, 
soon reported that the plate glass, 
more than a quarter of an inch in 
thickness, constituting one side 
of the great lantern at the top of 
the lighthouse had been smashed 
in, perhaps by a rifle ball. Exami-
nation was im  mediately begun, 
but the discovery on the ledge 
of the lighthouse of a dead shell-
drake duck, with nearly every 
bone in its body broken, explained 
what would otherwise have been 
a very mysterious affair. He was 
cooked, eaten, and pronounced 
excellent by the lighthouse keeper 
and his family.” 

Traffic vs. Pedestrians 
“In all our overcrowded cities,  
New York, for instance, pedestri-
ans are forced to cross streets to 
get from block to block, to the per-
il of life and the utter despoilment 
of broad cloth and patent leather. 
Nine tenths of all the accidents 
from collisions occur at crossings. 
This city employs a large number 
of policemen to assist people in 
fording rivers of filth and prevent 
them from being run down by 
reckless drivers. Crossings should 
be tunneled. Bridges are required 
to be too high to accommodate  
the loaded vehicles and omnibus-
es. Tunnels at crossings, on the 
contrary, need not be deep, and 
they can be lighted day and night 
with gas, for one-fourth the ex-
pense of keeping policemen to 
guard the principal crossings.” 

1968

1918

1868

1868: A more efficient household fireplace (maybe). 
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SOURCES: “NORMAL ORAL, REC-
TAL, TYMPANIC AND AXILLARY 
BODY TEMP  ER A TURE IN ADULT 
MEN AND WOMEN: A SYSTEM-
ATIC LITERATURE REVIEW,”  
BY  MÄRTHA SUND-LEVANDER 
ET AL., IN  SCANDINAVIAN JOUR  

NAL OF CARING SCIENCES, VOL. 
16, NO. 2;  JUNE 2002 ( A ); “A CRITI-

CAL APPRAISAL OF 98.6 °F, THE 
UPPER LIMIT OF THE NORMAL BODY 

TEMPERATURE, AND OTHER LEGACIES 
OF CARL REINHOLD AUGUST WUNDER-

LICH,” BY PHILIP A. MACKOWIAK ET AL., IN 
 JAMA,  VOL. 268, NO. 12; SEPTEMBER 23–30, 1992 ( B ); 

“USING SMARTPHONE CROWDSOURCING TO REDEFINE NORMAL AND 
FEBRILE TEMPERATURES IN ADULTS: RESULTS FROM THE FEVERPRINTS 
STUDY,” BY JONATHAN S. HAUSMANN ET AL., IN  JOURNAL OF GENERAL 
INTERNAL MEDICINE. PUBLISHED ONLINE  AUGUST 13, 2018 ( C ) 

GRAPHIC SCIENCE
Text by Mark Fischetti | Graphic by Nadieh Bremer

Goodbye, 
98.6 
Healthy body temps 
are surprisingly lower 

Normal body temperature  is 98.6 
de  grees Fahrenheit, right? Not so. 
There is no baseline for humans ●A , 
and even if there was, it would be 
closer to 97.7  °F. Temperature also 
varies across the day, peaking in late 
afternoon and bottoming out in early 
morning ●B . It is slightly higher for 
women than for men as well ●C . For 
two decades research has debunked 
the benchmark, set way back in 1868, 
yet it persists. One important ramifi-
cation, says Jonathan  S. Hausmann, 
a rheumatologist at Boston Children’s 
Hospital, who led the latest study, is 
to redefine fever. Most doctors use 
100.4  °F or higher, but if “normal” is 
lower, then the fever threshold should 
be, too. It also should vary with the 
daily pattern and be tailored to each 
individual, Hausmann says: “A child 
at 99.0 °F at 4 a.m. may be highly ab-
normal but at 4  p.m. could be within 
normal limits.” 

●A 

Less Than 98.6 
A 2002 analysis of 20 studies 

showed that mean body 
temperature in healthy women 
and men varies, depending on 

whether it is taken in the mouth, 
rectum or ear, and is often 

well below 98.6 °F. 

●B 

Daily Cycle 
A landmark investigation in 1992 

found that temperature for 148 men  
and women hit a low each day  

of about 97.5 °F around 6 a.m. and  
peaked at about 98.4 °F between  

4 and 6 p.m. It defined the upper limit 
of the normal range as fever: 

98.9 °F at 6 a.m. and  
99.9 °F at 4 p.m.

●C 

Women and Men 
In the newest study, published in 

August 2018, 329 people took their 
temperatures, logged on smartphones. 
The overall mean was 97.7 °F. Women 

were 0.2 °F higher than men, on average. 
Fever was found to be 99.5 °F or above. 

Temperatures varied across the  
day. They also decreased, on 

average, with rising age 
( not shown ). 

Circle size indicates 
study size, from 12  
to 1,532 participants

Each orange dot  
is one measurement 
(temperature taken 
in mouth) 
Median 

Approximate mean 
temperature across 
24 hours 

Approximate 
mean 
temperature 
(male)

Approximate mean 
temperature (female)

Each dot is the mean 
body temperature  
from one study

Female 
Male 
Gender combined  
or not specified 

Each dot is one 
measurement 
(temperature taken 
in mouth)

R.I.P. 
German physician 

Carl Wunderlich put the 
mercury thermometer and 

temperature charts into 
widespread clinical use. His  
1868 book set normal body 

temperature at 37.0 degrees 
Celsius, or 98.6 °F. Time 

to let it go. 

12 participants
1,532 participants

Female 
Male
Gender not specified
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